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with multiple input/output
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With the proliferation of alternative energy sources, power grids are increasingly

dominated by grid-tied power converters. With this development comes the

requirement of grid-forming, but current architectures exclude high-voltage

applications through serial connectivity. Lattice power grids allow for the

generation of both higher voltages and currents than their individual modules

by marrying the advantages of serial and parallel connectivity, which include

reduced switching and conduction losses, sensorless voltage balancing, and

multiport operation. We use graph theory to model lattice power grids and

formalize lattice generation processes for square, triangular, and hexagonal lattice

grids. This article proposes depth-first-search based algorithms for the control

and e�cient operation of lattice power grids, achieving voltage and current

objectiveswhileminimizing switching losses. Furthermore,we build upon previous

algorithms by harnessing multiple input/output operation. The algorithm allows

for sequential operation (in which loads are added one by one), simultaneous

operation (in which several loads are added at the same time), and combined

sequential-simultaneous operation. These methods were applied to a variety of

lattice structures, and simulations of dc analysis and pulse train generation were

performed. These modeled results validate the proposed algorithms and improve

versatility in the operation of lattice power grids in both grid-connected and

standalone applications. The potential of applying this method in transcranial

magnetic stimulation (TMS) is discussed.

KEYWORDS

lattice power grids, lattice converters, H-bridge converters, multilevel converters, graph

theory

1. Introduction

As power systems around the world shift away from traditional power sources such as

fossil fuels and toward renewable and alternative energies, the operational nature of those

power systems is transformed as well (Chappell, 2021; Fang, 2021a). Traditional power

grids are dominated by geographically centralized synchronous generators, which allow

for voltage/frequency support and create built-in stability through rotational inertia (Fang

et al., 2019; Denholm et al., 2020). Any alternative power sources (e.g., photovoltaics, wind

turbines, etc.) interface with the power system through grid-tied power converters, which

provide stability by simply following the established grid. However, when the power grid is

dominated by decentralized, grid-tied power converters, it requires grid-forming capabilities

to generate stability. These grids are known as more-electronics power systems (Fang,

2021a).
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Under current grid architectures, grid-tied power converters

can be connected in parallel to generate high currents (Lin, 2020;

Song et al., 2022). To generate high voltages, power converters

can be connected in series. To combine the benefits of parallel

and serial connection, we turn to the recently proposed concept

of a lattice power grid. The lattice power grid is a novel power

system architecture that inherits the benefits of the lattice power

converter, a power electronic topology that allows for high-voltage

and high-current applications while maintaining the benefits of

modularity and scalability (Fang, 2021b; Fang and Goetz, 2021;

Zhang et al., 2022). The lattice converter builds on serial power

converter topologies such as the cascaded-bridge converter (CBC)

and the modular multilevel converter (MMC). CBC and MMC

topologies feature multiple submodules connected in series, each

consisting of traditional two-level converters such as full-bridge

and symmetrical/asymmetrical half-bridge converters (Fang et al.,

2021a; Barros et al., 2022; Zhao et al., 2022). These serial

connections allow for the generation of high voltages, but current

capacities are still limited by the current ratings of each individual

module (Fang, 2021b; Zhang et al., 2022). Serial connection allows

for significant reductions in switching losses compared to two-level

converters. Because switching actions can be distributed across the

individual modules, even very high modulation frequencies result

in much lower switching frequencies experienced by individual

modules, resulting in low switching losses compared to other

topologies (Rohner et al., 2010; Schon et al., 2014).

On the other hand, high currents can be facilitated by

connecting modules in parallel, which is done for grid-forming

power converters in modern power systems (Blaabjerg et al.,

2004; Lin, 2020; Song et al., 2022). Parallel connectivity allows

for a variety of benefits including reduced conduction losses and

increased current capacity (Fang et al., 2021a,c). In particular,

the ability to connect voltage sources (e.g., capacitors) in parallel

grants the capability for sensorless voltage balancing. This reduces

the monitoring effort and control complexity required for control

systems (Goetz et al., 2017; Xu et al., 2019; Tashakor et al., 2020).

With this method, overcharged or undercharged modules can be

balanced without the need for active monitoring or intervention

from sensors or controllers. Voltage ripple is reduced and increased

flexibility is allowed in efficiency optimization (Fang et al., 2023).

Topologies that allow for both serial and parallel connectivity

enjoy both sets of benefits. To this end, novel submodule topologies

such as the double H-bridge (Goetz et al., 2015; Ilves et al., 2015),

asymmetrical double half-bridge (Li et al., 2019), and symmetrical

double half-bridge (Fang et al., 2021b) have been developed to

allow for local parallel connectivity between two voltage sources.

In addition, Tashakor et al. (2020) proposed a method for parallel

connection in MMCs by combining diode clamping with level-

adjusted phase-shifted modulation.

While the aforementioned submodule topologies aim to

introduce parallel connectivity on the submodule level, the

lattice converter introduces infinitely scalable parallel connectivity

through its macro-level topology. The modularity and scalability

of multilevel converters are extended into the second and third

dimensions by connecting submodules into lattices based on

geometric tilings (Fang, 2021b; Mei et al., 2022; Zhang et al.,

2022; Fang et al., 2023). Two-dimensional tilings include the three

regular tilings (square, triangular, and hexagonal) and the eight

Archimedean tilings, and three-dimensional tilings include the

cubic and Archimedean honeycombs (Coxeter, 1973; Grünbaum

and Shephard, 1977; Weisstein, 2021). These lattice converter

structures allow for the generation of both high voltages and large

currents, both of which can be scaled infinitely by varying the

dimensions of the lattice (Fang, 2021b; Fang and Goetz, 2021). The

power converter efficiencies of lattice converters have also been

investigated through simulation with promising results; 3 × 3 and

4×4 square lattice converters achieved power converter efficiencies

of 99.85 and 99.81%, respectively (Mei et al., 2022). Fang et al.

(2023) recently published experimental demonstrations of a 3 × 3

lattice converter topology, utilizing a dSPACE Microlabbox as a

digital controller. These experiments successfully demonstrated its

advantages of current and voltage sharing as well as sensorless

voltage balancing through parallel connectivity (Fang, 2021b; Fang

et al., 2023). The lattice power grid extends the concept of a lattice

converter to a grid-wide scale; each grid-tied power source in the

grid acts as a submodule in a lattice converter (Zhang et al., 2022).

The control and optimization algorithms proposed in this

paper improve on previous designs in numerous ways. Firstly and

most importantly, it introduces multiple input/output operation,

which is a major advantage of the lattice power grid topology. CBCs

are limited to one port, while MMCs feature only one dc port

and one ac port (Fang et al., 2023). In a lattice power grid, every

node in the grid can be utilized as an input/output port, greatly

improving its ability to dynamically interface with surrounding

power systems in grid-connected applications. Stand-alone abilities

are also enhanced; multiple loads can be driven at once by a

single lattice power grid, or a single load can be driven rapidly

and repeatedly by connecting it to multiple ports. Previous designs

have only accounted for single input/output operation (Mei et al.,

2022; Zhang et al., 2022), or did not account for parallel operation

(Fang, 2021b). Thus, the advantages of multiple input/output

operation were not accessible under these previous designs. This

paper fully develops and implements three different methods for

multiple input/output operation: sequential operation, in which

ports are added or removed one-by-one; simultaneous operation,

in which several ports are added at the same time; and combined

sequential-simultaneous operation. Thesemethods greatly improve

flexibility and versatility in the applications of the lattice power

grid. In addition, this work improves on previous designs by

mathematically formalizing the algorithms for the generation

of square, triangular, and lattice converters, and improves the

switching loss optimization algorithm by accounting for transistor-

level switching actions.

The design and implementation methodologies of the control

and optimization algorithms are as follows. All of the proposed

algorithms were coded in Python 3.10.0 using the Eclipse integrated

development environment. There are five main algorithms that

comprise this design: the lattice generation algorithm, the

pathfinding algorithm, the parallel paths algorithm, the switching

loss optimization algorithm, and the multiple input/output

operation algorithm. The algorithms were tested and verified using

a variety of input parameters and lattice structures ranging up to

dimensions of 5 × 5. The outputs of the algorithm were plotted

using the NetworkX library for Python. Finally, simulations were
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performed in the MATLAB/SIMULINK environment, utilizing

SimScape. The results examine both dc analysis and pulse

train generation.

The remainder of this article is organized as follows. Section

2 reviews single-stage and multilevel converters, introduces lattice

power grids, proposes a method of modeling them through graph

theory, and details algorithms for the construction of various

lattice structures. Section 3 proposes control and optimization

algorithms for the single input/output operation of lattice power

grids, and Section 4 builds upon these algorithms to allow for

multiple input/output operation. Performance results are provided

in Section 5, and concluding remarks are provided in Section 6.

2. Fundamentals of lattice power
converters

2.1. Single-stage and multilevel converters

In high-voltage applications, two-level converters such as the

H-bridge can pose several obstacles. Firstly, components such as

the voltage source and the switches must have higher voltage

ratings, driving up cost and size (Erickson and Maksimovic, 2001;

Fang, 2021a,b). Secondly, when generating high-voltage waveforms

through pulse-width modulation, the output voltage must rapidly

switch between +Vdc and −Vdc, leading to increased noise and

ringing that necessitates the use of more bulky, complex, and

expensive passive filters (Lei et al., 2017; Martinez-Rodrigo et al.,

2017).

Multilevel converters were introduced to address these

obstacles. Multilevel converter topologies such as the cascaded

bridge converter (CBC) and the modular multilevel converter

(MMC) feature several H-bridge modules connected in series,

allowing for the generation of high voltages using lower-voltage

components (Fang et al., 2021c; Barros et al., 2022). The increased

number of DC voltage levels also allows for more controllability

in the generation of voltage waveforms as well as reduced

requirements for passive filters (Lei et al., 2017; Martinez-Rodrigo

et al., 2017).

The basic building block of modular converters such as

multilevel and lattice converters is a single-stage converter, which

includes symmetrical half-bridge, asymmetrical half-bridge, andH-

bridge (or full-bridge) converters (Guo and Sharma, 2015; Fang

et al., 2021b,c). A diagram of the H-bridge converter is shown

in Figure 1. It consists of a DC voltage source Vdc, which may

be supplied by a charged capacitor or a power supply. Four

bidirectional semiconductor switches determine the direction of

the voltage increase between the two terminals of the converter. In

addition, passive filters may be implemented to mitigate the effects

of noise and ringing (Erickson and Maksimovic, 2001).

Each H-bridge module can take on one of four states: a positive

output state in which the module outputs +Vdc (Figure 1A),

a negative output state in which the module outputs −Vdc

(Figure 1B), a bypass state in which the module acts as a wire

by bypassing the voltage source (Figure 1C), and an off-state in

which themodule acts as an open circuit (Figure 1D). The H-bridge

converter is thus capable of outputting+Vdc,−Vdc, or+0V (Fang

et al., 2021c; Zhang et al., 2022). Note that there are two possible

configurations for the bypass state: one in which switches S1 and

S2 are turned on (as depicted in Figure 1C), and another in which

switches S3 and S4 are turned on.

While existing multilevel converters allow for improved voltage

ratings, current ratings are unaffected as each module still has to

carry the entire current flow. To address this, multiple CBC arms

can be connected in parallel. In addition, novel module topologies

such as the double H-bridge have been investigated with the goal of

allowing for some degree of parallel connectivity. However, these

methods result in the loss of modularity and scalability, which are

crucial benefits of multilevel converters. Thus, lattice converters

have been proposed to facilitate both serial and parallel connectivity

while preserving the benefits of modularity and scalability (Fang,

2021b).

2.2. Lattice converters and lattice power
grids

While multilevel converters allow for one-dimensional (1D)

scalability and modularity by allowing for connections between

modules in one direction. Lattice converters aim to extend these

benefits into the second and even third dimensions by allowing for

connections between modules in the two-dimensional (2D) plane

and in three-dimensional (3D) space (Fang, 2021b). In a lattice

power grid, each grid-tied power converter acts as a submodule

in a lattice structure. To better conceptualize and visualize these

connections, we utilize graph theory modeling. With this model,

the lattice power grid can be represented as a simple, undirected

lattice graph in which each edge represents a module and each node

represents an interconnection between two ormoremodules (Fang,

2021b; Mei et al., 2022; Zhang et al., 2022). Figure 2 depicts a square

power grid and its lattice graph representation.

The three regular tilings in the 2D plane are the square,

triangular, and hexagonal tilings. The square, triangular, and

hexagonal lattice power grids are based on these regular tilings.

In addition, 2D lattice power grids based on Archimedean tilings

and k-uniform tilings have also been proposed, as well as 3D

lattices based on polyhedral tilings known as honeycombs (e.g.,

cubic honeycombs and Archimedean honeycombs) (Coxeter, 1973;

Grünbaum and Shephard, 1977; Fang, 2021b). This article will

focus on the three 2D regular tilings, but all the methods and

algorithms discussed within it can be applied to any lattice

power converter structure that can be represented using a simple,

undirected graph.

2.3. Formation of square lattice graphs

A square lattice graph can be characterized by dimensions n,

the number of nodes along its height, and m, the number of nodes

along its width. Such a lattice graph is referred to as an “n×m square

lattice graph.” As shown in Figure 1B, the bottom left node is

numbered as 0, and the node number counts up from left to right.

When the end of a row is reached, the leftmost node of the row

immediately above is counted next. Under this scheme, the top
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FIGURE 1

H-Bridge converter states of operation. (A) Positive output state (+Vdc). (B) Negative output state (+Vdc). (C) Bypass state (+0V). (D) O�-state (Open

Circuit).

FIGURE 2

Square lattice power grid and its graph model. (A) Circuit schematic of a 3× 3 square lattice power grid. (B) Graph model of 3× 3 square lattice

power grid.

right node in the lattice is given node number nm − 1, the largest

node number in the lattice (Zhang et al., 2022).

We can then characterize this lattice graph using an adjacency

matrix. We can first define a nm × nm matrix Asq consisting of all

zeroes. Then, we can construct the square lattice using the following

process (Fang, 2021b):

1. Iterate through each element Asq(i, j), where i, j ∈ 1, 2, . . . , ñm.

2. If abs
(

i− j
)

= n, then set element Asq

(

i, j
)

= 1. This connects

all vertical edges of the lattice graph.

3. If abs
(

i− j
)

= 1 and abs
(

floor
(

i
n

)

− floor
(

j
n

))

6= 1, then

set Asq

(

i, j
)

= 1. This connects all horizontal edges of the

lattice graph.

The resulting matrix is henceforth referred to as the

“graph adjacency matrix,” or GAM, of the lattice graph. The

GAM characterizes where modules physically exist and how

they are interconnected. It should be distinguished from the

“path adjacency matrix,” or PAM, which characterizes the

operating states of each individual module (this is described
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FIGURE 3

(A) Type 1 and (B) Type 2 triangular lattices and their equivalent

transformations into square node arrangements.

FIGURE 4

(A) Type 1 and (B) Type 2 hexagonal lattices and their equivalent

transformations into square node arrangements.

in further detail in Section Control algorithms for single

input/output operation).

Asq =

































0 1 0 1 0 0 0 0 0

1 0 1 0 1 0 0 0 0

0 1 0 0 0 1 0 0 0

1 0 0 0 1 0 1 0 0

0 1 0 1 0 1 0 1 0

0 0 1 0 1 0 0 0 1

0 0 0 1 0 0 0 1 0

0 0 0 0 1 0 1 0 1

0 0 0 0 0 1 0 1 0

































(1)

Each edge can be identified by its two endpoints. For instance, the

edge between Node 1 and Node 2 can be identified as “Edge 1–2”

or “Module 1–2.”

FIGURE 5

Example lattice state for a 4× 4 square lattice power grid.

2.4. Formation of triangular lattice graphs

If we offset each row of nodes in a triangular lattice graph

as shown in Figure 3, the lattice can be made to lie on a square

arrangement of nodes. Thus, we can use the same numbering

scheme as in the square lattice graph. In fact, an m × n

triangular lattice graph is simply an m × n square lattice graph

with the addition of the diagonal edges in each square (Zhang

et al., 2022). Two embodiments of the triangular lattice graph

are shown. In a Type 1 triangular lattice, the diagonal edge

connects the bottom left and top right nodes in each square

(Figure 3A). In a Type 2 triangular lattice, the diagonal edge

connects the top left and bottom right nodes in each square

(Figure 3B).

We can again construct these graphs through adjacency

matrices. To define the adjacency matrix Atr1 representing a Type

1m× n triangular lattice graph:

1. Set Atr1 equal to Asq, where Asq is the square

adjacency matrix of an m × n square lattice graph

as constructed in Section Formation of square

lattice graphs.

2. Iterate through each element Atr1(i, j), where i, j ∈ 1, 2, . . . , ñm.

3. If abs
(

i− j
)

= n + 1 and abs
(

floor
(

i
n

)

− floor
(

j
n

))

6= 2,

then set Atr1

(

i, j
)

= 1. This connects all diagonal edges of

the graph.

To define adjacency matrix Atr2 representing a Type 2 m ×

n triangular lattice graph, we follow the same process with a

modification to step 3:

1. Set Atr2 equal to Asq, where Asq is the square

adjacency matrix of an m × n square lattice graph

as constructed in Section Formation of square

lattice graphs.

2. Iterate through each element Atr2(i, j), where i, j ∈ 1, 2, . . . , ñm.
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3. If abs
(

i− j
)

= n− 1 and abs
(

floor
(

i
n

)

− floor
(

j
n

))

6= 0, then

set Atr2

(

i, j
)

= 1. This connects all diagonal edges of the graph.

2.5. Formation of hexagonal lattice graphs

Like triangular lattices, hexagonal lattices can also be mapped

onto a square arrangement of nodes, as shown in Figure 4. Here,

the lattice takes on a “bricklaying” pattern, in which all vertically

adjacent pairs of nodes are connected while horizontally adjacent

pairs of nodes alternate between being connected and unconnected

both in the up-down and left-right directions (Zhang et al., 2022).

Two embodiments of hexagonal lattices are defined. In a Type

1 hexagonal lattice, Nodes 0 and 1 are connected (Figure 4A).

In a Type 2 hexagonal lattice, Nodes 0 and 1 are unconnected

(Figure 4B).

We can again construct hexagonal lattices using adjacency

matrices. Firstly, for an m × n lattice and Node i, let us

define the functions col(i, n) and row(i, n). These functions

return, respectively, the row number and column number

that Node i lies in. Row 0 is defined as the bottom row

of nodes, and column 0 is defined as the leftmost column

of nodes.

a. col (i, n) = i− floor
(

i
n

)

b. row (i, n) = floor
(

i
n

)

To construct adjacency matrix Ahex1 for an m × n hexagonal

lattice graph:

1. Set Ahex1 equal to Asq, where Asq is the square adjacency matrix

of an m × n square lattice graph as constructed in Section

Formation of square lattice graphs.

2. Iterate through each element Ahex1(i, j), where i, j ∈

1, 2, . . . , ñm.

3. If row (i, n) = row
(

j, n
)

, row (i, n)%2 = 0, and

col
(

min
(

i, j
)

, n
)

%2 = 1, then set Ahex

(

i, j
)

= 0. Here, %

represents the modulo operator.

4. If row (i, n) = row
(

j, n
)

, row (i, n)%2 = 1, and

col
(

min
(

i, j
)

, n
)

%2 = 0, then set Ahex

(

i, j
)

= 0.

3. Control algorithms for single
input/output operation

3.1. Objectives for single input/output
control algorithms

The fundamental objective of the proposed control and

optimization algorithm is to select any two nodes in the lattice

(which can serve as input/output ports for electrical loads) and

generate a desired voltage and current capacity between them. To

generate a voltage of kVdc between two nodes, a path of length l ≥ k

modules (edges) must be identified between them (Fang, 2021b;

Mei et al., 2022; Zhang et al., 2022). Then, k modules along that

path are switched to generate a voltage step of Vdc in the desired

direction, and the remaining l− kmodules in the path are switched

to the bypass mode and do not contribute any voltage increase. In

essence, this creates a serially connected cascaded-bridge converter

between the two nodes.

As mentioned previously, one drawback of cascaded-bridge

converters is that while they allow for the generation of high

voltages, they suffer from limited current ratings as each module

must bear the entire current. This necessitates the use of more

robust and expensive components such as transistors, diodes, and

DC voltage sources. Lattice power grids allow for an increase in

current ratings by generating two or more paths in parallel between

the end nodes, allowing for current sharing between the paths. This

is analogous to connecting multiple CBCs in parallel.

Figure 5 depicts an example lattice state for a 4×4 square lattice

power grid. In this lattice state, a voltage difference of +4Vdc has

been generated between Nodes 4 and 7, with three parallel paths

between them. In this figure, red edges denote modules that are

outputting voltages, and the arrows denote the direction of the

voltage increase (e.g., Node 5 is +Vdc higher than Node 4). Blue

edges indicate modules in the shorted bypass state, and thin black

edges denote modules in the OFF state, acting as open circuits.

The secondary objective of the algorithm is to switch between

lattice states in an efficient manner. For each set of parameters

(end nodes, voltage increase, and number of parallel paths), there

may be many lattice states that fulfill those parameters. The lattice

state that is selected should be the one that minimizes the number

of transistor switching actions. This allows for more efficient

operation as switching losses are minimized, and the total noise

generated from switching is reduced as well.

3.2. Achieving voltage objectives through
pathfinding

The pathfinding algorithm, named findPaths, is the first

component of the overall control and optimization algorithm, and

it seeks to identify all paths between two arbitrary nodes in a lattice

graph of length l ≥ k, where+kVdc is the desired voltage difference.

Only integer values of k need to be considered, as non-integer

multiples of +Vdc can achieved using pulse-wave modulation.

Furthermore, in order to preserve the efficiency of the algorithm

and reduce its runtime, if a path length is > k, then the first

k modules in the path are switched to an output state (+Vdc or

−Vdc depending on directionality) and the last l − k modules are

operated in the bypass state. While it would be valid to arrange the

outputting modules and bypassed modules differently, considering

every such arrangement would inject excessive complexity into the

pathfinding algorithm.

Firstly, a graph adjacency matrix for the lattice graph is

generated using the methods described in Section Fundamentals of

lattice power converters. A Graph object is then generated from

the GAM, where every node in the graph is associated with a list

or array consisting of all its adjacent nodes. In Python, this can

be implemented using the dictionary structure, where each node

number is a key and the value associated with each key is the list of

all adjacent nodes.

The findPaths algorithm is given a starting node and a

destination node, and it then utilizes depth-first search (DFS) to

traverse paths beginning at the starting node. If the destination
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FIGURE 6

Example output of path-finding algorithm for a 2× 2 square lattice. (A) Path [0, 2]. (B) Path [0, 3, 2]. (C) Path [0, 1, 3, 2].

FIGURE 7

Example of a lattice state change between an initial state (Left) and an end state (Right).

FIGURE 8

Sequential operation of a lattice power grid. (A) Initial state with pre-existing path permutation. (B) End state.

node is encountered during traversal and the length of the

path is > k, then the path is saved as a viable path.

The algorithm then backtracks along the path and attempts

to traverse a different path until all have been exhausted.

When findPaths has finished running, it will have identified

all viable paths between the start and destination nodes. DFS

of a graph is very similar to DFS of a binary search tree,

with one difference. In a graph, it is possible to revisit a node

during traversal, resulting in endless or undesired loops. Thus,

nodes that have already been visited are marked as such and

cannot be traversed again. When the algorithm backtracks upon

identifying a viable path, the backtracked nodes are marked as

unvisited and can be traversed again (Yadav, 2021; Cormen et al.,

2022).
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FIGURE 9

Example output of simultaneous operation algorithm with parallel

paths.

Figure 6 depicts an example output of the pathfinding

algorithm for a 2 × 2 type 1 triangular lattice graph. Node 0

is the starting node and Node 2 is the destination node, and a

voltage difference of +Vdc is desired. Three viable paths have been

identified by findPaths.

The output of findPaths in this case would be the following list

of lists: [(0, 2), (0, 3, 2), (0, 1, 3, 2)].

3.3. Achieving current objectives through
parallel paths

The parallel paths algorithm (called currentPaths) takes the

output of findPaths as its input, which consists of a list of every

viable path between the starting and destination nodes of sufficient

length to satisfy current requirements. If p parallel paths are desired,

then these viable paths are placed into every possible permutation

of size p. In Python, these permutations can be implemented as size-

p lists of lists. If v viable paths were outputted by findPaths and p

parallel paths are desired, then the algorithm will process a total of
v!

(v−p)!
path permutations. A path permutation is a viable solution

if it satisfies the following:

1. There are no voltage conflicts between paths. That is, if two or

more paths intersect each other at a node, then each path must

yield the same voltage at that node. Otherwise, the intersection

will result in a voltage conflict

2. No two paths can share an edge. If two paths were to share an

edge, even in the absence of a voltage conflict, then the module

represented by that edge would bear the combined current

load of both paths, negating the purpose of the parallel paths

algorithm. This results in an edge conflict.

If a voltage or edge conflict exists in a path permutation, then

that permutation is discarded by currentPaths. Otherwise, the

permutation is included in the output. The output of currentPaths

is the list or set of all viable path permutations. This set consists

of all end states that are valid solutions to the desired voltage and

current parameters.

3.4. Optimization algorithm for switching
loss reduction

The goal of the switching loss optimization algorithm (called

leastChanges) is to facilitate time-variant state changes of the

lattice power grid in amanner that reduces the number of switching

actions between lattice states. The parallel paths algorithm,

currentPaths, outputs the set of all viable end states that fulfill

the desired voltage and current parameters. From this set, the

optimization algorithm selects one optimal end state to be

implemented, where the optimality criteria is the similarity of the

end state to the initial state. A greater similarity between the initial

and end states means fewer switching actions (and thus lower

switching losses) to change states.

The design of the switching loss optimization algorithm

is as follows. For any lattice state, a path adjacency matrix

(PAM) can be assigned, which identifies the operating state

of each individual module in the lattice. This should not

be confused with the graph adjacency matrix (GAM), which

represents how modules are physically arranged and interconnects

between nodes. Because each module can take on one of four

operating states, each element of the PAM P can take on one of

four values:

1. If module a-b is in the+Vdc state, then P
(

a, b
)

= 1

2. If module a-b is in the−Vdc state, then P
(

a, b
)

= − 1

3. If module a-b is in the bypass state, then P
(

a, b
)

= 0.01

4. If module a-b is in the OFF state, then P
(

a, b
)

= 0

We can establish a convention that a module is in the +Vdc

operating state if the higher-numbered node is held at a higher

voltage than the lower-numbered node. If the lower-numbered

node is held at a higher voltage than the higher-numbered node,

then the converter is in the −Vdc state. Note that if the two bypass

states were replaced with each other, there would be no changes in

the number of switching actions to and from other states. Thus, the

two bypass states can be regarded as identical in the context of the

switching loss optimization algorithm.

A previous version of the switching loss optimization algorithm

treated all module-level state changes equally (Zhang et al., 2022).

This updated algorithm is improved by accounting for the fact that

switching between the positive output stage and the negative output

state requires a total of four transistor switching actions: S1 and S4

must be turned OFF, while S2 and S3 are turned ON. Meanwhile,

all other module state changes require just two switching actions.

Thus, the updated algorithm analyzes transistor-level state changes

rather than just module-level state changes.

The leastChanges algorithm first generates PAMs for the initial

lattice state as well as all the potential end states outputted by

currentPaths. If the lattice power grid is initially OFF, then the

initial PAM is a matrix consisting of all zeroes. The end state PAMs

are each compared with the initial state PAM and the number of
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FIGURE 10

System model of the proposed algorithm.

FIGURE 11

Example output of combined sequential-simultaneous operation algorithm after: (A) simultaneous path generation (B) path deletion and sequential

path generation.

transistor-level state changes is counted. A simple example of this

comparison is shown for a 2 × 2 square lattice in Figure 7. The

transition from Pinit (0, 1) = 1 to Pend (0, 1) = 0 contributed

two switching actions, while the transition from Pinit (1, 3) = 1

to Pend (1, 3) = −1 contributed four switching actions. As the

P
(

a, b
)

represents the same module as P
(

b, a
)

, elements below the

diagonal of the matrix can be disregarded to avoid redundancy.

Thus, a total of six switching actions were required to make

the state change shown in Figure 7. Upon comparing the initial

state PAM with every potential end state PAM, the optimization

algorithm converges upon the end state with the smallest number

of switching actions, which is deemed to be the most efficient and

is implemented.

3.5. Single input/output control and
optimization algorithm

In summary, the components of the single input/output control

and optimization algorithm are integrated and operated in the

FIGURE 12

Generated lattice state for DC analysis.

following manner. The algorithm takes in seven inputs: lattice type,

lattice height, lattice width, starting node, destination node, desired
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FIGURE 13

Measured voltage and current under DC analysis.

voltage increase, and desired current capacity. The pathfinding

algorithm findPaths generates a graph adjacency matrix using

the lattice type and dimensions, and then utilizes depth-first

search to identify all paths between the starting and ending node

of a sufficient length to support the desired voltage increase.

These viable paths are inputted into the parallel paths algorithm

currentPaths, which generates path permutations with enough

parallel branches to support the desired current capacity. The

switching loss optimization algorithm leastChanges then compares

each of these path permutations with the initial lattice state to

determine which one requires the smallest number of switching

actions and is thus the most efficient. New voltage and current

parameters can be input continuously on a loop and these steps

can be repeated indefinitely to allow for the continuous single

input/output operation of the lattice power grid.

4. Control algorithms for multiple
input/output operation

4.1. Objectives for multiple input/output
control algorithms

The algorithms discussed in Section Control algorithms

for single input/output operation involved single input/output

operation of the lattice power grid; there was one starting node

and one destination node. To allow for increased flexibility

and versatility, this section introduces the multiple input/output

operation of lattice power grids. A pair of end nodes and the parallel

paths between them are referred to as a “path permutation” as

described in Section Achieving current objectives through parallel

paths. A path permutation satisfies a single set of parameters,

consisting of end node locations, voltage difference, and current

capacity. Multiple input/output operation seeks to implement

more than one path permutations on the same lattice graph,

with multiple pairs of end nodes. These path permutations satisfy

separate voltage and current requirements and can thus be used to

drive two or more loads independently of each other.

FIGURE 14

Lattice state used to generate stimulate TMS pulses.

We propose and implement three modes of multiple

input/output operation. Firstly, sequential operation allows for

the addition or removal of single path permutations one by one

to the lattice graph. In contrast, simultaneous operation allows

for multiple path permutations to be added onto the lattice at

the same time. Finally, the two can be integrated into combined

sequential-simultaneous operation, in which sets of simultaneous

path permutations can be added or removed from the lattice in a

sequential manner.

4.2. Sequential operation algorithm

Sequential operation involves placing a new path permutation

on some initial lattice state in which path permutations may already

exist on the lattice graph. Figure 8 depicts an example of sequential

operation, in which a new path permutation with starting Node 3
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and destination Node 5 is placed onto a 3 × 3 square lattice graph

with a preexisting path permutation.

During multiple input/output operation, the connected loads

should be driven independently from one another, so separate path

permutations should not share any nodes or edges with each other.

Thus, the sequential operation algorithm, named mioSequential,

works by first disconnecting any nodes in the initial lattice state

that are traversed an existing path, and then applying the single

input/output algorithms on the remaining lattice to generate the

new path permutation.

To accomplish this, mioSequential first identifies all nodes

traversed by a path in the initial lattice state. For the state shown in

Figure 8A, this includes Node 0, Node 1, and Node 2. Then, a copy

is made of the graph adjacency matrix of the lattice, and the rows

and columns associated with the traversed nodes are set to zero.

This effectively removes these nodes from the lattice along with any

edges that are adjacent to it. For example, the GAM representing

Figure 8A, Ainit , (i.e., the GAM of a 3 × 3 square lattice graph) is

given by the following:

Ainit =

































0 1 0 1 0 0 0 0 0

1 0 1 0 1 0 0 0 0

0 1 0 0 0 1 0 0 0

1 0 0 0 1 0 1 0 0

0 1 0 1 0 1 0 1 0

0 0 1 0 1 0 0 0 1

0 0 0 1 0 0 0 1 0

0 0 0 0 1 0 1 0 1

0 0 0 0 0 1 0 1 0

































(2)

The GAM used to generate Figure 8B, Gseq, is derived by setting

rows 0, 1, and 2 as well as columns 0, 1, and 2 to zero.

Aseq =

































0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 1 0 0

0 0 0 1 0 1 0 1 0

0 0 0 0 1 0 0 0 1

0 0 0 1 0 0 0 1 0

0 0 0 0 1 0 1 0 1

0 0 0 0 0 1 0 1 0

































(3)

The modified GAM can then be used by the single input/output

algorithms findPaths, currentPaths, and leastChanges to

determine a new path permutation on the remaining parts of

the lattice, in the same way as described in Section Control

algorithms for single input/output operation. Once the new path

permutation is determined, it is added to the original lattice

state so that all nodes, edges, and paths are included. The initial

state is then updated for the next execution of the sequential

operation algorithm.

The mioSequential algorithm also allows for the sequential

deletion of paths as well. If the user opts for deletion and inputs

a node number, then mioSequential will remove any path that

traverses the inputted node from the initial state. This is done by

switching all modules along the deleted path to the OFF state.

The path adjacency matrix associated with the lattice state is

modified accordingly.

4.3. Simultaneous operation algorithm

Simultaneous operation involves simultaneously placing

multiple path permutations with independent parameters.

To introduce the concept, let us first consider the case in

which each path permutation only consists of one single

path; in other words, the requirement of parallel paths is

dropped for now. The simultaneous placement of multiple

independent paths is similar in principle to the placement

of parallel paths. The goal of the parallel paths algorithm

currentPaths was to place multiple paths that started and

ended on the same two nodes, whereas now we wish to place

multiple paths that start and end on different pairs of nodes.

Thus, we replace the permutations of currentPaths with

Cartesian products.

The Cartesian product of two sets A and B is the set of all

ordered pairs (a, b) where a ∈ A and b ∈ B (Weisstein, 2022).

This concept can be generalized to the n-ary Cartesian product

of n sets X1, X2, . . . , Xn, which is defined as the set of all

tuples (x1, x2, . . . , xn), where x1 ∈ X1, x2 ∈ X2, . . . , xn
∈ Xn.

For this application, X1, X2, . . . , Xn are the sets of all viable

paths that fulfill the parameter sets p1,p2, . . . ,pn, respectively. Each

parameter set contains the starting node location, destination node

location, and minimum path length (recall that parallel paths are

disregarded for now). The path sets X1, X2, . . . , Xn are found by

running each of p1,p2, . . . ,pn through the pathfinding algorithm

findPaths as described in Section Achieving voltage objectives

through pathfinding. So, in order to fulfill all n sets of parameters,

one pathmust be taken from each path set and implemented.When

one path is taken from each set and combined into a tuple, the result

is an element of the Cartesian product X1× X2× . . .× Xn. In fact,

X1× X2×. . .× Xn is the set of all tuples that can be created in such a

manner. The number of elements in the Cartesian product is given

by n (X1) × n(X2)× . . . × n(Xn), where n (Xi) returns the number

of elements in Xi (i.e., its cardinality). However, in our application,

the order of the paths in the tuples is not relevant, so this number

is reduced by a factor of n!. In other words, tuples that contain the

same paths but in a different order are not considered unique.

The simultaneous operation algorithm, named

mioSimultaneous, then analyzes all unique path tuples in

the Cartesian product X1 × X2 × . . . × Xn and checks for any

path intersections (i.e., common nodes). If any intersections exist

in a path tuple, then it is considered invalid and is thrown out. If

no intersections exist, then the path tuple is a valid solution to the

parameter set p1,p2, . . . ,pn.

We can consider a simple example for a 2 × 2 square lattice.

Suppose that we wish to find a path from Node 0 to Node 1 and

another path from Node 2 to Node 3 with voltage differences of

+VDC for both. Let X1 and X2 be the tuples of all paths that satisfy

the first parameter set and second parameter set, respectively. We

have X1 = ([0, 1] , [0, 2, 3, 1]) and X2 = ([2, 3] , [ 2, 0, 1, 3]).

The Cartesian product of the two sets is the following:
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FIGURE 15

(A) Simulated voltage and current waveforms for monophasic paired-pulse train. (B) Simulated voltage and current waveforms for biphasic

paired-pulse train.

X1 × X2 = {([0, 1] , [2, 3]) , ([0, 1] , [2, 0, 1, 3]) ,

([0, 2, 3, 1] , [2, 3]) , ([0, 2, 3, 1] , [2, 0, 1, 3])}

Of the path tuples in this Cartesian product, only the first,

([0, 1] , [2, 3]) contains no path intersections and is thus a

valid state.

Now, we reintroduce the requirement of parallel paths.

To allow for p parallel paths that each satisfy the parameter

set pi, we simply duplicate the path set Xi by p times.

Then, the algorithm determines the Cartesian product of

X1, X2, . . . , Xi1,Xi2, . . . ,Xip, . . . ,Xn
, where Xi = Xi1 = Xi2 =

. . . = Xip. As a result, each path tuple in the Cartesian product

will contain p paths that satisfy the parameter set pi. To allow for

paralleling, paths that intersect only at the starting and destination

nodes are no longer to be conflicting. Figure 9 depicts an output of

mioSimultaneous that involves parallel paths.

There may be more than one path tuple that fulfill all the

requested parameter sets. Again, the switching loss optimization

algorithm leastChanges is used to select the one that requires the

smallest number of transistor switching actions. This process is

identical to the one discussed in Section Optimization algorithm

for switching loss reduction: a path adjacency matrix is generated

for each viable path tuple, and each is compared to the PAM

of the initial lattice state to determine the number of transistor

switching actions.

4.4. Combined sequential-simultaneous
operation algorithm

The final version of the proposed algorithm, mioCombined,

combines both sequential and simultaneous operation. Whereas,

under sequential operation only one path permutation could

be added to the lattice on each loop (i.e., one set of parallel

paths), the combined operation algorithm allows the simultaneous

addition of multiple independent path permutations on each

loop. As in sequential operation, each loop of the combined

operation algorithm removes traversed nodes from the lattice by

setting their associated rows and columns in the GAM to zero.

Then, the simultaneous operation algorithm, mioSimultaneous,

is run on the remaining portion of the lattice to generate

new paths. The removed nodes, along with the initially existing

paths, are then re-added to the lattice to construct the complete

lattice state. This process can be repeated indefinitely using a

while loop.
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A flowchart depicting the structure of the complete control

and optimization algorithm for combined sequential-simultaneous

operation is included in Figure 10.

On each loop, the user is presented with three options: add

paths, find new lattice state, or delete paths. The first option allows

for new paths to be added while preserving already-existing paths

in the lattice state. The second option removes all existing paths and

turns all modules OFF, allowing for new paths to be generated on

a clean slate. Finally, the third option allows for the user to enter a

node number, and any path that traverses that node is removed.

Let us perform this algorithm on a 3 × 3 Type 1 triangular

lattice grid (Figure 11). On the first loop, the “add paths” and

“find new lattice state” options are functionally the same as all

modules are initially OFF. Firstly, we simultaneously add two path

parameters: one starting at Node 0 and ending at Node 4 with a

voltage difference of +Vdc and three parallel paths, and another

starting at Node 2 and ending at Node 8 with a voltage difference of

+2Vdc and one parallel path.

The lattice state is then plotted and shown in Figure 11A.

Fourteen transistor-level switching actions were required to reach

this lattice state.

The algorithm repeats in a loop, and the user is again presented

the option to add paths, find a new lattice state, or delete paths.

Let us delete the path that traverses Node 3. Lastly, let us add a

new path permutation with a voltage difference of +Vdc and two

parallel paths between Nodes 3 and 7 to the lattice state while

preserving the existing paths. The updated lattice state is plotted

in Figure 11B.

5. Performance

5.1. Simulations

Simulations of the lattice power grid in multiple input/output

operation were performed in the MATLAB/Simulink environment.

A 3× 4 triangular lattice power grid was built in Simulink, utilizing

“Full-Bridge Converter” blocks to model the 23 H-bridge modules

(MathWorks., 2021). The path adjacency matrix outputted by the

control and optimization algorithm was used to generate the 23

gating signals for the modules. Each module contains a 1 kV DC

voltage source.

The proposed algorithms were used to generate the lattice state

shown in Figure 12. It consists of one path permutation between

Nodes 0 and 10 with voltage difference +2Vdc and two parallel

paths, and another between Nodes 2 and 11 with voltage difference

+3Vdc and one parallel path. This lattice state was then realized on

the Simulink model. An RL load with a resistance of 500Ω and

an inductance of 11 µH was connected between Nodes 0 and 10,

and an identical load was connected between Nodes 2 and 11. The

currents and voltages across these loads were measured over time

and plotted in Figure 13.

Across Nodes 0 and 10, the voltage difference approaches 2

kV and the current approaches 4A, which is expected given the

inputted parameters and Ohm’s Law. Between Nodes 1 and 11, the

voltage difference approaches 2.71 kV and the current approaches

5.42A. These values are lower than expected. The reason is the

large voltage differences between nodes the two path permutations,

especially between Nodes 10 and 11. Even though converter 10–

11 is switched OFF, the large voltage across it causes leakage that

pulls down the voltage at Node 11. This is confirmed by the fact that

when the modules between the two path permutations are removed

and replaced with open circuits, the voltage between Nodes 10 and

11 rises to 3 kV as expected. Thus, the off-state voltage ratings and

leakages across nodes are issues that ought to be accounted for in

the design and operation of physical lattice power grids.

5.2. Using multiple input/output operation
to drive loads repeatedly

One of the most significant benefits of the lattice converters is

its flexibility and versatility. While two resistive loads were driven

simultaneously by the lattice converter in the previous simulation,

the multiple input/output nodes in a lattice state can also be

used to repeatedly drive a single load. One potential application

of this is as a stimulator for a transcranial magnetic stimulation

(TMS) device, in which very large currents are driven through

an inductor coil to generate a magnetic field strong enough to

stimulate neurons (Peterchev and Murphy, 2013; Chail et al., 2018;

Zeng et al., 2022). It is often desirable to generate pulse trains

(paired-pulse, triple-pulse, quadripulse, etc.) with short intervals

of less than a millisecond, which can be difficult for existing TMS

stimulator topologies utilizing traditional two-level converters or

even multilevel converters (Goetz et al., 2012; Li et al., 2022; Zeng

et al., 2022). A TMS stimulator based on a lattice converter would

allow for the convenient and flexible generation of pulse trains.

TMS topologies based on one-dimensional multilevel

converters have been previously developed (Zeng et al., 2022),

greatly improving the controllability of pulse shape, width, and

amplitude while allowing for briefer, faster, and higher-frequency

pulse generation (in comparison to conventional single-module

TMS topologies). A TMS topology based on a lattice converter

with parallel connectivity has the potential to further improve

speed and controllability and introduces the possibility of current

sharing across modules. This reduces the current burden on each

module and allows for simpler and more affordable components

to be used, including storage capacitors, snubber capacitors and

resistors, relays, and discharge boards.

We will model this using the same 3 × 4 triangular lattice grid

as in Section Simulations. The TMS inductor coil is modeled by

an inductor component of inductance 11.7 µH. We can generate

a paired pulse by using two path permutations of the same voltage

and connecting the inductor coil to both sets of input and output

nodes. The lattice state shown in Figure 14 was generated by

the control and optimization algorithm. Both path permutations

feature two parallel paths to allow for increased current capacity.

One end of the inductor coil is connected to both Nodes 1 and 4,

while the other end is connected to Nodes 7 and 10.

The voltage generated across the inductor coil controls the

derivative of the current through it. A positive coil voltage will

cause current to increase at a constant rate, and a negative voltage

will cause current to decrease. Thus, a monophasic pulse can

be generated by first switching one path permutation on for a

period of time and then reversing the voltage for the same period.

The second pulse is generated by doing the same to the second
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path permutation. Pulse trains consisting of more pulses (e.g.,

triple-pulse or quadri-pulse) could be generated by increasing the

number of path permutations in the lattice state and connecting

the input/output nodes to the inductor coil. A monophasic paired

pulse with a 600 µs interval is shown in Figure 15A.

A biphasic pulse can be generated by first generating a positive

coil voltage for some time period tp, reversing the voltage for

time 2tp, then switching back to a positive voltage for another

period tp. A biphasic paired pulse with a 600 µs interval is shown

in Figure 15B.

In addition to monophasic and biphasic pulses generated using

rectangular voltage pulses, a wide variety of pulse shapes can be

generated using the improved controllability of modular voltage

stimulators. Sinusoidal monophasic and biphasic pulses can be

generated with cosinusoidal voltage pulses, and polyphasic pulses

can be generated with a Gaussian envelope (Li et al., 2022; Zeng

et al., 2022). As lattice converters inherit the pulse controllability

of one-dimensional multilevel converters, the generation of more

unique and complex TMS pulse types is a promising direction for

future exploration of TMS topologies based on lattice converters.

5.3. Comparisons to previous techniques

This work is the first implementation and demonstration of

a control algorithm for the lattice grid topology which allows

for multiple input/output operation. Control and optimization

methodologies previously proposed by Zhang et al. (2022) and

Mei et al. (2022) allow for only single input/output operation;

those results only allow for the lattice grid to interface with one

load or grid-connected device at a time. The same is true for the

experimental results in Fang et al. (2023), which demonstrates

the use of a lattice converter as an inverter, but only for one

load. A technique for basic multiple input/output operation was

described theoretically in Fang (2021b), but it did not account

for paralleled paths or simultaneous operation. The algorithms

proposed in this paper allow for the greatest access to the benefits of

multiple input/output operation, introducing three possible modes

of operation and maintaining the benefits of parallel connectivity.

Thus, the proposed algorithms provide the greatest degree of

versatility in both grid-connected interactions and standalone

operation, and the results of Simulations and Using multiple

input/output operation to drive loads repeatedly represent the first

simulated demonstrations of multiple input/output operation in a

lattice grid.

6. Conclusion

This article proposes new control and optimization algorithms

for the operation of lattice power grids. Lattice power grids

combine the benefits of serial and parallel connectivity, allowing for

both high-voltage and high-current applications while maintaining

the benefits of modularity and scalability. The concept of multiple

input/output operation is proposed and implemented, allowing for

increased flexibility and versatility in the applications of lattice

power grids. These algorithms allow for voltage and current

objectives to be achieved across input and output nodes in

the converter, and multiple loads can be driven independently

using multiple input/output node pairs. Finally, simulation results

validate the proposed algorithms while raising the importance of

accounting for voltage ratings and leakages in the design of physical

lattice power grids. The generation of current pulses in transcranial

magnetic stimulation is proposed as a potential application of

lattice power converters.
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