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Human activities are causing global change around the world including habitat
destruction, invasive species in non-native ecosystems, overexploitation,
pollution, and global climate change. While traditional monitoring has long
been used to quantify and aid mitigation of global change, in-situ autonomous
sensors are being increasingly used for environmental monitoring. Sensors and
sensor platforms that can be deployed in developed and remote areas and allow
high-frequency data collection, which is critical for parameters that exhibit
important short-term dynamics on the scale of days, hours, or minutes. In this
article, we discuss the benefits of in-situ autonomous sensors in aquatic
ecosystems as well as the many challenges that we have experienced over
many years of working with these technologies. These challenges include
decisions on sensor locations, sensor types, analytical specification, sensor
calibration, sensor drift, the role of environmental conditions, sensor fouling,
service intervals, cost of ownership, and data QA/QC. These challenges result in
important tradeoffs when making decisions regarding which sensors to deploy,
particularly when a network of sensors is desired to cover a large area. We also
review recent advances in designing and building chemical-sensor platforms that
are allowing researchers to develop the next-generation of autonomous sensors
and the power of integrating multiple sensors into a network that provides
increased insight into the dynamics of water quality over space and time. In
the coming years, there will be an exponential growth in data related to aquatic
sensing, which will be an essential part of global efforts to monitor and mitigate
global change and its adverse impacts on society.
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1 Introduction

The exponential growth of the human population has brought with it a considerable
number of human impacts that are causing environmental changes on a global scale (Abbass
et al., 2022; Dirzo et al., 2022). Collectively known as “global change,” these impacts can be
broadly categorized under five categories: habitat destruction, invasive species non-native
ecosystems, overexploitation, pollution, and global climate change (Figure 1) (Friedland and
Relyea, 2018). Habitat destruction (including habitat loss, degradation, and fragmentation) is
by far the biggest current threat to biodiversity since it removes suitable habitat for many
species (Lind et al., 2022). The introduction of invasive species to regions where they have
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not existed for centuries or millennia—either due to intentional or
accidental introductions—can also cause the decline or extinction of
species, often because the native species have no evolutionary history
and therefore no defenses against introduced predators, herbivores,
or pathogens. Overexploitation can occur in several ways, including
unsustainable fishing or hunting as well as the pet and plant trade
when species are taken from nature (Brotherton et al., 2020).

Pollutants include excess nutrients that are applied on the land
and transported to the water, as well as thousands of human-made
chemicals that are released into the environment (e.g., pesticides,
petroleum products, microplastics) (Habibullah et al., 2022). Finally,
in relation to aquatic ecosystems, global climate change has multiple
negative consequences, such as warming of water bodies, altered
precipitation patterns, increased storm intensities, increased

FIGURE 1
An overview of the concepts of global change and global climate change. Based on Friedland and Relyea (2023).

FIGURE 2
(A) Autonomous phosphate analyser incorporating a microfluidic reagent-based yellow method; (B) Deployment location at the River Liffey
(Palmerstown, Dublin) during a cold snap inwhich temperatures dropped to −5.5°C; (C)Data (636measurements, grey squares) generated by the analyser
over a period of 28 days (21 February 2018–20 March 2018). The data can be divided into three phases, (1) Phosphate levels gradually declining from ca.
15 μM to ca. 5 μM, water level fluctuations (blue line) due to upstream dam at Leixlip (2) Analyser not generating data points due to sampling tube
freezing (1 March–4 March); (3) Rapid rise in water level from 4 March due to snow melt is clearly correlated with a synonymous increase in phosphate
concentration [adapted with permission from Donohoe et al. (2019)].
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flooding, increased drought, melting ice sheets, and higher sea levels,
all of which impact aquatic life.

Collectively, these five broad types of global change are
impacting physical, chemical, and biological processes in our
world, and they often work in complex combinations. As a
result, it can be difficult to understand the many ways in which
global changes are affecting the planet at local, regional, and global
scales. Given the immense scale and complexity of global change,
there is an inherent challenge of quantifying the dynamics of
chemical, physical, and biological conditions across the planet, so
that we can understand current impacts of human activities and
accurately predict future consequences. A rapidly growing approach
to this problem is to deploy autonomous sensor networks. In this
prospective article, our goal is to share our collective experiences
with autonomous aquatic sensors in aquatic ecosystems by
highlighting the importance of their role as spatial and temporal
information providers and highlighting the many challenges that
may not be immediately obvious to researchers who are considering
sensors as part of their environmental monitoring programs.

2 Why are autonomous in-situ sensors
important?

In the broadest sense, sensors allow us to measure physical,
chemical, and biological parameters of the environment to better
monitor, understand, and mitigate global change. Deployable in-situ
sensors gather data in real-time, offering a tremendous number of
advantages over traditional monitoring in which we manually collect
water samples every few weeks from a limited number of locations
(Figure 2) (Donohoe et al., 2021; Arndt et al., 2022). For example,
having sensors inmultiple locations allows improved spatial coverage to
detect localized changes in the environment that might be missed when
monitoring a single location. In-situ sensors can also allow much more
frequent sampling, which can be critically important when the
parameters of interest exhibit dramatic fluctuations on the scale of
days, hours, or even minutes. For instance, rain and snowmelt events
cause large pulses in streams and rivers, causing rapid changes in flow,
turbidity, pollutants, and nutrients; such fluctuations can be over in a
matter of hours, even though their impacts on the ecosystem can be
long lasting (McCaul et al., 2016). In lakes, Langmuir circulation,
pollution inputs, and harmful algal blooms can vary on scales of
hours or minutes. Traditional monitoring will fail to detect these
critically important dynamics that impact water quality and biota.
While we may commonly think of the deployments of individual
sensors, we can also deploy multiple sensors on a single large sensor
platform (more efficiently sharing power and data communication),
and further integrate multiple sensor platforms into a large sensor
network using Internet-of-Things technologies (Aguzzi et al., 2019).

In-situ sensing can also provide direct data inputs for predictive
models and make data available to a wide variety of audiences.
Predictive computer models are designed to understand and predict
the dynamics of weather, water runoff, ocean and lake circulation
patterns, and food webs (Borrelli et al., 2023). Having real-time data
from sensors allows these models to rapidly calibrate to current
conditions and then predict how the environment will change in the
days, weeks, and months to follow, which can allow ecosystem
managers to be rapidly informed and able to take mitigating actions.

Real-time data can also be transmitted to data portals on web sites
that the public can view, thereby increasing community interest and
engagement by residents, researchers, government regulatory
agencies, and non-governmental organizations who are interested
in monitoring and mitigating global change (Hintz et al., 2020;
Sendra et al., 2023). For example, in the Great Lakes of North
America, there is an observation system of sensors that provides a
wide range of weather and water quality data which is available
online (https://glos.org/data/).

In addition, in-situ sensors, spectroscopic remote sensing using
satellites, airplanes, boats and drones enable parameters such as
temperature, color, turbidity, algal biomass, algal productivity, and
the dynamics of harmful algal blooms to be tracked from local to
global scales (Cook et al., 2023). Satellite remote sensing in particular
has provided striking and irrefutable evidence of the impact of global
change in sea-surface temperature and polar ice-loss over time (e.g.;
see https://climate.nasa.gov/). Coupling data from remote
spectroscopic and imaging sources with widely deployed in-situ
sensors adds a powerful new capability, broadening the range of
accessible parameters while also enabling mutual ground-truthing of
data (Fekete et al., 2015; McCaul et al., 2016; Schierenbeck and
Smith, 2017; Liu et al., 2022).

3 Challenges in utilising aquatic sensors
for monitoring global change

As we have just seen, sensors, sensor platforms, and sensor
networks have the potential to provide tremendous amounts of
spatiotemporal data. While the value offered by these sensors is
substantial, so are the challenges associated with their use. Below, we
identify eight major challenges that must be considered when
deploying in-situ sensing platforms.

• Sensor location: the location of sensors can affect the value of
their data. For example, placing a sensor in a river upstream of
a pollution source is of little value unless combined with other
sensors placed downstream of the source. Thus, it is important
to have a clear sense of the research question of interest and
how the measured parameters likely vary over space. This
includes background knowledge of the expected levels of the
analyte being measured at the location this will determine the
sensor type, sensor analytical specification and calibration for
the deployment site. In addition, less robust sensors require
more frequent servicing and should therefore be placed at
more accessible locations.

• Sensor type and analytical specification: different types of
sensors can vary widely in robustness and analytical
performance depending on the analyte being measured, the
sample matrix and the expected concentration range. For
instance, detecting pollutants at nM or pM concentrations
will usually require much more complex instrumentation than
mM or μM concentrations. Similarly, detecting an analyte in a
relatively clean matrix is simpler than in the presence of
multiple interferents in an extremely aggressive matrix.
Therefore, the sensor configuration adopted depends on the
analyte of interest, its concentration, the sample matrix and
the location (ease of access, potential for storm damage etc.).
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• Sensor calibration: calibration should be performed at regular
intervals with calibration standards traceable to standard
methods and/or national and international standards.
Effective calibration begins by using the guidelines provided
by the manufacturer, but in our experience, it is important to
explore variations in calibration conditions, including the
volume of water used to calibrate the sensors, the number
of calibration points used (e.g., two versus three), and the
range of parameter values that typically occur in the
environment when the sensors are being deployed. By
reducing the range of values to the relevant range, one can
achieve improved calibration for the given water body.
However, integrating calibration results in a more complex
instrument, as fluidic handling technology (pumps, valves,
interconnecting tubing, control electronics) must also be
incorporated. Furthermore, for chemical sensors that are
deployed with calibration reagents (e.g., nutrient sensors),
the reagents must be stable for the duration of the service
interval.

• Sensor drift: calibrated sensors can drift over time, which
affects their accuracy. The amount of signal drift depends on
the sensor type and deployment environment, and can be
caused by changes in temperature, pH, pressure, fouling or
other environmental factors, as well as degradation of sensing
membranes and calibrants. Drift is much more problematic in
chemical-sensing platforms and calibration is essential prior
and during to the field deployment to ensure that sensor is
functioning correctly, and the sensor readings are accurate and
precise.

• Environmental conditions: environmental conditions such as
rainfall, humidity, wind, water level, temperature, pressure,
and salinity can affect the sensor performance. It is therefore
good practice to interpret data from the deployed sensors in
parallel with these parameters, so that impacts from changing
environmental conditions can be identified.

• Sensor fouling: sensors can become fouled during
deployments by organic or inorganic matter. The type and
rate of fouling is determined by the sensors location and the
material used in the sensor fabrication that is directly exposed
to the sample medium. Fouling can result in blockage of
sampling ports (for platforms that pull a sample into the
device to perform the measurement) or contamination of the
responsive sensor surface (if this is directly immersed in the
sample medium), leading to total device failure or
inaccurate data.

• Service Interval: longer service intervals1 are essential for
large-scale deployments and for in-situ monitoring at
remote or difficult to access locations. This has proven to
be a key challenge for detecting aquatic chemical or biological
analytes [unless by surrogate indicators, like colour to detect

Harmful Algal Blooms (HAB)s] as the methods involved are
more complex, often involving reagent-based chemistries.

• Cost of ownership: sensors for monitoring chemical and
biological analytes have a very high unit purchase cost, and
high maintenance costs due to short service intervals (i.e., days
to a few weeks). As further detailed below, there is also a large
effort required for reviewing the reliability of the data.

As we consider these challenges, Figure 3 weighs cost, difficulty,
and scalability of in-situ autonomous sensing deployments in
relation to sensor type and the environment in which the sensors
will be deployed. For example, physical transducers are the most
reliable, rugged, and low-cost sensors and air/gas sensing occurs in
the least aggressive environment. Therefore, it is not surprising that
there are numerous examples of large-scale deployments of physical
transducers to monitor air quality, while there are no examples of
similar biosensor deployments in the remote oceans. Chemical
sensors lie between transducers and biosensors in terms of cost,
complexity and ruggedness, and there is increasing evidence of their
use in air-quality and freshwater monitoring, albeit at a lower-scale
compared to transducers.

The impact of implementing relatively reliable and mature
chemical sensors compared to transducer-based sensors is
strikingly illustrated in the data generated by the ARGO project
(Figure 4), which uses global-scale sensor deployments to monitor
changes in the ocean environment (see https://argo.ucsd.edu/). The
Argo sensors are deployed on ‘floats’ that are robust platforms
designed to support the sensor function over the deployment
lifetime (see https://argo.ucsd.edu/how-do-floats-work/
technological-innovations/ for more information). The basic
floats track location, depth, temperature, and conductivity, and
use satellite communication to transfer data and receive new
mission instructions. The biogeochemical floats are fitted with
more complex sensors for measuring oxygen, nitrate, chlorophyll
a, suspended particles and downwelling irradiance (Bittig et al.,
2019). Of the 3,858 total floats (May 2023) only 14% are
biogeochemical floats (533 floats) and only 1% (38 floats) are
equipped with the complete range of biogeochemical sensors
(Sekhar et al., 2010).

Clearly there are significant challenges involved in upscaling
even the most simple, reliable, and robust sensors for chemical and
biological parameters in the ocean environment. An appreciation of
the complexity associated converting the raw data from these
‘biogeochemical’ parameters can be gained from ARGO data
processing publications, which emphasise in their preambles the
need to compensate for local temperature, salinity and pressure
fluctuations (Schmechtig and Thierry, 2016; Thierry et al., 2022).
Moreover, none of these float deployments involve more complex
sensors incorporating microfluidic methods to allow wet chemistry
operations to be performed on the sample prior to measurement.
Issues like in-situ calibration, complexity, ruggedness, stability, and
cost remain significant barriers that must be addressed before an
expansion in the range of biochemical parameters amenable to
ocean deployment can be expected. Consequently, solutions to
these issues are currently being addressed through less
challenging freshwater/estuarine/wastewater deployments.
Approaches that lead to advances in freshwater/estuarine/
wastewater monitoring capabilities may be adopted for use in

1 After extensive consultation with instrument manufacturers, Government
agencies, relevant research centres, academics and end users, a service
interval of 3 months was set as a key target specification for nutrient
analysers listed in the Nutrient Challenge, organised by the US Alliance for
Coastal Technologies (ACT), see https://www.act-us.info/nutrients-
challenge/.
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marine deployments, which are more challenging in terms of the
expected analyte concentration ranges, hostility of the environment,
high saline matrix, and accessibility. For example, more rugged
microfluidics based on monolithic units can be validated in
freshwater deployments prior to adoption in more challenging
marine deployments. The same applies to testing stability of
reagents for in-situ calibration and validation of analytical
methods, power and communications management, and
ruggedisation of device design and enclosure, in accordance with
the axiom “if the approach does not work in freshwater
deployments, it definitely will not work in the marine
environment” (Ribotti et al., 2015).

In addition, in-situ deployments of sensors, sensor platforms,
and sensor networks incur substantial additional costs related to
maintenance. Automated sensors can collect large amounts of
data, thereby reducing the need for researchers to collect these
data in traditional ways, the reduced staff used for field sampling
is offset by the additional staff needed to maintain the sensors.
The skills needed to maintain sensor networks may also require
hiring a different suite of staff to visit the sensor platforms on a
regular schedule. Maintenance also requires replacing individual
probes that attach to sensor systems, so there is often a
substantial budget needed for regular probe replacement
(Ribotti et al., 2015).

While some sensor platforms come with a few algorithms for
sampling at different times or depths, we have found that having
staff who can write custom algorithms for adaptive sampling can be
a real asset to a research program. For example, temperate lakes in
the summer experience temperature stratification, with a layer of
warm, less dense water (the epilimnion) sitting on top of a layer of
cold, more dense water (the hypolimnion). In between these layers is
the thermocline, which is a relatively thin layer of water that
experiences a rapid change in temperature in just a few meters of
depth (Lofton et al., 2022). A great deal of lake chemistry and biology

changes above, below, and within the thermocline (Lind et al., 2022)
By using a vertical profiler that uses a computer-controlled winch to
lower a suite of sensors from the lake surface to near the lake bottom,
the depth of the thermocline can be determined (Li et al., 2022). On
the subsequent lowering of the sensors, adaptive sampling
algorithms can be used to increase the frequency of sampling
while moving through the thermocline and decreased through
the epilimnion and hypolimnion, enabling the sensors to
optimally sample at the depths where the most interesting
dynamics are occurring (Moriarty et al., 2021).

While automated sensors can collect orders of magnitude more
environmental data, which is an enormous benefit, there is also the
enormous challenge of storing and handling the data, which may be
beyond the experience of many researchers. This requires access to
an appropriate cyberinfrastructure to communicate the data to a
central server with the storage capacity, which could occupy
terabytes of storage space (Schmidt and Kerkez, 2023; Yousif et al.,
2022; Won et al., 2023). As the data arrive in large quantities, most
research groups may find it overwhelming to check the quality of
the massive inputs of data generated without appropriate IT-
literate staff. Thus, it helps to have personnel dedicated to
quality assurance/quality control (QA/QC) efforts, including
writing algorithms to automate the identification of data
outliers and discontinuous data that can occur when an older
probe with a drifting calibration is replaced with a new probe and
there is a stepwise change in the recorded data.

An effective QA/QC effort can pay additional dividends. For
longer-term (i.e.; multiannual) deployments, in addition to more
regular routine checks, it is good practice to review data on a
quarterly basis and to produce annual summaries of the collected
data. In doing so, a research team can better assess how often
different sensor probes need to be recalibrated or replaced. They
can also predict the expected number of data points and identify
if data is becoming lost in the data transmission steps, from the

FIGURE 3
Sensor complexity and deployment environment hierarchies associated with long-term in-situ autonomous sensing.
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probe to the sensor platform to the central server. Identifying
where these data losses occur can produce much more efficient
data collection. Given that researchers commonly want to archive
different versions of sensor data, it is often advisable for the QA/
QC team to archive datasets in multiple forms: 1) raw data, 2)
flagged data, 3) and corrected data. Depending on the
requirements of funding agencies, the QA/QC team can also

be given the responsibility of publicly archiving the data in its
various forms. With the personnel required for sensor
purchasing, deployment, maintenance, and data QA/QC, it
can be easy to overlook the fact that a research team also
needs personnel to analyze and interpret the massive amount
of data that is being produced. This is a multi-investigator effort
that can be aided by data visualization efforts. It is also aided by

FIGURE 4
Comparison of Argo ‘Core’ Transducer-based Float deployments (A) and Biogeochemical Float deployments (B); data from https://
biogeochemical-argo.org/float-map-network-status-maps.php. Deep: floats that can reach to 6,000 m depth (normal is 2,000 m); TSO: Temperature,
Salinity and Oxygen; Core: Temperature, Salinity, Pressure; see https://argo.ucsd.edu/organization/ for more information.
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targeted research questions, to ensure a sensor network is not
built to collect large amounts of environmental data without the
guidance of appropriate hypotheses.

Finally, an important consideration when deploying sensors,
sensor platforms, or sensor networks is the potential for their
damage and destruction. We have witnessed all forms of damage
over the years, including flash floods, ice flows, vandalism, and
boaters running over large, well-lit sensor platforms that are
anchored in lakes. One must plan for these eventualities and be
sure to obtain insurance to cover the full cost of replacement. Given
the high cost of sensors, you will be glad you did!

4 Reducing the cost of aquatic
chemical-sensor platforms

The high cost of in-situ chemical sensing remains a major
barrier to creating scalable sensor deployments. This is true even
for chemical analytes such as nutrients (e.g., nitrogen, phosphorus)
for which methods are well known. Progress towards low-cost
platforms (below €5,000) (Schierenbeck and Smith, 2017; McCaul
et al., 2021; Droujko and Molnar, 2022; Li et al., 2022) has not been
as rapid as might have been expected, despite considerable efforts
over several decades to deliver autonomous sensors to monitor
nitrogen and phosphorus. Nitrogen commonly occurs in the form of

ammonia (NH4
+), nitrate (NO3

−), and nitrite (NO2
−), collectively

called total nitrogen (TN), while phosphorus is commonly measured
as either total phosphorus (TP) or orthophosphate (nominally
orthophosphate PO4

3−). TP typically employs a traditional
laboratory approach that includes a digestion step followed by
analytical measurement. In contrast, orthophosphate can be
measured using colorimetric methods, in which reagent
chemistries produce an analyte specific colour which can be
measured using an appropriate light source and photodetector.
For reagent-based chemical sensing, consumables such as
reagents, calibration standards, and flush solutions remain a
limiting factor as they require frequent routine maintenance due
to reagent stability issues and/or reagent replenishment (Donohoe
et al., 2021). Progress requires miniaturisation and simplification of
the chemical methods and the internal fluidics.

Advances in microfluidics enables chemistry analyses that
historically have been done in a laboratory to be performed at
point-of-need, broadening the range of accessible analytes and
providing early alerts of changes to water chemistry, thereby
enabling rapid responses to pollution events in water bodies
(Donohoe et al., 2019). In recent years, advanced fabrication
techniques such as 3D printing (Weisgrab et al., 2019;
Nadagouda et al., 2020) have driven down the unit cost of
microfluidic chips through integration of sub-components that
previously had to assembled to create the chip (Diamond et al.,

FIGURE 5
Impact of rapid prototyping based on 3D printing. (A) Left: Rendered image of a simple 4-channel fluidic chip with four fluid inputs and four outputs;
Right: Actual chip printed as a single monolithic 3D unit; (B) Left: Four channel chip produced using conventional machining, as a 2-layer unit glued
together, and 8 assembled fluidic connections; Right: Same design produced as amonolithic unit in a single 3D print run; (C) Evolution from an expensive
multicomponent fluidic chip to amuch lower costmonolithic version (€50/unit→ €1/unit); (D) Left: Chip based on the design shown in (C)mounted
in a prototype phosphate analyser; Right: Calibration plots produced by the prototype analyser comparing the monolithic chip to an equivalent 3-part
chip with separate optical windows [Central design in (C)] showing equivalent linearity and sensitivity. A reference plot of data generated with the same
reagent based yellow method in a bench UV-VIS is also included. The manual assembly required for multi-subcomponent chips is expensive and less
reproducible and provides many more points at which leakage can occur compared to the monolithic chip. A major advance is the incorporation of
barbed fluidic interconnectors conforming to standard dimensions into the chip design, as shown in (C) inset highlightedwith red arrow [reproducedwith
permission from Diamond et al. (2020)].
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2020). These advances now allow researchers to quickly develop
custom fluidics (e.g., change optical pathlength, add reagent inputs,
integrate more complex multistage chemistries), while
simultaneously improving reliability and ruggedness (e.g.,
reduced failure due to leakage). This dramatically reduces
component costs during prototype development and simplifies
manufacturing during initial scale-up towards full
commercialisation.

The example in Figure 5A, B, D estimates a 50-fold reduction in
the cost of microfluidic chips designed to perform reagent chemistry
analysis of phosphate due to these advances. As the chip is the most
expensive component in the analyser, this results in a significant
reduction of the overall unit cost, while also improving reliability by
removing multiple potential leakage sources. Together, such
improvements open the way to scaled up deployments of more
units at more locations.

5 Conclusion and future directions

Understanding the causes and increasingly detrimental effects of
climate change on our world and informing strategies to mitigate
and ultimately reverse these effects, is arguably the most important
task confronting humanity. Undertaking this task will require a
global effort, based on the best scientific evidence available. Using
sensors, sensor platforms, and sensor networks to monitor key
environmental parameters on a continuous basis from local to
global scale lies at the heart of this effort. A key near-term goal
must be to integrate data from multiple sources, including the
integration of in-situ sensor data with spectroscopic remote
sensing using satellites, planes, drones, boats. With respect to
aquatic ecosystems, satellites provide global coverage of changes
in the status of indicators such as sea-surface temperature, weather
patterns, air pollution, the presence of large-scale algal blooms, with
sophisticated modeling that predicts future trends. In-situ
deployments of autonomous sensors provides access to
complementary information, via sensors for a growing range of
analytes available at more locations. Improvements in wireless
communications technologies enable the data from these scaled-
up deployments to be shared locally and globally, while integration
with remote sensing data enables the in-situ sensors to operate in an
adaptive manner, for example, by varying the sampling rate in
accordance with predicted weather patterns that are known to affect
the concentration of the targeted analyte. Likewise, in-situ sensing
can be combined with depth sampling technologies that enable 3D
distributions of analytes in water bodies to be constructed. This
provides critically important insights, for example, with regard to
large lakes in which temperate climates are stratified in the summer.
In this way, we can improve the quality of the data being collected to
answer a water-quality question and optimize the use of limited
power and data communication.
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