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Background:Artificial intelligence (AI) is a broad outlet of computer science aimed

at constructingmachines capable of simulating and performing tasks usually done

by human beings. The aim of this scoping review is to map existing evidence on

the use of AI in the delivery of medical care.

Methods: We searched PubMed and Scopus in March 2022, screened identified

records for eligibility, assessed full texts of potentially eligible publications, and

extracted data from included studies in duplicate, resolving di�erences through

discussion, arbitration, and consensus. We then conducted a narrative synthesis

of extracted data.

Results: Several AI methods have been used to detect, diagnose, classify, manage,

treat, and monitor the prognosis of various health issues. These AI models have

been used in various health conditions, including communicable diseases, non-

communicable diseases, and mental health.

Conclusions: Presently available evidence shows that AI models, predominantly

deep learning, and machine learning, can significantly advance medical care

delivery regarding the detection, diagnosis, management, and monitoring the

prognosis of di�erent illnesses.

KEYWORDS

artificial intelligence, deep learning, machine learning, non-communicable diseases,

communicable diseases artificial intelligence, communicable diseases

1. Introduction

Artificial intelligence (AI) refers to the simulation of intellectual human behavior by
computers. AI can be designed using lots of algorithms including machine learning (ML),
deep learning (DL), natural language processing (NLP), support vector machine (SVM), and
the artificial neural network (ANN) (1). These algorithms assist the system to identify the
expected response which informs the computer what to expect (2). ML is the technique
used in precision medicine for predicting treatment procedures and disease outcomes in
patients (3). On the other hand, DL is a form of AI technique that is used health care to
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identify potential cancerous cells using in radiology images beyond
what can be perceived by the human eye. This method can promote
faster learning without being prompted (3). Another form of
AI, i.e., NLP is related to the use of software programming to
understand and manipulate natural language text or speech for
practical purposes (4). This involves dealing with large volumes
of clinical data and health literacy in the health sector (5). SVM
is an algorithm used to assemble a classification system for model
classification and trend. The ANN model is used to comprehend
the reasoning and functioning of connection between neurons
(1). ANN has been used to solve different issues by building
mathematical models that imitate natural activities of the brain (1).

AI has several advantages, i.e., it is reliable, cost-effective, solves
complex issues, and limits data loss (6). AI is applied in fields
including business, engineering, or medical care. In medical care,
this technology is used for diagnosis, therapy, and prognosis (7).
AI is a rapidly evolving field in medical care, with great potential
to inform evidence-based decision making and ultimately improve
health outcomes. It has been applied across various fields including
robotics, medical diagnosis, medical statistics, and human biology
(8). This technology plays a role in addressing certain issues
within the health system which comprise staff shortages, poor
administration of health services (e.g., billing, repayments, and
insurance fraud exposure), and poor infrastructure; to support the
delivery of high-quality healthcare (4, 7). AI also has the potential
to impact on several aspects, including clinical decision at points of
care, drug research, and disease predictions, amongst others. This
has been said to improve efficiency, safety, and access to medical
care services (2, 6, 8, 9).

Therefore, the AI technology is necessary to help manage
of medical care services, to make decisions concerning disease
prediction, diagnosing and treatment plans for patients (10).
The current challenges (e.g., difficulty accessing health facilities
in time, poor quality of health care, staff shortages) within the
health system of low- and middle-income countries (LMICs)
warrant the implementation and use of this technology (10). It
is likely that this technology is predominantly applied in high-
income countries (HICs) as LMICs may not have the infrastructure
for the technology in their healthcare systems (10). AI can
be used to manage various diseases, namely, diabetes, cancer,
emerging infectious diseases, sexually transmitted diseases, and
mental health illnesses. This technique has been utilized to predict
risk and diagnosis of diabetes predicated on genomic and EHR
data, respectively (11). It has also been used to predict risk of
complications such as nephropathy and retinopathy (11). In cancer,
AI can be used to analyze imaging data obtained during routine
cancer care, i.e., disease classification, detection, segmentation,
characterization, and monitoring. This saves time and helps
radiologists achieve better outcomes and identify cancerous lesions
that could be missed by humans (12). Furthermore, AI models are
also useful in predicting the progression of disease and mortality
in patients infected with emerging infectious diseases, namely,
the severe acute respiratory syndrome (SARS), H1N1 influenza
virus, Middle East respiratory syndrome coronavirus (MERS-CoV)
as it has been recently done in SARS-CoV2 (13). Additionally,
this method has been widely applied and has been used as an
intervention for mental health issues. AI has been reported to be

effective in managing mental health issues, i.e., reducing anxiety
through detecting emotional changes and thought patterns and
increasing thinking styles (14).

AI applications in mental health can bring insights into new
treatment approaches. This technique has also been used to predict
the diagnosis of sexually transmitted infections including HIV, as
these are global public health concerns (15). This method has also
been used in HIV prevention such as identifying potential PrEP
candidates at risk of infection in Kenya and Uganda (16). One
study evaluated the performance of AI in predicting HIV, syphilis,
gonorrhea, chlamydia in an Australian cohort among men who
have sex with men and reported that this technique is accurate (17).
This type of research hasmainly been conducted in Belgium, China,
Italy, Korea, Turkey, and USA while there needs to be research
conducted in LMICs, specifically in Africa (11, 13–16).

While health professionals in HICs may have the expertise to
use the AI techniques, there may be a serious need to build capacity
around this technology among professionals in LMICs (10). This
implies that this technology would not work in LMICs where health
care practitioners do not have the capacity to apply AI and interpret
AI results. It is, however, necessary to assess where and for what
conditions AI is being used around the world, thus the need for
this scoping review. The objective of the review was to map out and
synthesize the available evidence on the use of AI to deliver medical
care services, globally and regionally.

2. Materials and methods

We conducted a scoping review as per the methodology defined
by Arskey and O’Malley (18). A scoping review is a methodology
that is used to chart key concepts and evidence available in a
particular field. The field of AI is rapidly developing hence we used
this methodology to undertake this review.

2.1. Search strategy

Two authors (Anelisa Jaca and Chinwe Juliana Iwu-Jaja)
conducted a search in PubMed on 07March 2022 and Scopus on 16
March 2022. The following combination of key words was used for
the search: (“Artificial intelligence” OR AI OR “machine learning”
OR “machine intelligence” OR “deep learning”) AND (“health care”
OR health OR “health delivery”). No language or date restrictions
were employed. We first developed and implemented a search
strategy in PubMed, which was afterwards adapted for Scopus.

2.2. Study selection

Titles and abstracts of identified records were independently
screened by two researchers, Zukiswa Pamela Zantsi (ZPZ) and
Asiphe Mavis Ndlambe (AMN), to identify potentially eligible
records. Abstracts of records judged to be potentially eligible by
one or both researchers were re-screened by a second pair of more
experienced researchers, Anelisa Jaca (AJ) and Chinwe Juliana Iwu-
Jaja (CJI). The latter made the decision on potentially eligible
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studies through discussion and consensus. AJ and CJI then assessed
the full text of potentially eligible studies and included publications
of primary studies which: reported on the use of AI, addressed
a health condition, assessed the effectiveness of the AI method
used, and were published in a peer-reviewed journal in English. We
excluded reviews.

2.3. Data extraction and analysis

A piloted data extraction form containing a list of data of
interest and their definitions was used to extract data from eligible
studies. Data were extracted independently by AJ, ZPZ, CJI, AMN,
and Edison Mavundza (EM). The extracted data included the first
author’s name, year of publication, study population, country where
the study was conducted, aim of the study, health issue, AI method,
application of AI, and findings. The WHO region and category
of health issue were also charted. We used a narrative synthesis
method to analyse and report the key concepts and findings related
to AI applications on medical care delivery. We did not evaluate
the methodological quality of included studies since our aim was to
identify and map the available evidence on the use of AI to deliver
essential medical services. Three authors (AJ, CJI, and Charles Shey
Wiysonge) had weekly meetings to discuss progress, findings, and
next steps.

3. Results

3.1. Search results

Figure 1 shows the search and selection process for the scoping
review. The literature search produced a total of 172,375 articles,
including 11,695 from PubMed and 160,680 from Scopus. The first
pair of researchers (AMN and ZPZ) screened these records and
considered 1,129 publications to be potentially eligible for inclusion
in the scoping review. The second pair (AJ and CJI) reviewed
the 1,129 abstracts and found 801 to be potentially eligible for
the review. Of the 801 potentially eligible articles, we randomly
selected 100 publications whose full texts we obtained and assessed
for eligibility. During the random selection, we used a systematic
approach where we counted from the first article that appeared
on Mendeley and selected every seventh publication. A systematic
review involving all 801 potentially eligible studies is currently
being undertaken. Of the 100 potentially eligible studies selected
for assessment, 91 met inclusion criteria. Figure 1 shows the search
and selection process.

3.2. WHO Regions

The characteristics of included studies are reported in detail in
Supplementary Table 1.

Each of the six WHO regions had at least one publication
included in the scoping review. Most of the included studies were
conducted in WHO Region of the Americas (AMR) and European
Region (EUR). The AMR had 28 studies (30.8%), which were
conducted in the United States of America (Arizona, Florida,

New York, Utah, Maryland, and Massachusetts), Mexico, Brazil,
Chile, and Canada (19–46). EUR had 28 studies (30.8%) from
France, the United Kingdom, Switzerland, Spain, Sweden, Turkey,
Italy, and Germany (47–73). The Eastern Mediterranean Region
(EMR) represented by Saudi Arabia, Iran, Iraq, and Pakistan had
14 studies (15.4%) (74–87). The South-East Asian Region (SEAR),
represented by India, had 4 publications (4.3%) (88–91). The
Western Pacific Region (WPR) represented by Australia, China
and South Korea, had 11 publications (12.1%) (92–102). There was
only one publication from the African Region (AFR), from Nigeria
(1.1%) (103). Two publications included two countries each; one
had China in WPR and UK in EUR andWPRO (2.2%) (104), while
another involved Brazil in AMR and India in SEAR (105). Two
of the publications (2.2%) were global studies and one study was
conducted in Taiwan which does not fall under any WHO region
(1.1%) (106–108).

3.3. Artificial intelligence methods and
applications

3.3.1. Single approaches
a. Artificial intelligence: Eight publications reported the AI broad

technique in the use of developing therapy as the intervention
for infectious diseases, for diagnosing COVID-19 and mental
health conditions, and as screening tools for diabetes and cancer
(19, 36, 57, 62, 75, 97, 104, 109). This technique was also used
in designing vaccination, measuring and increasing medication
adherence in non-communicable diseases, identifying genomic
sequences, and developing drugs and vaccines for COVID-19
(19, 36, 57, 62, 75, 97, 104, 109).

b. Machine learning: Machine learning (ML) was reported in
46 studies to analyse, classify, diagnose, manage, monitor, and
predict different health conditions or diseases (e.g., frailty, back
pain, ischemic stroke, cancer, COVID-19, tuberculosis, diabetes,
mortality, hypertension, mental health conditions, bacterial
vaginosis, and heart disease) (21, 22, 25–27, 30, 33, 37, 39, 41,
43, 46, 47, 50, 52, 54, 56, 58, 60, 63, 65, 67, 70, 71, 73, 76, 77, 81,
82, 84, 87, 92, 96, 101, 103, 105, 108, 110). This approach was
also used to create patient re-admission files, pre-authorization
in health insurance, and for findingmissed cases of disease; these
all form a significant part in delivering medical care services
(30, 76, 111).

c. Deep learning: Fifteen studies reported the use of deep learning
(DL) in detecting cardiovascular disease, predicting mortality
and cancer, diagnosing asthma, classifying cancer subtypes, pre-
screening for COVID-19, and analyzing diseases like macular
oedema (20, 24, 44, 55, 61, 64, 79, 83, 91, 93, 94, 98, 99, 106).

d. Convolutional neural network: Only one study mentioned the
use of convolutional neural network (CNN) to diagnose cardiac
diseases (112).

e. Artificial intelligence optical microscopic -based technology:

One study reported the use of artificial intelligence optical
microscopic (AIOM)-based technology in reproductive health
to quantitatively measure sperm concentration and motility as
well as seminal pH (107).

Frontiers in PublicHealth 03 frontiersin.org

https://doi.org/10.3389/fpubh.2023.1102185
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Okeibunor et al. 10.3389/fpubh.2023.1102185

FIGURE 1

Study selection process for the scoping review.

f. Artificial neural network: Two studies investigated the use of
artificial neural network (ANN) to predict infectious disease
(COVID-19) and non-infectious disease (hearing loss) among
noise-exposed workers (72, 78).

g. Bayesian network: The Bayesian network (BN) is defined as a
graphical tool that can be employed to build models from data
and or expert opinion. This method can be used to predict,
detect, and diagnose disease (113). In one study, this methodwas
used in predicting the prognosis of suicidal behavior (23).

h. Deep neural network: The deep neural network
(DNN) was used in two studies to predict the
mortality of patients in palliative care and classify
breast cancer (29).

i. Fuzzy K-means clustering algorithm: The Fuzzy K-means
clustering algorithm (FKCA) was used in one study to detect and
classify cataract in normal, cataract, and post-cataract optical
images (90).

j. COVID Inception-ResNet model deep learning: Almalki 2021
explored COVID Inception-ResNet (CoVIR-Net) model deep

learning as a method for using chest X-rays to diagnose
COVID-19 (40).

3.3.2. Combined approaches
Combining deep learning and machine learning with other

approaches: Some of the included studies investigated the use
of a combined AI approach for delivering medical care services.
Three of those studies used DL and ML to diagnose and predict
COVID-19, cardiovascular disease risk, hazardous drinkers, and
the severity of alcohol-related problems (49, 102, 114). ML was
also used in combination with artificial neural network to diagnose,
predict and manage prognosis of nervous system disorders (69).
One study reported the use of DL and NLP to quantify left and
right ventricular dysfunction from electrocardiograms. DL was also
used together with neural network mode to diagnose COVID-19
in chest X-ray images (68). In another study, DL was used with
multi-head attention (MHA), Long Short-Term memory (LSM),
and CNN (45).
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3.4. Health conditions assessed using AI
applications

A total of 21 studies focused on infectious diseases of various
types (33, 40, 42, 45, 49, 52, 64, 65, 68, 72, 75, 80, 82, 83, 91, 100,
104, 106, 108, 114). Eighteen of these studies focused on COVID-19
while the remaining ones were on tuberculosis. Thirteen studies
targeted cardiovascular diseases (including stroke, hypertension,
ventricular dysfunction, and heart function) (31, 34, 39, 44, 46, 51,
59, 61, 71, 76, 87, 95, 112). These were mostly experimental studies
conducted inWHOAMR, EMR, EUR, SEAR, andWPR regions for
prediction and diagnostic purposes. Six studies focused on cancers,
including prostate, lung, skin, and breast (48, 67, 73, 79, 92, 115).
They were conducted in AFR, EUR, SEAR, and WPR. These
investigations were mostly experimental studies for prediction
and diagnostic purposes. There were 21 studies on conditions on
assorted conditions ( (22, 24, 26, 27, 30, 35, 36, 39, 41, 54, 55, 58,
60, 66, 69, 70, 78, 81, 85, 86, 98). These conditions include injuries,
diet, sepsis, and drug overdose. Eight studies were on mental and
cognitive health problems including various forms of depression
and dementia (37, 50, 53, 57, 84, 101). These studies were conducted
in EUR, AMR, and SEAR. The studies mostly focused on prediction
and diagnosis. Only one study was on reproductive health where AI
was used for diagnostic purposes in men (107).

4. Discussion

This paper highlights currently used AI techniques and
applications. The AI techniques identified include machine
learning, deep learning, convolutional neural network, artificial
intelligence optical microscopic-based technology, artificial neural
network, Bayesian network, deep neural network, Fuzzy K-means
clustering algorithm, COVID Inception-ResNet model deep
learning, natural language processing, neural network mode, and
long short-term memory. The AI techniques were used for four
main groups of medical care services, including: (i) detection
and diagnosis; (ii) classification; (iii) treatment, support, and
prognosis; and (iv) management of research and clinical care.
Most of the studies focused on the use of machine learning
and distance learning as applications to detect and diagnose
different diseases. These include infectious diseases (COVID-19
and tuberculosis); cardiovascular diseases (ischemic stroke,
cardiomyopathy, hypertension); metabolic diseases (diabetes);
cancers (breast, prostate, diffuse gliomas, skin); andmental diseases
(schizophrenia, dementia, suicidal behavior). These techniques
have also been used in hospital and research administration.
Generally, machine learning and deep learning show the possibility
of being used to improve the competence of clinical and research
procedures which will be beneficial to good health.

It is important to note that these investigations were
predominantly conducted in the WHO Region of the Americas
and the European Region than in other regions. We only found
one study conducted in Africa in this sample of studies. The
difference concerning distributions of publications in the WHO
regions showed that there is a lack of research conducted in
low and middle-income countries around this field of study.

Most healthcare facilities with lack of resources infrastructure,
specifically, low-and middle-income countries (LMICs), do not
have digital infrastructure to implement AI in their settings. HICs
on the other hand, with highly skilled healthcare workers who can
explain AI results regarding clinical scenario while in LMICs, all
this may be lacking. It is important to note that for AI to be fully
functional, it first must be available, accessible, and sustainable
(10). A good example is where AI is applied in radiology, where
its functionality involves services like imaging hardware, servers,
information technology, quick internet service, picture storage
and communication system, electronic medical records, and cloud
services. This shows that it would be challenging to establish AI in
low resource settings where is lack of experts to interpret its outputs
and to apply them appropriately (10). Therefore, if AI would
be implemented successfully in LMICs, healthcare professionals
would need to be educated and trained on how to use the
technology. AI implementation involves a lot of processes for it to
perform well and important aspect is using the same data from the
same source as the training set. Currently, most data to develop
AI come from HICs, with some from middle-income countries
(116). Health experts recommend that LMICs regulate AI processes
together with global health organizations who would give them
support (116). This would help healthcare workers in LMICs with
successfully implementing and applying this technology. Other
benefits of applying AI in healthcare in LMICs would be improving
the state of health systems and decreasing medical costs such as
those of screening (117). Furthermore, costs related to treatment
plans that need expensive tools and specialized expertise especially
in rural and remote settings (117).

There is, however, a relatively high number of publications
in the Eastern Mediterranean Region, mainly involving studies
conducted in Saudi Arabia. The lack of studies from under
resourced regions may also be due to insufficient resources and
AI knowledge among healthcare practitioners, especially in the
WHO African Region. In view of the above, AI can be greatly
beneficial to healthcare services in LMICs although its introduction
would be quite different from what is done in HICs (10). For this
scoping review, we used a random sample of currently available
peer-reviewed publications to map out and synthesize the available
evidence on the use of AI to deliver medical care services globally
and regionally. The review suggests that AI is predominantly
applied in high-income countries, with its use still emerging in
low-resource settings (such as the WHO African Region) perhaps
because health institutions in these settings do not have the
infrastructure for use of this technology. This scoping review
suggests that there is value in undertaking a systematic review
and will proceed with conducting the review on the topic. The
systematic review will focus on discussing the use and effectiveness
of AI in delivering healthcare services. Furthermore, the review
will discuss and compare applications including diagnosis and
treatment of disease, patient engagement and adherence, and
administrative services.

Linear models, including linear regression, multiple regression
and multivariate linear regression models have also been used
in medical research. Linear and multiple regression models are
methods used to predict and assess interactions between the
different datasets (118). The linear regression model is also used
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to address different research questions and study aims (118).
Multiple linear regression has been used to predict the length
of stay for patients undergoing treatment heart disease, diabetes,
hypertension, cancer, and laparoscopic appendectomy by (119).
Multivariate Regression Analysis of Variance) is a multiple test that
combines all the tests on the significance of the single regression
coefficients (120).

5. Strengths and limitations of the
study

The present review achieved its aim of mapping out and
synthesizing literature on the use of AI methods in medical care.
However, it is important to note that a broader review, i.e., a
systematic review, would further illuminate the gaps in literature.
A limitation of this study is that it did not evaluate the effectiveness
of the different AI techniques in medica care services. A research
question on the effectiveness of AI techniques within the different
health issues require that another review be conducted. In review
of the above, it must be considered that conducting rapid rather
than systematic reviews to address effectiveness questions would be
beneficial since there are constant publications around this field. A
rapid review would ensure that relevant evidence is collected and
disseminated in time.

6. Conclusions

Currently available evidence shows that the AI techniques
are commonly used to deliver medical care services, especially in
HICs. The commonly used methods for the detection, diagnosis,
management, and monitoring the prognosis of different diseases
are deep learning, and machine learning. The use of AI in
the various health issues, namely, infectious diseases (COVID-19
and TB); metabolic diseases (diabetes); cardiovascular disease
(ischemic stroke, cardiomyopathy, hypertension), cancers (breast,
prostate, diffuse gliomas, skin) and mental diseases (schizophrenia,
dementia, suicidal behavior) has shown positive outcomes. Other
conditions in which the application of AI has shown positivity,
include, frailty, low back pain, oral leucoplakia, open wound
mortality, pressure injuries, primary progressive aphasia, dementia,
lung function, asthma, and growth hormone deficiency. Further
research is required in the use of other AI techniques to
advance medical care delivery, especially in WHO African, Eastern
Mediterranean, South-East Asian, and Western Pacific regions.
AI methods are becoming more available for researchers and
clinicians to apply, and it is probable that this field will continue
to grow.

Author contributions

AJ designed the search strategy with an important input
from CI-J and CW. AJ and CI-J conducted literature searches.
AN and ZZ screened the search output and AJ and CI-J re-
screened the articles. AN, ZZ, AJ, CI-J, and EM extracted data
from eligible articles. AJ, CI-J, and JO wrote the first draft of the
manuscript. CW, JO, DM, LM, NI-A, and HB guided the project
and critically revised the intellectual content of the manuscript.
All authors have read and agreed to the published version of
the manuscript.

Funding

This research was funded by the World Health
Organization (WHO).

Acknowledgments

We would like to acknowledge the South African Medical
Research Council for availing the premises and equipment to
undertake this study.

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those
of the authors and do not necessarily represent those of
their affiliated organizations, or those of the publisher,
the editors and the reviewers. Any product that may be
evaluated in this article, or claim that may be made by
its manufacturer, is not guaranteed or endorsed by the
publisher.

Supplementary material

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fpubh.2023.
1102185/full#supplementary-material

References

1. Alsedrah MK. Running Head : ARTIFICIAL INTELLIGENT Artificial Intelligence
Advanced Analysis and Design : CNIT 380 Instructors : Dr . Hiba Tabbarah & Mr .
Abdullah Abdulghafar Semester : Fall 2017. Section : U1 Mariam Khaled AlSedrah,” no.
December 2017 (2018)

2. Sunarti S, Fadzlul Rahman F, Naufal M, Risky M, Febriyanto K,
Masnina R. Artificial intelligence in healthcare: opportunities and risk for
future. Gaceta Sanitaria. (2021) 35:S67–S70. doi: 10.1016/j.gaceta.2020.
12.019

Frontiers in PublicHealth 06 frontiersin.org

https://doi.org/10.3389/fpubh.2023.1102185
https://www.frontiersin.org/articles/10.3389/fpubh.2023.1102185/full#supplementary-material
https://doi.org/10.1016/j.gaceta.2020.12.019
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Okeibunor et al. 10.3389/fpubh.2023.1102185

3. Davenport T, Kalakota R. The potential for artificial intelligence in healthcare.
Jama. (2019) 6:94–98. doi: 10.7861/futurehosp.6-2-94

4. Reddy S. “Use of artificial intelligence,” In: Healthcare Delivery (2018).

5. Yuvaraj D, Uvaze AM, Sivaram M. “Materials today : proceedings a study on
the role of natural language processing in the healthcare sector,” In: Materials Today:
Proceedings (2021).

6. Jiang F. Artificial Intelligence in Healthcare : Past, Present and Future (2017).

7. Reddy S. Artificial intelligence and healthcare — why they need each other ?, pp.
2020–2022 (2021).

8. Chen M, Decary M. Artificial intelligence in healthcare: an
essential guide for health leaders. Healthcare Manage Forum. (2020)
33:10–8. doi: 10.1177/0840470419873123

9. Hosny A, Aerts HJWL, Oncology R. HHS public access. Jama. (2021) 366:955–
56. doi: 10.1126/science.aay5189

10. Mollura DJ, Culp MP, Pollack E, Battino G, Scheel JR, Mango VL, et al. Artificial
intelligence in low- and middle-income countries: innovating global health radiology.
Radiology. (2020) 297:513–20. doi: 10.1148/radiol.2020201434

11. Singla R, Singla A, Gupta Y, Kalra S. Artificial Intelligence/Machine Learning in
Diabetes Care. (2019). p. 495–7.

12. Dacoregio MI, Batalini F, Moraes FY. An Overview of Artificial Intelligence in
Oncology (2022).

13. Chiu H-YR, Hwang C-K, Chen S-Y, Shih F-Y, Han H-C, King C-C, et al.
Machine learning for emerging infectious disease field responses. Scientific Reports.
(2022) 22:1–13. doi: 10.1038/s41598-021-03687-w

14. Zhou S, Zhao J, Zhang L. Application of artificial intelligence
on psychological interventions and diagnosis: an overview. Dell. (2022)
13:1–7. doi: 10.3389/fpsyt.2022.811665

15. Xu X, Ge Z, Chow EPF, Yu Z, Lee D,Wu J, et al. AMachine-Learning-Based Risk-
Prediction Tool for HIV and Sexually Transmitted Infections Acquisition over the Next
12 Months. (2022). p. 2016–2021.

16. Marcus JL, Sewell WC. Emerging approaches to ending the epidemic. Jama.
(2021) 17:171–9. doi: 10.1007/s11904-020-00490-6

17. Bao Y, Medland NA, Fairley CK, Wu J, Shang X, Chow EPF, et al.
Predicting the diagnosis of HIV and sexually transmitted infections among men
who have sex with men using machine learning approaches. Jama. (2021) 82:48–
59. doi: 10.1016/j.jinf.2020.11.007

18. Arksey H, Malley LO, Arksey H, Malley LO. Scoping studies : towards a
methodological framework Scoping Studies : Towards a Methodological Framework.
(2014). p. 37–41.

19. Arenas-Cavalli JT, Abarca I, Rojas-ContrerasM, Bernuy F, Donoso R. Correction:
clinical validation of an artificial intelligence-based diabetic retinopathy screening tool
for a national health system. Eye. (2021) 35:2910. doi: 10.1038/s41433-021-01690-z

20. Adedinsewo DA, Johnson PW, Douglass EJ, Attia IZ, Phillips SD, Goswami
RM, et al. Detecting cardiomyopathies in pregnancy and the postpartum period with
an electrocardiogram-based deep learning model. Euro Heart J Digit Health. (2021)
2:586–96. doi: 10.1093/ehjdh/ztab078

21. Arefeen MA, Nimi ST, Rahman MS, Arshad SH, Holloway JW, Rezwan FI.
Prediction of lung function in adolescence using epigenetic aging: a machine learning
approach.Methods Protocols. (2020) 3:24. doi: 10.3390/mps3040077

22. Bedoya AD, Futoma J, Clement ME, Corey K, Brajer N, Lin A, et al. Machine
learning for early detection of sepsis: an internal and temporal validation study. JAMIA
open. (2020) 3:252–60. doi: 10.1093/jamiaopen/ooaa006

23. Barros J, Morales S, García A, Echávarri O, Fischman R, Szmulewicz M, et al.
Recognizing states of psychological vulnerability to suicidal behavior: a Bayesian
network of artificial intelligence applied to a clinical sample. BMC psychiatry. (2020)
20:138. doi: 10.1186/s12888-020-02535-x

24. Akkus Z, Cai J, Boonrod A, Zeinoddini A, Weston AD, Philbrick KA, et al.
A survey of deep-learning applications in ultrasound: artificial intelligence-powered
ultrasound for improving clinical workflow. J Am Coll Radiol : JACR. (2019) 16:1318–
28. doi: 10.1016/j.jacr.2019.06.004

25. Banda JM, Sarraju A, Abbasi F, Parizo J, Pariani M, Ison H, et al. Finding missed
cases of familial hypercholesterolemia in health systems using machine learning. NPJ
Digit Med. (2019) 2:23. doi: 10.1038/s41746-019-0101-5

26. Badger J, LaRose E, Mayer J, Bashiri F, Page D, Peissig P. Machine
learning for phenotyping opioid overdose events. J Biomed Informat. (2019)
94:103185. doi: 10.1016/j.jbi.2019.103185

27. Barton C, Chettipally U, Zhou Y, Jiang Z, Lynn-Palevsky A, Le S,
et al. Evaluation of a machine learning algorithm for up to 48-hour advance
prediction of sepsis using six vital signs. Comput Biol Med. (2019) 109:79–
84. doi: 10.1016/j.compbiomed.2019.04.027

28. Anan T, Kajiki S, Oka H, Fujii T, Kawamata K, Mori K, et al. Effects of an artificial
intelligence-assisted health program on workers with neck/shoulder pain/stiffness
and low back pain: randomized controlled trial. JMIR mHealth and uHealth. (2021)
9:e27535. doi: 10.2196/27535

29. Avati A, Jung K, Harman S, Downing L, Ng A, Shah NH. Improving
palliative care with deep learning. BMC Med Informat Decis Mak. (2018)
18:122. doi: 10.1186/s12911-018-0677-8

30. Araújo FHD, Santana AM, de A Santos Neto P. Using machine learning to
support healthcare professionals in making preauthorisation decisions. International
J Med informat. (2016) 94:1–7. doi: 10.1016/j.ijmedinf.2016.06.007

31. Alanazi EM, Abdou A, Luo J. Predicting risk of stroke from lab tests using
machine learning algorithms: development and evaluation of prediction models. JMIR
Format Res. (2021) 5:e23440. doi: 10.2196/23440

32. Beck D, Foster JA. Machine learning techniques accurately classify
microbial communities by bacterial vaginosis characteristics. PloS one. (2014)
9:e87830. doi: 10.1371/journal.pone.0087830

33. Al Bulushi Y, Saint-Martin C, Muthukrishnan N, Maleki F, Reinhold C,
Forghani R. Radiomics and machine learning for the diagnosis of pediatric
cervical non-tuberculous mycobacterial lymphadenitis. Scientific Reports. (2022)
22:585. doi: 10.1038/s41598-022-06884-3

34. Vaid A, Johnson KW, Badgeley MA, Somani SS, Bicak M, Landi I, et al.
Using deep-learning algorithms to simultaneously identify right and left ventricular
dysfunction from the electrocardiogram. JACC: Cardiovascular Imag. (2022) 22:895.
doi: 10.1016/j.jcmg.2021.08.004

35. Killian MO, Payrovnaziri SN, Gupta D, Desai D, He Z. Machine learning-based
prediction of health outcomes in pediatric organ transplantation recipients. JAMIA
open. (2021) 4:ooab008. doi: 10.1093/jamiaopen/ooab008

36. Rocha TAH, de Almeida DG, Kozhumam AS, da Silva NC, Thomaz EBAF,
Queiroz RCd, et al. Microplanning for designing vaccination campaigns in low-
resource settings : a geospatial artificial intelligence-based framework. Vaccine. (2021)
39:6276–82. doi: 10.1016/j.vaccine.2021.09.018

37. Aschwanden D, Aichele S, Ghisletta P, Terracciano A, Kliegel M, Sutin AR,
et al. Predicting cognitive impairment and dementia: a machine learning approach. J
Alzheimer’s Dis JAD. (2020) 75:717–28. doi: 10.3233/JAD-190967

38. Model L. HHS. Public Access. (2018) 27:461–8.

39. Alderden J, Pepper GA, Wilson A, Whitney JD, Richardson S, Butcher R,
et al. Predicting pressure injury in critical care patients: a machine-learning model.
Am J Critic Care : an Offic Publicat Am Assoc Critic Care Nurses. (2018) 27:461–
8. doi: 10.4037/ajcc2018525

40. Almalki YE, Qayyum A, Irfan M, Haider N, Glowacz A, Alshehri FM,
et al. A novel method for COVID-19 diagnosis using artificial intelligence
in chest x-ray images. Healthcare. (2021) 9:5. doi: 10.3390/healthcare90
50522

41. Anderson C, Bekele Z, Qiu Y, Tschannen D, Dinov ID. Modeling and prediction
of pressure injury in hospitalized patients using artificial intelligence. BMC Med
Informat Decis mak. (2021) 21:253. doi: 10.1186/s12911-021-01608-5

42. Alves MA, Castro GZ, Oliveira BAS, Ferreira LA, Ramírez JA, Silva R,
et al. Explaining machine learning based diagnosis of COVID-19 from routine
blood tests with decision trees and criteria graphs. Comput Biol Med. (2021)
132:104335. doi: 10.1016/j.compbiomed.2021.104335

43. Akiki RK, Anand RS, Borrelli M, Sarkar IN, Liu PY, Chen ES. Predicting open
wound mortality in the ICU using machine learning. J Emerg Critical Care Med. (2021)
5:13. doi: 10.21037/jeccm-20-154

44. Kshatriya BSA, Sagheb E, Wi C-I, Yoon J, Seol HY, Juhn Y, et al. Identification of
asthma control factor in clinical notes using a hybrid deep learning model. BMC Med
Informat decision Mak. (2021) 21:272. doi: 10.1186/s12911-021-01633-4

45. Abbasimehr H, Paki R. Prediction of COVID-19 confirmed cases combining
deep learning methods and Bayesian optimization. Chaos Soliton Fractal. (2021)
142:110511. doi: 10.1016/j.chaos.2020.110511

46. Amaratunga D, Cabrera J, Sargsyan D, Kostis JB, Zinonos S, Kostis WJ. Uses and
opportunities for machine learning in hypertension research. Int J Cardiol Hypertens.
(2020) 5:100027. doi: 10.1016/j.ijchy.2020.100027

47. Awada H, Gurnari C, Durmaz A, Awada H, Pagliuca S, Visconte V. Personalized
risk schemes and machine learning to empower genomic prognostication models
in myelodysplastic syndromes. Int J Mol Sci. (2022) 5:100027. doi: 10.3390/ijms230
52802

48. Bechelli S, Delhommelle J. Machine learning and deep learning algorithms
for skin cancer classification from dermoscopic images. Bioengineering. (2022)
22:65. doi: 10.3390/bioengineering9030097

49. Ancochea J, Izquierdo JL, Soriano JB. Evidence of gender differences in the
diagnosis and management of coronavirus disease patients: an analysis of electronic
health records using natural language processing and machine learning. J Women’s
Health. (2002) 30:393–404. doi: 10.1089/jwh.2020.8721

50. Andersson S, Bathula DR, Iliadis SI, Walter M, Skalkidou A. Predicting women
with depressive symptoms postpartum with machine learning methods. Scientific Rep.
(2021) 11:7877. doi: 10.1038/s41598-021-86368-y

51. Attia ZI, Harmon DM, Behr ER, Friedman PA. Application of
artificial intelligence to the electrocardiogram. European heart J. (2021)
42:4717–30. doi: 10.1093/eurheartj/ehab649

Frontiers in PublicHealth 07 frontiersin.org

https://doi.org/10.3389/fpubh.2023.1102185
https://doi.org/10.7861/futurehosp.6-2-94
https://doi.org/10.1177/0840470419873123
https://doi.org/10.1126/science.aay5189
https://doi.org/10.1148/radiol.2020201434
https://doi.org/10.1038/s41598-021-03687-w
https://doi.org/10.3389/fpsyt.2022.811665
https://doi.org/10.1007/s11904-020-00490-6
https://doi.org/10.1016/j.jinf.2020.11.007
https://doi.org/10.1038/s41433-021-01690-z
https://doi.org/10.1093/ehjdh/ztab078
https://doi.org/10.3390/mps3040077
https://doi.org/10.1093/jamiaopen/ooaa006
https://doi.org/10.1186/s12888-020-02535-x
https://doi.org/10.1016/j.jacr.2019.06.004
https://doi.org/10.1038/s41746-019-0101-5
https://doi.org/10.1016/j.jbi.2019.103185
https://doi.org/10.1016/j.compbiomed.2019.04.027
https://doi.org/10.2196/27535
https://doi.org/10.1186/s12911-018-0677-8
https://doi.org/10.1016/j.ijmedinf.2016.06.007
https://doi.org/10.2196/23440
https://doi.org/10.1371/journal.pone.0087830
https://doi.org/10.1038/s41598-022-06884-3
https://doi.org/10.1016/j.jcmg.2021.08.004
https://doi.org/10.1093/jamiaopen/ooab008
https://doi.org/10.1016/j.vaccine.2021.09.018
https://doi.org/10.3233/JAD-190967
https://doi.org/10.4037/ajcc2018525
https://doi.org/10.3390/healthcare9050522
https://doi.org/10.1186/s12911-021-01608-5
https://doi.org/10.1016/j.compbiomed.2021.104335
https://doi.org/10.21037/jeccm-20-154
https://doi.org/10.1186/s12911-021-01633-4
https://doi.org/10.1016/j.chaos.2020.110511
https://doi.org/10.1016/j.ijchy.2020.100027
https://doi.org/10.3390/ijms23052802
https://doi.org/10.3390/bioengineering9030097
https://doi.org/10.1089/jwh.2020.8721
https://doi.org/10.1038/s41598-021-86368-y
https://doi.org/10.1093/eurheartj/ehab649
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Okeibunor et al. 10.3389/fpubh.2023.1102185

52. Badimon L, Robinson EL, Jusic A, Carpusca I, deWindt LJ, Emanueli C, et al.
Cardiovascular RNA markers and artificial intelligence may improve COVID-19
outcome: a position paper from the EU-CardioRNA COST Action CA17129.
Cardiovascul Res. (2021) 117:1823–40. doi: 10.1093/cvr/cvab094

53. Balea-Fernandez FJ, Martinez-Vega B, Ortega S, Fabelo H, Leon R, Callico GM,
et al. Analysis of risk factors in dementia through machine learning. J Alzheimer’s Dis
JAD. (2021) 79:845–61. doi: 10.3233/JAD-200955

54. Baron JM, Huang R, McEvoy D, Dighe AS. Use of machine learning
to predict clinical decision support compliance, reduce alert burden, and
evaluate duplicate laboratory test ordering alerts. JAMIA Open. (2021)
4:ooab006. doi: 10.1093/jamiaopen/ooab006

55. M. Araujo, van Dommelen P, Koledova E, Srivastava J. Using deep
learning for individual-level predictions of adherence with growth hormone
therapy. Studies Health Technol Informat. (2021) 281:133–7. doi: 10.3233/SHTI
210135

56. Abbas M, Somme D, Le Bouquin Jeannes R. “Machine learning-based
physical activity tracking with a view to frailty analysis,” In: Annual International
Conference of the IEEE Engineering in Medicine and Biology Society. IEEE
Engineering in Medicine and Biology Society. Annual International Conference. (2020).
p. 3917–3920.

57. Barrera A, Gee C, Wood A, Gibson O, Bayley D, Geddes J. Introducing
artificial intelligence in acute psychiatric inpatient care: qualitative study of its
use to conduct nursing observations. Evid Based Ment Health. (2020) 23:34–
8. doi: 10.1136/ebmental-2019-300136

58. Battineni G, Sagaro GG, Chinatalapudi N, Amenta F. Applications of machine
learning predictive models in the chronic disease diagnosis. J Personal Med. (2020)
10:2. doi: 10.3390/jpm10020021

59. Bajaj R, Eggermont J, Grainger SJ, Räber L, Parasa R, Khan AHA, et al.
Machine learning for atherosclerotic tissue component classification in combined near-
infrared spectroscopy intravascular ultrasound imaging: validation against histology.
Atherosclerosis. (2022) 22:234. doi: 10.1016/j.atherosclerosis.2022.01.01

60. Álvarez JD, Matias-Guiu JA, Cabrera-Martín MN, Risco-Martín JL, Ayala
JL. An application of machine learning with feature selection to improve
diagnosis and classification of neurodegenerative disorders. BMC bioinformat. (2019)
20:491. doi: 10.1186/s12859-019-3027-7

61. Ashfaq A, Sant’Anna A, Lingman M, Nowaczyk S. Readmission prediction
using deep learning on electronic health records. J Biomed Informatics. (2019)
97:103256. doi: 10.1016/j.jbi.2019.103256

62. Baskaran V, Bali RK, Arochena H, Naguib RNG, Wallis M, Wheaton M.
“Knowledge creation using artificial intelligence: a twin approach to improve breast
screening attendance,” In: Conference proceedings : . Annual International Conference
of the IEEE Engineering in Medicine and Biology Society. IEEE Engineering in Medicine
and Biology Society. Annual Conference. (2006). p. 4070–4073.

63. Andrew TW, Hamnett N, Roy I, Garioch J, Nobes J, Moncrieff MD. Machine-
learning algorithm to predict multidisciplinary team treatment recommendations
in the management of basal cell carcinoma. British J Cancer. (2022) 126:562–
8. doi: 10.1038/s41416-021-01506-7

64. Altan G. DeepOCT: An explainable deep learning architecture to analyze
macular edema on OCT images. Eng Sci Technol Int J. (2022) 126:562–
8. doi: 10.1016/j.jestch.2021.101091

65. Banerjee A, Ray S, Vorselaars B, Kitson J, Mamalakis M, Weeks S,
et al. Use of machine learning and artificial intelligence to predict SARS-CoV-2
infection from full blood counts in a population. Int immunopharmacol. (2020)
86:106705. doi: 10.1016/j.intimp.2020.106705

66. Arceo-Vilas A, Fernandez-Lozano C, Pita S, Pértega-Díaz S, Pazos
A. Identification of predictive factors of the degree of adherence to the
Mediterranean diet through machine-learning techniques. PeerJ. Computer Sci.
(2020) 6:e287. doi: 10.7717/peerj-cs.287

67. Beinecke JM, Anders P, Schurrat T, Heider D, Luster M, Librizzi D, et al.
Evaluation of machine learning strategies for imaging confirmed prostate cancer
recurrence prediction on electronic health records. Comput Biol Med. (2022)
143:105263. doi: 10.1016/j.compbiomed.2022.105263

68. Bayram F, Eleyan A. COVID-19 detection on chest radiographs
using feature fusion based deep learning. Sign Image Video Process. (2022)
22:836. doi: 10.1007/s11760-021-02098-8

69. Auger SD, Jacobs BM, Dobson R, Marshall CR, Noyce AJ. Big data, machine
learning and artificial intelligence: a neurologist’s guide. Practic Neurol. (2020) 21:4–
11. doi: 10.1136/practneurol-2020-002688

70. Amann J, Blasimme A, Vayena E, Frey D, Madai VI. Explainability for artificial
intelligence in healthcare: a multidisciplinary perspective. BMC Med informa Decis
Mak. (2020) 20:310. doi: 10.1186/s12911-020-01332-6

71. Abedi V, Avula V, Chaudhary D, Shahjouei S, Khan A, Griessenauer CJ, et al.
Prediction of long-term stroke recurrence usingmachine learningmodels. J ClinicMed.
(2021) 10:6. doi: 10.3390/jcm10061286

72. Abdulaal A, Patel A, Al-Hindawi A, Charani E, Alqahtani SA, Davies GW,
et al. Clinical utility and functionality of an artificial intelligence-based app to

predict mortality in COVID-19: mixed methods analysis. JMIR Format Res. (2021)
5:e27992. doi: 10.2196/27992

73. Adeoye J, Koohi-Moghadam M, Lo AWI, Tsang RK-Y, Chow VLY, Zheng L-
W, et al. Deep learning predicts the malignant-transformation-free survival of oral
potentially malignant disorders. Cancers. (2021) 13:23. doi: 10.3390/cancers13236054

74. Han JED, Liu X, Bunce C, Douiri A, Vale L, Blandford A, et al.
Teleophthalmology-enabled and artificial intelligence-ready referral pathway for
community optometry referrals of retinal disease (HERMES): a Cluster Randomised
Superiority Trial with a linked Diagnostic Accuracy Study-HERMES study report
1-study protocol. BMJ open. (2022) 12:e055845. doi: 10.1136/bmjopen-2021-055845

75. Abubaker Bagabir S, IbrahimNK, Abubaker Bagabir H, HashemAteeq R. Covid-
19 and Artificial Intelligence: genome sequencing, drug development and vaccine
discovery. J Infect Public Health. (2022) 15:289–96. doi: 10.1016/j.jiph.2022.01.011

76. Alzeer AH, Althemery A, Alsaawi F, Albalawi M, Alharbi A, Alzahrani
S, et al. Using machine learning to reduce unnecessary rehospitalization
of cardiovascular patients in Saudi Arabia. Int J Med Informat. (2021)
154:104565. doi: 10.1016/j.ijmedinf.2021.104565

77. Alloghani M, Aljaaf A, Hussain A, Baker T, Mustafina J, Al-Jumeily
D, Khalaf M.Implementation of machine learning algorithms to create
diabetic patient re-admission profiles. BMC Med Informat Decis Mak. (2019)
19:253. doi: 10.1186/s12911-019-0990-x

78. Aliabadi M, Farhadian M, Darvishi E. Prediction of hearing loss among the
noise-exposed workers in a steel factory using artificial intelligence approach. Int Archiv
Occupat Environ Health. (2015) 88:779–787. doi: 10.1007/s00420-014-1004-z

79. Ali AM, Mohammed AA. Improving classification accuracy for prostate cancer
using noise removal filter and deep learning technique. Multimedia Tools Applicat.
(2022) 22:569. doi: 10.1007/s11042-022-12102-z

80. Alafif T, Tehame AM, Bajaba S, Barnawi A, Zia S. Machine and deep learning
towards COVID-19 diagnosis and treatment: survey, challenges, and future directions.
Int J Environ Res Public Health. (2021) 18:3. doi: 10.3390/ijerph18031117

81. Alhorishi N, Almeziny M, Alshammari R. Using machine learning to predict
early preparation of pharmacy prescriptions at psmmc - a comparison of four machine
learning algorithms. Acta Informatica Medica : AIM : journal of the Society for Medical
Informatics of Bosnia & Herzegovina : casopis Drustva za medicinsku informatiku BiH.
(2021) 29:21–5. doi: 10.5455/aim.2021.29.21-25

82. Ali MH, Khan DM, Jamal K, Ahmad Z, Manzoor S, Khan Z. Prediction
of multidrug-resistant tuberculosis using machine learning algorithms in SWAT,
Pakistan. J Healthcare Eng. (2021) 21:2567080. doi: 10.1155/2021/2567080

83. Alruwaili M, Shehab A, Abd El-Ghany S. COVID-19 diagnosis using an
enhanced inception-resnetv2 deep learning model in cxr images. J Healthcare Eng.
(2021) 21:6658058. doi: 10.1155/2021/6658058

84. AlShorman O, Masadeh M, Heyat MBB, Akhtar F, Almahasneh H, Ashraf GM,
et al. Frontal lobe real-time EEG analysis using machine learning techniques for mental
stress detection. J Integrat Neurosci. (2022) 21:20. doi: 10.31083/j.jin2101020

85. Abdollahi M, Ashouri S, Abedi M, Azadeh-Fard N, Parnianpour M, Khalaf K,
et al. Using a motion sensor to categorize nonspecific low back pain patients: a machine
learning approach. Sensors. (2020) 20:12. doi: 10.3390/s20123600

86. Althobaiti T, Katsigiannis S, Ramzan N. Triaxial accelerometer-based falls
and activities of daily life detection using machine learning. Sensors. (2020)
20:113. doi: 10.3390/s20133777

87. Almazroi AA. Survival prediction among heart patients using machine learning
techniques. Mathematic Biosci Eng MBE. (2022) 19:134–145. doi: 10.3934/mbe.20
22007

88. PrayGod G, Blevins M, Woodd S, Rehman AM, Jeremiah K, Friis H, et al. A
longitudinal study of systemic inflammation and recovery of lean body mass among
malnourished HIV-infected adults starting antiretroviral therapy in Tanzania and
Zambia. Europ J Clinic Nutri. (2016) 70:499–504. doi: 10.1038/ejcn.2015.221

89. Lyu W, Yuan B, Liu S, Simon JE, Wu Q. Assessment of lemon juice
adulteration by targeted screening using LC-UV-MS and untargeted screening
using UHPLC-QTOF/MS with machine learning. Food Chemistr. (2022)
25:465. doi: 10.1016/j.foodchem.2021.131424

90. Acharya RU, YuW, Zhu K, Nayak J, Lim T-C, Chan JY. Identification of cataract
and post-cataract surgery optical images using artificial intelligence techniques. J Med
Syst. (2010) 34:619–28. doi: 10.1007/s10916-009-9275-8

91. Id MA, Khandoker AH. Detection of COVID-19 in smartphone-based breathing
recordings : A pre-screening deep learning tool. (2022). p. 1–25.

92. Alsinglawi B, Alshari O, Alorjani M, Mubin O, Alnajjar F, Novoa M, et al.
An explainable machine learning framework for lung cancer hospital length of stay
prediction. Scientific Rep. (2022) 22:695. doi: 10.1038/s41598-021-04608-7

93. Balasubramaniyan S, Jeyakumar V, Nachimuthu DS. Panoramic tongue imaging
and deep convolutional machine learning model for diabetes diagnosis in humans.
Scientific Rep. (2022) 26:695. doi: 10.1038/s41598-021-03879-4

94. Kim T. Pathological Images Using Deep Transfer Learning. (2021). p. 1–14.

95. Barbieri S, Mehta S, Wu B, Bharat C, Poppe K, Jorm L, et al. Predicting
cardiovascular risk from national administrative databases using a combined

Frontiers in PublicHealth 08 frontiersin.org

https://doi.org/10.3389/fpubh.2023.1102185
https://doi.org/10.1093/cvr/cvab094
https://doi.org/10.3233/JAD-200955
https://doi.org/10.1093/jamiaopen/ooab006
https://doi.org/10.3233/SHTI210135
https://doi.org/10.1136/ebmental-2019-300136
https://doi.org/10.3390/jpm10020021
https://doi.org/10.1016/j.atherosclerosis.2022.01.01
https://doi.org/10.1186/s12859-019-3027-7
https://doi.org/10.1016/j.jbi.2019.103256
https://doi.org/10.1038/s41416-021-01506-7
https://doi.org/10.1016/j.jestch.2021.101091
https://doi.org/10.1016/j.intimp.2020.106705
https://doi.org/10.7717/peerj-cs.287
https://doi.org/10.1016/j.compbiomed.2022.105263
https://doi.org/10.1007/s11760-021-02098-8
https://doi.org/10.1136/practneurol-2020-002688
https://doi.org/10.1186/s12911-020-01332-6
https://doi.org/10.3390/jcm10061286
https://doi.org/10.2196/27992
https://doi.org/10.3390/cancers13236054
https://doi.org/10.1136/bmjopen-2021-055845
https://doi.org/10.1016/j.jiph.2022.01.011
https://doi.org/10.1016/j.ijmedinf.2021.104565
https://doi.org/10.1186/s12911-019-0990-x
https://doi.org/10.1007/s00420-014-1004-z
https://doi.org/10.1007/s11042-022-12102-z
https://doi.org/10.3390/ijerph18031117
https://doi.org/10.5455/aim.2021.29.21-25
https://doi.org/10.1155/2021/2567080
https://doi.org/10.1155/2021/6658058
https://doi.org/10.31083/j.jin2101020
https://doi.org/10.3390/s20123600
https://doi.org/10.3390/s20133777
https://doi.org/10.3934/mbe.2022007
https://doi.org/10.1038/ejcn.2015.221
https://doi.org/10.1016/j.foodchem.2021.131424
https://doi.org/10.1007/s10916-009-9275-8
https://doi.org/10.1038/s41598-021-04608-7
https://doi.org/10.1038/s41598-021-03879-4
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Okeibunor et al. 10.3389/fpubh.2023.1102185

survival analysis and deep learning approach. Int J Epidemiol. (2021) 9:256.
doi: 10.1093/ije/dyab258

96. Alazzam MB, Mansour H, Alassery F, Almulihi A. Machine learning
implementation of a diabetic patient monitoring system using interactive e-app.
Computat Intell Neurosci. (2021) 21:5759184. doi: 10.1155/2021/5759184

97. Abdulla A, Wang B, Qian F, Kee T, Blasiak A, Ong YH, et al. Project
IDentif.AI: harnessing artificial intelligence to rapidly optimize combination
therapy development for infectious disease intervention. Adv Therapeutic. (2020)
20:34. doi: 10.1002/adtp.202000034

98. Adegbosin AE, Stantic B, Sun J. Efficacy of deep learning methods for predicting
under-five mortality in 34 low-income andmiddle-income countries. BMJ open. (2020)
10:e034524. doi: 10.1136/bmjopen-2019-034524

99. WangM,Wei Z, JiaM, Chen L, Ji H. Deep learningmodel formulti-classification
of infectious diseases from unstructured electronic medical records BMCMed Informat
Deci Mak. (2022) 22:56. doi: 10.1186/s12911-022-01776-y

100. Al-Antari MA, Hua C-H, Bang J, Lee S. Fast deep learning computer-aided
diagnosis of COVID-19 based on digital chest x-ray images. Appl intelligen. (2020)
11:1–18. doi: 10.21203/rs.3.rs-36353/v2

101. Bae YJ, Shim M, Lee WH. Schizophrenia detection using machine learning
approach from social media content. Sensors. (2021) 21:751. doi: 10.3390/s21175924

102. Kim S-Y, Park T, Kim K, Oh J, Park Y, Kim D-J. A deep learning algorithm
to predict hazardous drinkers and the severity of alcohol-related problems using
K-NHANES. Front Psychiatry. (2021) 12:684406. doi: 10.3389/fpsyt.2021.684406

103. Ameh Joseph, Abdullahi M, Junaidu SB, Hassan Ibrahim H, Chiroma
H. Improved multi-classification of breast cancer histopathological images using
handcrafted features and deep neural network (dense layer). Intell Syst Applicat. (2022)
22:656. doi: 10.1016/j.iswa.2022.200066

104. Bai X,Wang H,Ma L, Xu Y, Gan J, Fan Z, et al. Advancing COVID-19 diagnosis
with privacy-preserving collaboration in artificial intelligence. ArXiv. (2021) 21:698.

105. Alali Y, Harrou F, Sun Y. A proficient approach to forecast COVID-19
spread via optimized dynamic machine learning models. Scientific Rep. (2022)
65:798. doi: 10.1038/s41598-022-06218-3

106. Awan MJ, Bilal MH, Yasin A, Nobanee H, Khan NS, Zain AM. Detection of
COVID-19 in chest x-ray images: a big data enabled deep learning approach. Int J
Environmen Res Public Health. (2021) 18:254. doi: 10.3390/ijerph181910147

107. Agarwal A, Henkel R, Huang C-C, Lee M-S. Automation of human semen
analysis using a novel artificial intelligence optical microscopic technology.Andrologia.
(2019) 51:e13440. doi: 10.1111/and.13440

108. Ahmed I, Jeon G. Enabling artificial intelligence for genome sequence analysis
of COVID-19 and alike viruses. Interdisciplin Sci Computat Life Sci. (2021) 21:1–
16. doi: 10.1007/s12539-021-00465-0

109. Babel A, Taneja R, Mondello Malvestiti F, Monaco A, Donde
S. Artificial intelligence solutions to increase medication adherence in
patients with non-communicable diseases. Front Digit Health. (2021)
3:669869. doi: 10.3389/fdgth.2021.669869

110. Anand RS, Stey P, Jain S, Biron DR, Bhatt H, Monteiro K, et al. Predicting
mortality in diabetic icu patients using machine learning and severity indices.
AMIA Joint Summits Translation Sci Proceed. AMIA Joint Summ Translat Sci.
(2018) 17:310–319.

111. Baron RJ. Using artificial intelligence to make use of electronic
health records less painful-fighting fire with fire. JAMA Netw Open. (2021)
4:e2118298. doi: 10.1001/jamanetworkopen.2021.18298

112. Baghel N, Dutta MK, Burget R. Automatic diagnosis of multiple cardiac
diseases from PCG signals using convolutional neural network. Comput
Methods Programs Biomed. (2020) 197:105750. doi: 10.1016/j.cmpb.2020.
105750

113. Bielza C, Larrañaga P, Okamoto H, Brain R. Bayesian networks in neuroscience:
a survey. Jama. (2014) 8:1–23. doi: 10.3389/fncom.2014.00131

114. Aslam N. Explainable artificial intelligence approach for the early prediction
of ventilator support and mortality in COVID-19 Patients. Computation. (2022)
22:568. doi: 10.3390/computation10030036

115. Ahn JC, Attia ZI, Rattan P, Mullan AF, Buryska S, Allen AM,
et al. Development of the ai-cirrhosis-ecg score: an electrocardiogram-
based deep learning model in cirrhosis. Am J Gastroenterol. (2022)
117:424–432. doi: 10.14309/ajg.0000000000001617

116. West E. Intelligence – Based Publications in Radiology From 2000 to 2018.
(2019), pp. 1–3.

117. Alami H, Rivard L, Lehoux P, Hoffman SJ, Cadeddu SBM, Savoldelli
M, et al. Artificial intelligence in health care: laying the Foundation for
Responsible, sustainable, and inclusive innovation in low- and middle-
income countries. Globalizat Health. (2020) 16:52. doi: 10.1186/s12992-020-0
0584-1

118. Schober P, Vetter TR. Linear Regression in Medical Research.
ANESTHESIA & ANALGESIA Statistical Min. (2021) 132:2020–
2021. doi: 10.1213/ANE.0000000000005206

119. Trunfio TA, Scala A, Giglio C, Rossi G, Borrelli A, Romano M, et al.
Multiple regression model to analyze the total LOS for patients undergoing
laparoscopic appendectomy. BMC Medical Informat Decision Mak. (2022) 22:141.
doi: 10.1186/s12911-022-01884-9

120. Bonnini S, Borghesi M. Relationship Between Mental Health
and Socio-Economic, Demographic and Environmental Factors in
the COVID-19 Lockdown Period — A Multivariate Regression
Analysis (2022).

Frontiers in PublicHealth 09 frontiersin.org

https://doi.org/10.3389/fpubh.2023.1102185
https://doi.org/10.1093/ije/dyab258
https://doi.org/10.1155/2021/5759184
https://doi.org/10.1002/adtp.202000034
https://doi.org/10.1136/bmjopen-2019-034524
https://doi.org/10.1186/s12911-022-01776-y
https://doi.org/10.21203/rs.3.rs-36353/v2
https://doi.org/10.3390/s21175924
https://doi.org/10.3389/fpsyt.2021.684406
https://doi.org/10.1016/j.iswa.2022.200066
https://doi.org/10.1038/s41598-022-06218-3
https://doi.org/10.3390/ijerph181910147
https://doi.org/10.1111/and.13440
https://doi.org/10.1007/s12539-021-00465-0
https://doi.org/10.3389/fdgth.2021.669869
https://doi.org/10.1001/jamanetworkopen.2021.18298
https://doi.org/10.1016/j.cmpb.2020.105750
https://doi.org/10.3389/fncom.2014.00131
https://doi.org/10.3390/computation10030036
https://doi.org/10.14309/ajg.0000000000001617
https://doi.org/10.1186/s12992-020-00584-1
https://doi.org/10.1213/ANE.0000000000005206
https://doi.org/10.1186/s12911-022-01884-9
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org

	The use of artificial intelligence for delivery of essential health services across WHO regions: a scoping review
	1. Introduction
	2. Materials and methods
	2.1. Search strategy
	2.2. Study selection
	2.3. Data extraction and analysis

	3. Results
	3.1. Search results
	3.2. WHO Regions
	3.3. Artificial intelligence methods and applications
	3.3.1. Single approaches 
	3.3.2. Combined approaches

	3.4. Health conditions assessed using AI applications

	4. Discussion
	5. Strengths and limitations of the study
	6. Conclusions
	Author contributions
	Funding
	Acknowledgments
	Conflict of interest
	Publisher's note
	Supplementary material
	References


