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Alzheimer’s disease (AD) is the leading cause of dementia in older adults. There is

currently a lot of interest in applying machine learning to find out metabolic diseases

like Alzheimer’s and Diabetes that affect a large population of people around the world.

Their incidence rates are increasing at an alarming rate every year. In Alzheimer’s disease,

the brain is affected by neurodegenerative changes. As our aging population increases,

more and more individuals, their families, and healthcare will experience diseases that

affect memory and functioning. These effects will be profound on the social, financial, and

economic fronts. In its early stages, Alzheimer’s disease is hard to predict. A treatment

given at an early stage of AD is more effective, and it causes fewer minor damage than

a treatment done at a later stage. Several techniques such as Decision Tree, Random

Forest, Support Vector Machine, Gradient Boosting, and Voting classifiers have been

employed to identify the best parameters for Alzheimer’s disease prediction. Predictions

of Alzheimer’s disease are based on Open Access Series of Imaging Studies (OASIS)

data, and performance is measured with parameters like Precision, Recall, Accuracy, and

F1-score for ML models. The proposed classification scheme can be used by clinicians

to make diagnoses of these diseases. It is highly beneficial to lower annual mortality rates

of Alzheimer’s disease in early diagnosis with these ML algorithms. The proposed work

shows better results with the best validation average accuracy of 83% on the test data

of AD. This test accuracy score is significantly higher in comparison with existing works.

Keywords: healthcare, prediction, Alzheimer’s disease (AD), machine learning, feature selection

INTRODUCTION

Alzheimer’s Disease (AD) is a progressive neurological condition that leads to short-term memory
loss, paranoia, and delusional ideas that are mistaken for the effects of stress or aging. In the
United States, this Disease affects about 5.1 million people. AD does not have proper medical
treatment. In order to control AD, continuous medication is necessary. AD (1) is chronic so that
it can last for years or the rest of your life. Therefore, it is most important to prescribe medication
at the appropriate stage so that the brain is not damaged to a great extent. Early detection of this
Disease is a tedious and costly process since we must collect a lot of data and use sophisticated tools
for prediction and have an experienced doctor involved. Automated systems are more accurate
than human assessment and can be used in medical decision support systems because they are not

https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://doi.org/10.3389/fpubh.2022.853294
http://crossmark.crossref.org/dialog/?doi=10.3389/fpubh.2022.853294&domain=pdf&date_stamp=2022-03-03
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/public-health#articles
https://creativecommons.org/licenses/by/4.0/
mailto:kavitha4cse@gmail.com
https://doi.org/10.3389/fpubh.2022.853294
https://www.frontiersin.org/articles/10.3389/fpubh.2022.853294/full


Kavitha et al. Early-Stage Alzheimer’s Disease Prediction

subject to human errors. Based on previous research on
AD, researchers have applied images (MRI scans), biomarkers
(chemicals, blood flow), and numerical data extracted from the
MRI scans to study this Disease. As such, they were able to
determine whether a person was demented or not. In addition
to shortening diagnosis time, more human interaction will
be reduced by automating Alzheimer’s diagnosis. In addition,
automation reduces overall costs and provides more accurate
results. For example, we can predict whether a patient is
demented by analyzing MRI scans and applying prediction
techniques. If a person has early-stage Alzheimer’s Disease,
they are considered demented. By doing so, we can achieve
better accuracy.

When a person has Alzheimer’s Disease in the early stages,
they can usually function without any assistance. In some cases,
the person can still work, drive, and partake in social activities.
Although this is the case, the personmay still feel uneasy or suffer
from memory loss, such as not remembering familiar words and
locations. People close to the individual notice that they have
difficulty remembering their names. By conducting a detailed
medical interview, a doctor may identify problems with memory
and concentration in the patient. Common challenges in early
stage of Alzheimer’s Disease include,

• It’s hard to remember the right word or name.
• Having difficulty remembering names when meeting

new people.
• Working in social settings or the workplace every day can

be challenging.
• Having forgotten something that you have just read in a book

or something else.
• Having trouble finding or misplacing a valuable object.
• Tasks and activities are becoming increasingly difficult to

plan or organize.

Alzheimer’s symptoms become more persistent as the Disease
progresses. When people suffer from dementia, their ability to
communicate, adapt to their environment, and eventually move
is lost. It becomes much more difficult for them to communicate
pain through words or phrases. Individuals may need substantial
assistance with daily activities as their memory, and cognitive
skills continue to decline. At this stage, individuals may:

• Personal care and daily activities require 24/7 assistance.
• The consciousness of their surroundings, as well as recent

experiences, is lost.
• As you age, you may experience changes in your physical

abilities and walking, sitting, and eventually swallowing.
• Communication with others is becoming increasingly difficult.
• Infections, specifically pneumonia, become more prevalent.

Motivation
Under the current conditions, human instinct and standard
measurements do not often coincide. In order to solve this
problem, we need to leverage innovative approaches such as
machine learning, which are computationally intensive and non-
traditional. Machine learning techniques are increasingly being
used in disease prediction and visualization to offer prescient

and customized prescriptions. In addition to improving patients’
quality of life, this drift aids physicians in making treatment
decisions and health economists in making their analyses.
Viewing medical reports may lead radiologists to miss other
disease conditions. As a result, it only considers a few causes and
conditions. The goal here is to identify the knowledge gaps and
potential opportunities associated withML frameworks and EHR
derived data.

Contribution
In our research work, people affected by Alzheimer’s Disease are
identified and we aims at finding individuals who potentially
have Alzheimer’s at an early stage. The datasets for Alzheimer’s
Disease is available on both OASIS and Kaggle which is used
for training all patient’s data using various machine learning
algorithms such as SVM, Random Forest classifier, Decision tree
classifier, XGBoost and Voting classifier to effectively distinguish
the affected individuals with high degree of efficiency and
speed. Finally, an overview of how the Disease has affected the
population according to various criteria is analyzed.

Organization
Following are the different sections of our work: Section Related
Works address the recent papers on detecting Alzheimer’s
Disease using Machine learning and Deep learning models.
Section Materials and Methods discusses the exploratory data
analysis, and differentMachine learning classifier models. Results
and Discussion section address the performance measures of
different Machine Learning models. Finally Section Conclusion
concludes the work and discusses the future work.

RELATED WORKS

Alzheimer’s Disease is predicted using ML algorithms by using a
feature selection and extraction technique, and the classification
is conducted based on the oasis longitudinal dataset. The
different techniques (2) involved in analyzing brain images for
diagnosing diseases of the brain to provide a brief overview.
Several major issues are discussed in this article relating
to machine learning and deep learning-based brain disease
diagnostics based on the results of the reviewed articles. The
most accurate method of detecting brain disorders was found in
this study and can be used to improve future techniques. Using
machine learning and deep learning platforms, this study aims
to combine recent research on four brain diseases: Alzheimer’s
disease, brain tumors, epilepsy, and Parkinson’s disease. By using
22 brain disease databases that are used most during the reviews,
the authors can determine the most accurate diagnostic method.

Martinez-Murcia et al. (3) uses deep convolutional
autoencoders to explore data analysis of AD. Data-driven
decomposition of MRI images allows us to extract MRI features
that represent an individual’s cognitive symptoms as well
as the underlying neurodegeneration process. A regression
and classification analysis are then performed to examine
the distribution of the extracted features in a wide variety of
combinations, and the influence of each coordinate of the
autoencoder manifold on the brain is calculated. MMSE or
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ADAS11 scores, along with imaging-derived markers, can be
used for over 80% accuracy to predict AD diagnosis.

A deep neural network is used with layers (4, 5)) that are all
connected to perform binary classification. Each hidden layer is
activated by a different activation function. A model with the
best performance is chosen after k-folds validation Researchers
at the Lancet Commission found that about 35% of Alzheimer’s
risk factors can be modified. The following factors can contribute
to these risks: a lack of education, hypertension, obesity, hearing
loss, depression, diabetes, lack of physical activity, smoking, and
social isolation. Regardless of the impact of these factors at any
stage of life, it is beneficial to eliminate them. Studies have
suggested (6) that early intervention and treatment of modifiable
Alzheimer’s risk factors can prevent or delay 30% of cases of
Alzheimer’s (7). According to the InnovativeMidlife Intervention
for Alzheimer’s Deterrence (In-MINDD) project (8) one way to
calculate Alzheimer’s risk based on risk factors is by using the
Lifestyle for Brain Health (LIBRA) index (9–12). According to
the National Academy of Medicine (13, 14) cognitive training,
hypertension management, and increased physical activity were
the three main categories of dementia intervention. The most
common type of Alzheimer’s is Alzheimer’s Disease (AD).
Among the types of Alzheimer’s, Vascular Alzheimer’s (VaD) is
the second most common, followed by Alzheimer’s with Lewy
bodies. A few other types of Alzheimer’s are associated with
brain injuries, infections, and alcohol abuse. Tatiq and Barber
(15) in their study suggested that Alzheimer’s can be prevented
by targeting modifiable vascular risk factors because these two
types often co-exist in the brain and share some modifiable risk
factors. Williams et al. (16) obtained predictions of cognitive
functioning based on neuropsychological and demographic
data using four different models: SVM, Decision Tree, NN,
and Naïve-Bayes. In this case, average values were substituted
for the missing values; the accuracy of Naive Bayes was the
highest. Data from ADNI study are applied using ten-fold cross-
validation (17, 18) and show high correlation between genetic,
imaging, biomarker, and neuropsychological outcomes. MRI
images from the OASIS dataset (19, 20) are analyzed using voxel-
based morphometry. Table 1 summarizes the recent work on
prediction of Alzheimer’s disease.

MATERIALS AND METHODS

The proposed approach consists of three basic steps. Firstly, the
Alzheimer’s disease dataset (24–26) was loaded into pandas for
data preprocessing. This study utilized a longitudinal dataset, so
a timeline of the study was necessary to gain further insight into
the data. Our first step was to determine how cross-sectional the
data appear to be, if either at a baseline or at a particular time.
A complete analysis of the data was then conducted, including a
comparison of the main study parts and the corresponding data
collected during each visit. In this work, longitudinal MRI data is
our primary data source. MRI data from 150 patients aged from
60 to 96 were included in the study. We scanned each patient at
least once. Everyone is right-handed. Throughout the study, 72
of the patients were classified as “non-demented”. At the time of

TABLE 1 | Summary of recent work related to AD.

Research study Dataset Models Average

classification

accuracy

Khan et al. (2) Inage modality Machine learning

and deep

learning models

Study on different

ML and DL

approaches, and

different databases

related to brain

disease

Saratxaga et al. (21) OASIS dataset Deep learning

and image

processing

technique

88%

Sudharsan and

Thailambal (22)

ADNI dataset Machine learning

models

75%

Helaly et al. (5) ADNI dataset Convolutional

neural networks

93% for multiclass

AD stages

Shakila Basheer et al. (23) OASIS dataset Deep neural

networks

92%

Martinez-Murcia et al. (3) ADNI dataset Deep learning

using

convolutional

autoencoders

80%

Prajapati et al. (4) ADNI dataset Deep neural

network binary

classifier

85%

TABLE 2 | Dataset description.

S.No. Attributes Description

1 ID Identification

2 M/F Gender (M if Male, F if Female)

3 Hand Handedness

4 Age Age in years

5 EDUC Years of education

6 SES Socio Economic Status

7 MMSE Mini Mental State Examination

8 CDR Clinical Dementia Rating

9 eTIV Estimated Total Intracranial Volume

10 nWBV Normalize Whole Brain Volume

11 ASF Atlas Scaling Factor

12 Delay Delay

their initial visits, 64 patients were classified as being “Demented,”
and they remained in this category throughout the study. Table 2
shows the dataset description of MRI data.

The Machine Learning techniques (26, 27) were applied
to Alzheimer’s disease datasets to bring a new dimension to
predict Disease at an early stage. The raw Alzheimer’s disease
datasets are inconsistent and redundant, which affects the
accuracy of algorithms (28, 29). Before evaluating machine-
learning algorithms, datamust be effectively prepared for analysis
by removing unwanted attributes, missing values, and redundant
records. Building a machine-learning model requires splitting
the data into training and testing sets. In the following data
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FIGURE 1 | Proposed workflow.

preparation step, the training data were used to create a model,
which was then applied to test data to predict Alzheimer’s Disease
(28, 30, 31). The model was trained from training set data, and
test set data were used to test unseen data. Cross-validation was
carried out by dividing the dataset into three subsets. Model
predictions are made using one subset of the data (test data) and
model performance is evaluated using the other subsets (training
and validation) of the data. The data had been preprocessed,
and we randomly divided it into an 80:20 ratio, with 80% going
to training and 20% gone to testing. Figure 1 describes the
system workflow for predicting the Alzheimer’s Disease at early
stage (32, 33).

Data Preparation
Various data-mining techniques were used to clean and
preprocess the data in this phase. As part of this, missing values

are handled, features are extracted, and features are transformed,
and so on. In the SES column, we identified 9 rows with missing
values (34, 35). This issue is addressed in two ways. The simplest
solution is to drop the rows with missing values. The other
way to fill in missing values is by Imputation (21), which refers
to replacing them with their corresponding values. The model
should perform better if we impute since we only have 140
measurements. The 9 rows with missing values are removed in
the SES attribute and themedian value is used for the imputation.

Data Analysis
We have discussed the relationships between each feature of an
MRI test and dementia in this section. In order to formulate
the relationship of data explicitly using a graph, we conducted
this Exploratory Data Analysis process (36, 37) to estimate
the correlations before extracting data or analyzing it. The
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TABLE 3 | Min, max, and median values of each attribute.

Min Max Mean Median

EDUC 7 22 14.2

SES 2 6 2.3

MMSE 16 30 26.2

CDR 0 1 0.3

eTIV 1,120 1,990 1,450

nWBV 0.55 0.81 0.7

ASF 0.87 1.43 1.3

information could be used to interpret the nature of the data later
on and to determine what method to use to analyze it. Table 3
shows the Min, Max and median values of each attribute.

Feature Selection
Feature selection is very important in machine learning. In
this work, feature selection is applied to the clinical data
of Alzheimer’s disease where we have thousands of samples.
Feature selection (22) has three methods such as: Filter methods,
Wrapper methods, and embedded methods. Filter method is a
common method used in the stage of pre-processing. Wrapper
methods is anothermethodwhich core the feature subset. Finally,
Embedded method combines the filter and wrapper methods.

The most common and popular feature selection methods are
chosen in this work are Correlation coefficient, Information gain,
and Chi-Square.

Correlation Coefficient
The covariance between the two variables X and Y is defined as

ρX,Y =
Cov(X,Y)

σXσY

The covariance between two variables measures the linear
relationship between them. Using correlation coefficients, it
is easy to find a correlation between the various stages of
Alzheimer’s. The problem with this method is that the data is
collected from a broad range of sources, so it becomes very
sensitive to outliers.

Information Gain
The entropy of the lower node is subtracted from the entropy
of upper node to obtain the Information gain value when the
attribute D is selected.

Gain (D) = I (s1, s2, s3, . . . . . . .sn) − E (Feature D)

Chi-Square: Using this method, we can examine categorical
variables such as the relationship between food and obesity.

Chi− Square =
(Observed − Expected)2

expected

Preparation and Splitting the Data
Figure 2 shows the schematic representation of data splitting
stage

1. Select Data: M.F, Age, EDUC, SES, MMSE, eTIV, nWBV,
ASF, CDR

2. Train_Data <- round(0.8 ∗ nrow(data)) #Select 80% of
train data

3. TrainData_indices <- sample(1:nrow(data), Train_Data).
#Vector is created with random indeces

4. TrainML <- data[TrainData_indices, ] #Training dataset
is generated

5. SplitFormula<- CDR∼M.F+Age+ EDUC+ SES+MMSE
+ eTIV+ nWBV

6. N= 5
7. Split<- nWayCrossValidation(nrow(data), n). #5-fold cross

validation is generated

Classifier Models
Decision Tree (DT)
An overview of the decision tree gives a tree-based
model for dividing the data repeatedly based on the
cutoff values of the features. Splitting creates subsets by
separating instances into subsets. Intermediate subsets are
referred to as internal nodes, while leaves are referred
to as leaf nodes. A decision tree is most useful when
there is significant interaction between the features and
the target.

Random Forest (RF)
A random forest model performs better than a decision tree
because it avoids the problem of overfitting. Models based on
random forests consist of various decision trees, each slightly
different from the others. Using the majority voting algorithm,
the ensemble makes predictions based on each individual
decision tree model (bagging). As a result, the amount of
overfitting is reduced while maintaining the predictive ability of
each tree.

Support Vector Machine (SVM)
This method involves determining the class of data points
by appropriate hyper planes in a multidimensional space.
By using SVM (25), we aim to find a hyperplane that
separates cases of two categories of variables that take up
neighboring clusters of vectors, one on one side, the other
on the other side. Support vectors are those that are closer
to the hyperplane. Training and test data are used in SVM.
Training data is broken up into target values and attributes.
SVM produces a model for predicting target values for
test data.

XGBoost
XGBoost stands for eXtreme Gradient BOOSTting. It
refers to the process of implementing gradient-boosted
decision trees for maximum speed and performance.
Due to the sequential nature of model training, gradient
boosting machines are generally slow in implementation
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FIGURE 2 | Representation of data splitting.

and not very scalable. XGBoost is focused on speed
and performance.

Voting
Voting is one of the simplest ways of combining the predictions
from multiple earning algorithms. Voting classifiers aren’t
actually classifiers but are more like wrappers for multiple
ones that are trained and evaluated concurrently in order to
benefit from their specific characteristics. We can train data sets
using different algorithms and ensembles then to predict the
final output. There are two ways to reach a majority vote on
a prediction:

Hard voting: The simplest form of majority voting is hard
voting. The class with the most votes (Nc) will be chosen
in this case. Our prediction is based on the majority vote of
each classifier.

Soft voting: This involves adding up the probability vectors
for each predicted class (for all classifiers) and choosing the one
that represents the highest value (recommended only when the
classifiers are well calibrated).

Model Validation
Model validation reduces the overfitting problem. Cross
Validation is done to train theMLmodel and are used to calculate
the accuracy of the model. It is a challenging task to make the

ML model from noise free. Hence, in this research work, Cross
validation is performed which divides the whole dataset into n
divisions which is of equal in size. The ML model is trained for
every iteration with the n-1 divisions. The performance of the
method is analyzed by the mean of all n-folds. In this work, the
ML model was trained and tested 10 times by applying ten-fold
cross validation to the model.

RESULTS AND DISCUSSIONS

We evaluate various performance metrics like accuracy,
precision, recall and F1 score. To determine the best parameters
for each model, we perform 5-fold cross-validation: Decision
Tree, SVM, Random Forests, XGBoost and Voting. Finally,
we compare accuracy of each model. Several metrics and
techniques were used to identify overfitting and parameter
tuning issues after the models were developed. Performance
evaluations can either be binary or multiclass and are described
using the confusion matrix. A learning model was developed
to distinguish true Alzheimer’s disease affected people from a
given population and a novel Machine Learning classifier was
developed and validated to predict and separate true Alzheimer’s
disease affected people. The following evaluation measures were
calculated using these components: precision, recall, accuracy,
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FIGURE 3 | Analysis of demented and non-demented rate based on gender, Gender group Female = 0, Male = 1.

FIGURE 4 | Analysis of MMSE scores for demented and non-demented group of patients.

and F-score. Based on this study, recall (sensitivity) is the
proportion of people accurately classified as having Alzheimer’s.
The precision of Alzheimer’s diagnosis is the rate of people
correctly classified as not having the disease. Alternatively,
F1 represents the weighted average of recall and precision,
while accuracy represents the proportion of people correctly
classified. According to the results, the patient receives a report

that tells him or her what stage of Alzheimer’s Disease he or
she is currently in. It is very important to detect the stages
because the stages are based on the responses of the patients.
In addition, knowing the stage helps doctors better understand
how the Disease is affecting them. This research used these
environments, tools, and libraries to conduct its experiments
and analysis:
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FIGURE 5 | (A–C) Analysis of ASF, eTIV and nWBV for Demented and Non-demented group.

a) Environments Used: Python 3
b) Scikit-learn libraries for machine learning

The Figure 3 indicates that men are more likely than women
to have dementia. Figure 4 that the non-demented group had
much higher MMSE (Mini-Mental State Examination) scores
than those with dementia.

The Figures 5A–C shows the analyzed value of ASF, eTIV and
nWBV for Demented and Non-demented group of people. As

indicated by the graph in Figure 5, the Non-demented group
has a higher brain volume ratio than the Demented group. The
reason for this is that the diseases influence the brain tissues
causing them to shrink. Figure 6 shows the analyzed results of
EDUC for Demented and Non-demented people.

Figure 7 shows the analysis on age attribute to find the
percentage of people affected based on the demented and non-
demented group. It is observed that a higher percentage of
Demented patients are 70-80 years old than non-demented
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FIGURE 6 | Analysis on years of education.

FIGURE 7 | Analysis on people affected by demented and non-demented group based on age.

TABLE 4 | Performance comparison of different ML models.

Model Accuracy Precision Recall F1-score

Decision tree classifier 80.46% 0.80 0.79 0.78

Random forest classifier 86.92% 0.85 0.81 0.80

Support vector machine 81.67% 0.77 0.70 0.79

XGBoost 85.92% 0.85 0.83 0.85

Voting classifier 85.12% 0.83 0.83 0.85

patients. It is likely that people with that kind of Disease have
a low survival rate. Only a few people are over 90 years old.

From the above all analysis on the attributes, the following are
the summary on intermediate results.

1. It is more likely for men to have demented, or Alzheimer’s
Disease, than for women.

2. In terms of years of education, demented patients were
less educated.

3. Brain volume in non-demented groups is greater than in
demented groups.

4. Among the demented group there is a higher concentration of
70-80-year-olds than in the non-demented patients.

FIGURE 8 | Confusion matrix for decision tree.

Table 4 shows the performance comparison of accuracy,
precision, recall, and F1 score for different ML models. The
performance measures are defined as,
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FIGURE 9 | Confusion matrix for random forest.

FIGURE 10 | Confusion matrix for SVM.

FIGURE 11 | Confusion matrix for XGBoost.

FIGURE 12 | Confusion matrix for soft voting classifier.

FIGURE 13 | Confusion matrix for hard voting classifier.

FIGURE 14 | Comparison of accuracy.
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FIGURE 15 | Comparison of precision.

FIGURE 16 | Comparison of recall.

Accuracy: It is the measure of finding the proportion of
correctly classified result from the total instances.

Accuracy(inPercentage) =
TN + TN

TP + TN + FP + FN
× 100

Precision: This measures the number of correctly predicted
positive rate divided by the total predicted positive rates. If the
Precision value is 1, it is meant as a good classifier.

Precision =
TP

TP + FP

Recall: Recall is a true positive rate. If the recall is 1, it is meant as
a good classifier.

Recall(inPercentage) =
TP

TP + FN

FIGURE 17 | Comparison of F1 score.

F1 Score: It is a measure which considers both Recall and
Precision parameters. F1 score becomes 1 only when both the
measure such as Recall and Precision is 1.

F1Score(inPercentage) = 2∗
Recall∗Precision

Recall+ Precision

The most common metrics are the conversions of the True
Positive (TP), the False Positive (FP), the True Negative (TN),
and the False Negative (FN) metrics. Figures 8–13 shows the
confusion matrix for Decision tree, Random Forest, SVM, XG
boost, Soft, and Hard Voting classifier ML models.

A comparison of training and testing accuracy has been
conducted for each model to eliminate overfitting. For each
model, precision, recall, accuracy, and F1-score are shown in
Table 3. Based on the analysis showed in the Table 3, the results
approved that the best and ideal techniques, which have a good
performance, are random forest, and XGBoost. The accuracy
value of Voting classifier model is also closer to the random
forest, and XGBoost models. All the experimental results (the
average accuracy, precision, recall, and F measure of each model)
were collected for extra analysis. The comparative analyses
among all the Machine Learning models in terms of accuracy,
precision, recall, and F1 score are presented graphically in
Figures 14–17 respectively.

CONCLUSIONS

Alzheimer’s is a major health concern, and rather than offering
a cure, it is more important to reduce risk, provide early
intervention, and diagnose symptoms early and accurately. As
seen in the literature survey there have been a lot of efforts
made to detect Alzheimer’s Disease with different machine
learning algorithms and micro-simulation methods; however, it
remains a challenging task to identify relevant attributes that can
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detect Alzheimer’s very early. The future work will focus on the
extraction and analysis of new features that will be more likely to
aid in the detection of Alzheimer’s Disease, and on eliminating
redundant and irrelevant features from existing feature sets to
improve the accuracy of detection techniques. By adding metrics
like MMSE and Education to our model, we’ll be able to train it to
distinguish between healthy adults and those with Alzheimer’s.
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