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Previous research has shown that simulated child sexual abuse (CSA) interview 
training using avatars paired with feedback and modeling improves interview 
quality. However, to make this approach scalable, the classification of interviewer 
questions needs to be automated. We tested an automated question classification 
system for these avatar interviews while also providing automated interventions 
(feedback and modeling) to improve interview quality. Forty-two professionals 
conducted two simulated CSA interviews online and were randomly provided 
with no intervention, feedback, or modeling after the first interview. Feedback 
consisted of the outcome of the alleged case and comments on the quality of 
the interviewer’s questions. Modeling consisted of learning points and videos 
illustrating good and bad questioning methods. The total percentage of agreement 
in question coding between human operators and the automated classification 
was 72% for the main categories (recommended vs. not recommended) and 
52% when 11 subcategories were considered. The intervention groups improved 
from first to second interview while this was not the case in the no intervention 
group (intervention x time: p = 0.007, ηp

2 = 0.28). Automated question classification 
worked well for classifying the interviewers’ questions allowing interventions to 
improve interview quality.
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1. Introduction

Prevalence estimates for child sexual abuse (CSA) range from 8 to 31% for girls and 3 to 
17% for boys (Barth et al., 2013). Given the harm caused by CSA on individuals’ psychological, 
relational, and somatic health (Hailes et al., 2019), it is paramount to prevent CSA but also to 
investigate suspected cases effectively. However, the child’s statement is often the only available 
evidence (Elliott and Briere, 1994; Herman, 2009) making investigative interviews with the child 
central. Unfortunately, while children can provide accurate reports, these can be distorted by 
closed and suggestive questioning (Ceci and Bruck, 1995). Unfortunately, such questions are 
often used (Cederborg et al., 2000; Sternberg et al., 2001; Korkman et al., 2008) and effective 

OPEN ACCESS

EDITED BY

Gunn Astrid Baugerud,  
Oslo Metropolitan University,  
Norway

REVIEWED BY

Michael Alexander Riegler,  
Simula Research Laboratory,  
Norway
Hanna Lahtinen,  
University of Eastern Finland,  
Finland
David La Rooy,  
Abertay University,  
United Kingdom

*CORRESPONDENCE

Shumpei Haginoya  
 haginoya@psy.meijigakuin.ac.jp

SPECIALTY SECTION

This article was submitted to  
Forensic and Legal Psychology,  
a section of the journal  
Frontiers in Psychology

RECEIVED 29 December 2022
ACCEPTED 31 January 2023
PUBLISHED 23 February 2023

CITATION

Haginoya S, Ibe T, Yamamoto S, Yoshimoto N, 
Mizushi H and Santtila P (2023) AI avatar tells 
you what happened: The first test of using 
AI-operated children in simulated interviews to 
train investigative interviewers.
Front. Psychol. 14:1133621.
doi: 10.3389/fpsyg.2023.1133621

COPYRIGHT

© 2023 Haginoya, Ibe, Yamamoto, Yoshimoto, 
Mizushi and Santtila. This is an open-access 
article distributed under the terms of the 
Creative Commons Attribution License (CC BY). 
The use, distribution or reproduction in other 
forums is permitted, provided the original 
author(s) and the copyright owner(s) are 
credited and that the original publication in this 
journal is cited, in accordance with accepted 
academic practice. No use, distribution or 
reproduction is permitted which does not 
comply with these terms.

TYPE Original Research
PUBLISHED 23 February 2023
DOI 10.3389/fpsyg.2023.1133621

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2023.1133621%EF%BB%BF&domain=pdf&date_stamp=2023-02-23
https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1133621/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1133621/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1133621/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1133621/full
mailto:haginoya@psy.meijigakuin.ac.jp
https://doi.org/10.3389/fpsyg.2023.1133621
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2023.1133621


Haginoya et al. 10.3389/fpsyg.2023.1133621

Frontiers in Psychology 02 frontiersin.org

training strategies are needed to change this. Here, we present the 
results of a first training study in which interviewers interviewed 
AI-driven child avatars in an attempt to change their interview 
behavior using either a feedback or a modeling intervention between 
two interviews.

In order to support children’s reporting accuracy, it is important 
to avoid leading questions as these can lead to inaccurate statements 
(Ceci and Bruck, 1993, 1995; Bruck and Ceci, 1999). A study by 
Finnilä et  al. (2003), for example, showed that after a visit at the 
daycare by a clown, 20% of children falsely answered yes to the 
question “He told you that what you did together was a secret and that 
you could not tell anyone, did not he?.” Instead, interviewers should 
use open-ended questions that promote recall memory eliciting more 
accurate answers from children (Lamb et al., 2003; Lyon, 2014). The 
challenge is to get interviewers to follow this approach to interviewing 
in practice (e.g., Johnson et al., 2015).

Unfortunately, most attempts at training interviewers have not 
been effective. An exception is the work of Michael E. Lamb and 
colleagues (e.g., Lamb et  al., 2002b), showing that a structured 
interview protocol coupled with extensive feedback improves 
interview quality. However, performance deteriorates after feedback 
is no more available (Lamb et al., 2002a,b). Also, feedback on real 
investigative interviews is limited to the questions used but cannot 
be given regarding whether the elicited child responses are actually 
accurate or inaccurate. Another successful training program is the 
Specialist Vulnerable Witness Forensic Interview Training (Benson 
M. S. and Powell M. B., 2015; Powell et al., 2016) which includes 
several modules over a number of months. Using actors’ role playing 
children, also a commonly used approach, may not adequately mimic 
the cognitive abilities of real children. Finally, a practically useful 
approach needs to be scalable, that is, it needs to be possible to provide 
it effectively and at a low cost. This is not true for some of the 
current approaches.

In a promising approach, the efficacy of simulated avatar interview 
training for changing interviewer behavior has been explored by the 
following research groups. Powell and colleagues have developed a 
training tool using digital avatars that allows interviewers learn the use 
of open-ended questions by choosing appropriate questions from a list 
of options (see Brubacher et al., 2015). In this line of studies, the 
effectiveness of comprehensive training programs that encompass 
mock interviews with avatars have been examined (Benson M. and 
Powell M., 2015; Benson M. S. and Powell M. B., 2015; Powell et al., 
2016), and more recently, long-term training effects were also 
examined (Brubacher et al., 2021). Baugerud and colleagues have 
developed interactive virtual reality avatars to train interviewers 
(Salehi et al., 2022). They have investigated the optimal combination 
of different components (e.g., visual, auditorial, emotional, and 
linguistic features of avatars) emphasizing avatar realism with positive 
feedback from potential end-users. However, evidence of efficacy has 
not yet been published. Volbert and colleagues have also worked on 
building a training module for discussions with virtual children and 
recently reported the algorithm of them (Tamm et  al., 2022). In 
addition, Santtila and colleagues have developed Avatar Training 
using simulated avatar interviews with different interventions. This 
approach is characterized by a more avatar interview-centered training 
protocol. While Powell and colleagues include the avatar interviews as 
part of a training course also including other components (such as 
vocal exercises for open questions and watching videos demonstrating 

best practices), Avatar Training has focused on testing various 
interventions combined with simulated interviews with avatars where 
interviewers have asked their questions verbally. In addition, unlike 
the VR environment worked on by Baugerud and colleagues, Avatar 
Training has delivered the training via computers or smartphones. 
This allows both remote and face-to-face training. In addition, so far, 
Avatar Training is the only training with evidence of the changes in 
interviewer behavior obtained within the simulations transferring to 
interviews with actual children both in a mock-victim (Pompedda 
et  al., 2020) and actual police field interview situations (Kask 
et al., 2022).

In the series of studies on Avatar Training, participants have 
been provided feedback on both the types of questions they used 
and the accuracy of the details they have elicited from the avatars 
after the interviews (Pompedda et al., 2015; Krause et al., 2017; 
Haginoya et al., 2020, 2021; Pompedda et al., 2020). The response 
algorithms determining the avatar responses have been modeled on 
the response behavior of actual children during interviews. For 
example, if the interviewer asks a question about something the 
avatar does not “remember,” the avatar gives no response. However 
if the question is repeated, there is a predetermined likelihood that 
the avatar will change their response to yes. This way, suggestive 
interviewing can elicit inaccurate details from the avatars, 
mimicking actual investigative interviews. The experiments 
conducted so far (Pompedda et al., 2015, 2020; Krause et al., 2017; 
Haginoya et al., 2020, 2021) have shown that this training increases 
use of open questions. A recent mega-analysis (Pompedda et al., 
2022) including a total of 2,208 interviews containing 39,950 
recommended and 36,622 non-recommended questions from 394 
participants including European and Japanese students, 
psychologists, and police officers showed that feedback robustly 
increased recommended questions and decreased 
non-recommended questions resulting in more correct details 
being elicited from the avatar, and more correct conclusions being 
reached about what had “happened.”

Besides feedback, Haginoya et al. (2021) examined the effect of 
adding behavioral modeling and combining it with feedback. 
Behavioral modeling training (BMT) is based on Bandura and 
McClelland’s (1977) social learning theory and contains several 
components: (1) identifying well-defined behaviors, (2) showing the 
effective use of those behaviors through model(s), (3) giving 
opportunities to practice those behaviors, (4) providing feedback and 
social reinforcement, and (5) taking measures to maximize the 
transfer to actual practice (Taylor et al., 2005). Providing feedback 
already incorporates the last three components. Haginoya et al. (2021) 
incorporated the remaining components to the Avatar Training and 
showed that that modeling improved interview quality (and 
consequently also the quality of information elicited and the 
correctness of conclusions drawn) both alone and in combination 
with feedback.

The Avatar Training approach used in previous research has many 
positive features (e.g., the participants can communicate with the 
avatars in natural dialog format without having to choose from a list 
of options or write in their questions) and has convincing support for 
its efficacy, a problem remains. In all of the studies described above, 
an operator has coded the questions asked by the participants and 
input this information into the software after which the response 
algorithms have taken over. In order for the training approach to 
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be truly scalable, it is necessary to automate this process, that is, the 
operator needs to be replaced by an automated AI classification of the 
questions asked. Given that the approach to classify questions 
developed by Lamb et al. (1996) and further developed by Korkman 
et al. (2006) is based on a psychological and not a linguistic analysis 
of interview questions, it is not immediately clear how effective such 
an automated classification system will be even given the impressive 
recent advances in natural language processing (Khurana et al., 2022). 
Also, investigative interviews present some particular challenges that 
need to be  addressed by an automated classification system of 
interviewer questions. Importantly, the interviewer repeating a 
question has been proven to negatively impact the accuracy of 
information elicited from child witnesses (Scullin and Ceci, 2001; 
Krähenbühl et  al., 2009; Volpini et  al., 2016). This means that an 
automated question classifier needs to be  situationally aware and 
identify when a question is a repetition of a previous one. Also, besides 
questions addressing the abuse allegation, interviewers often also ask 
questions about the social context of the child avatar. A failure to 
be  able to provide appropriate responses to such questions about 
family relationships, hobbies, and school work would disturb the 
realness of the simulation. So far, no previous research has 
demonstrated that it is possible to use an automated question classifier 
and combine this with behavioral interventions to improve the quality 
of investigative interviews. If possible, this would constitute a major 
milestone in developing a scalable and effective training approach in 
this area.

Most research on training with avatars has so far used 
university student samples. However, given that professional 
groups may be expected to perform better given their education 
and experience (although experts seem to rarely use open 
questions in actual interviews; Lamb et al., 2018), it is important 
to establish training effects in these groups as well. In fact, 
previous research (Pompedda et al., 2020; Haginoya et al., 2021) 
has shown that training with avatars also improves interview 
quality in professional groups.

1.1. Aim and hypotheses

The present study had two major aims. First, we wanted to show 
that automated question classification is possible in the context of 
investigative interviews with children. Second, we wanted to show that 
it is possible to improve the quality of investigative interviews using 
behavioral interventions (feedback and modeling) while using 
automated question classification.

We had two hypotheses:

 1. We expected it to be possible to classify interviewer questions 
at a higher than chance level using an automated classifier 
developed based on training data taken from previous  
experiments.

 2. We expected there to be  an interaction between time and 
intervention as a result of participants in the intervention 
groups improving from first to second interview while this was 
not expected to happen in the control group. Planned 
comparisons were used to investigate in which groups’ 
improvements occurred and which of the groups differed 
significantly during the second interview.

2. Method

2.1. Participants

The participants were 42 (25 women, 14 men, and three 
unreported gender) professionals (Mage = 37.1, SD = 7.1) who 
completed the experiment for a compensation of 2,000 JPY (13 
participants were not compensated due to their employer’s regulations 
prohibiting this). They consisted of clinical psychologists (n = 16), 
police personnel (n = 8), child guidance office staff (n = 4), hospital 
workers (n = 4), educational facility workers (n = 3), and others who 
preferred not to specify their affiliations (n = 7). Twenty-four (57%) 
had taken training course(s) in child interviewing, and 30 (71%) had 
experience of interviewing children. They were randomly allocated 
into either the no intervention (n = 14), the feedback (n = 15) or the 
modeling group (n = 13). The Research Ethics Committee of the 
Faculty of Psychology of Meiji Gakuin University (Japan) approved 
the study (20210031) before the data collection commenced.

2.2. Design

The present study employed a 2 (first or second interview; within-
participants) x 3 (no intervention, feedback between the two 
interviews, or modeling between the two interviews; between-
participants) mixed design. Participants were randomly assigned to 
either the no intervention (n = 14), the feedback (n = 15), or the 
modeling (n = 13) group.

2.3. Materials

2.3.1. AI-based interview simulation
To create an avatar that automatically responds to the interviewer, 

we developed an AI model (hereafter referred to as AI Avatar) that 
classifies the interviewer’s questions and selects appropriate answers 
without human assistance. The interview simulation application was 
built on the Microsoft Azure server and it was available 24/7 during the 
study period. Figure 1 illustrates the interview simulation (an example 
video is available from this link: https://youtu.be/hb9knAMzrds). The 
simulated interview was conducted in a question-and-answer format 
between the interviewer and the AI Avatar. The interviewer started 
recording a question by clicking the recording button presented below 
the avatar and ended the recording by clicking the end recording button. 
The recorded question was then transcribed using the Google Cloud 
Speech-to-Text API and sent to the N-gram extraction step. Next, the 
extracted N-gram was processed by a question classification algorithm 
based on a machine learning model and the answer selection algorithm 
then chose and played an avatar answer to the interviewer.

2.3.2. Avatars
Of the total of 16 avatars available in the AI Avatar system, two 

avatars were allocated to each of the eight patterns of features with 
different ages (4 or 6 years old), gender (girl or boy), and abuse status 
(abused or non-abused). Two avatars (a 4-year old non-abused boy 
and a 6-year old abused girl) were used in the modeling intervention 
as examples of good and bad interviews and were not used in the 
simulated interviews.
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2.3.3. Question classification algorithm
The question classification algorithm of the AI Avatar categorized 

the transcribed questions into one of 11 possible types as described in 
previous studies (see Table 1; Sternberg et al., 1996; Korkman et al., 
2006). The algorithm was mainly based on a tree ensemble model, 
XGBoost (Chen and Guestrin, 2016), which is a machine learning 
technique. The XGBoost model was used in the present research as it 
has been recognized as an accurate classifier and requires minimal 
tuning (Shwartz-Ziv and Armon, 2022). The XGBoost model was 
developed using 8,754 questions asked in Japanese and their 
classification results by human operators collected in previous 
research (Haginoya et al., 2020, 2021, Unpublished results1) as training 
data. The XGBoost model builds a classification model by creating 
new models from previous models’ residuals and combines them to 
make the final prediction. This method was used to process a large 
number of variables generated from N-gram patterns. The N-gram 
patterns of the questions were used as the predictors for question 
classification in the XGBoost model. N-gram is a set of N adjacent 
characters, words, or phrases. For example, if the recommended 
question “Tell me what happened” is processed by bigrams of words, 
three variables “tell me,” “me what,” and “what happened” are 
obtained, and the value of “1″ is input for each as their frequency. 
Regarding the training data in the present study, N was set from 1 to 
5, and N-grams were extracted in character units as this is the 
appropriate approach for Japanese. Each extracted N-gram was treated 
as a variable, and the XGBoost model performed question 
classification based on the frequency of N-grams calculated for each 
question. The hyperparameters of the trained model were number of 
estimators (200), max depth (3), min child weight (100), subsample 
(0.9), colsample bytree (0.9), reg lambda (0.05), reg alpha (0.05), and 
learning rate (0.01). All parameters except learning rate were tuned 

1 Haginoya, S., Yamamoto, S., Mizushi, H., Yoshimoto, N., and Santtila, 

P. (unpublished results) Improving supportiveness and questioning skills using online 

simulated child sexual abuse interviews with feedback. [unpublished manuscript]

using cross-validation scores with a 5-fold splitting of the training 
data. The SMOTETomek resampling technique (Batista et al., 2004) 
was employed to balance the unequal distribution of classes in the 
training data. The data were allocated into training data (80%) and test 
data (20%) using stratified splitting (see Supplementary material 1 for 
class distributions of training and test data). The classification 
accuracy of the test data with the developed model was 71%.

In addition to machine learning, a series of additional rules were 
implemented in the question classification algorithm to improve the 
accuracy of question classification. For example, questions that 
could be classified with high accuracy by a specific character pattern, 
such as a greeting (e.g., “Hello,” “How old are you”) at the beginning 
of an interview were processed by a specifically set if-then rule 
instead of a machine learning model. In addition, there are questions 
that should have different classification results depending on 
keywords that suggest abusive experience even if the question 
otherwise resembles a recommended question type. For example, 
the question “Tell me about someone hurting you” should 
be classified as suggestive-open rather than as an invitation-focus 
question in case the child has not mentioned anything about a 
painful experience. To obtain an accurate classification for these 
questions, a list of suggestive keywords was created based on the 
training data and was used to determine the presence of suggestive 
keywords in a question. Furthermore, to detect the repetition of 
questions, a Jaccard coefficient was calculated as the similarity of the 
N-gram patterns between consecutive questions for determining 
whether a question was a repetition of the immediately preceding 
question. The relationship between the two questions can 
be represented by a 2×2 contingency table. The Jaccard coefficient is 
a measure of similarity that does not consider cases where attributes 
(N-gram patterns in the present study) were not present in either of 
the two sample sets (questions in the present study) as similarity.

This characteristic of the Jaccard coefficient fits the data 
structure of the present study, in which the frequency of each 
N-gram pattern is 0 for most of the questions contained in the 
training data. The threshold value of the Jaccard coefficients was set 
considering the classification accuracy of the repetition of questions 

FIGURE 1

Illustration of the simulated interview process using the AI Avatar system.
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in the training data. In addition, to make the avatar’s responses 
resemble those of a real child, topic keywords (e.g., “Dad”) 
corresponding to predefined responses (e.g., “Daddy is kind to me,” 
“Daddy never tells me fairytales,” “Sometimes daddy plays with 
me”) of each avatar were tagged on the input question (e.g., “Tell 
me about your dad”) when contained in a recommended question. 
AI Avatar had lists of avatar responses with their presentation order 
number corresponding to each keyword tag. An avatar response 
with the lowest number among unplayed ones on the response list 
of a tagged keyword was played to give the interviewer an answer 
that met the context of the question.

2.3.4. Answer selection algorithm
The answer selection algorithm implemented in the AI Avatar 

adopted the method used in previous research on Avatar Training 
(Pompedda et al., 2015, 2017, 2020; Krause et al., 2017; Haginoya 
et  al., 2020, 2021). In this method, a set of avatar responses with 
predefined selection probabilities following each question type. Three 
types of answers were possible: Answers related to the alleged abuse 
case (hereinafter referred to as relevant details), answers unrelated to 
the alleged abuse case (hereinafter referred to as neutral details), and 
incorrect details (information that contradicts details held in the 
avatar’s “memory”). Relevant and neutral details are only provided as 
responses to recommended questions. When the interviewer asked a 
recommended question, the probability of eliciting relevant or neutral 

details was 20% each time for 4 years old avatars and 25% each time 
for 6 years old avatars. The difference in probabilities between ages 
derives from previous research on the informativeness of children’s 
answers to recommended questions (Malloy et al., 2017).

Each avatar had nine relevant details in their memory, and these 
were provided one at a time. The relevant details were provided in a 
fixed order with the last four containing the information necessary to 
reach the correct conclusion about both abused and non-abused cases. 
Therefore, the difficulty of reaching the correct conclusion was 
comparable between abused and non-abused cases. Incorrect details 
(details that contradicted the information held by the avatar) could 
be created by the interviewer by asking not-recommended questions. 
The information held by the avatar is predefined as a set of responses, 
and inconsistencies with them were defined as erroneous information. 
For example, if the interviewer asked an avatar that does not have 
information about any abusive experience “Did your dad hurt you?,” 
and the response algorithm returns “Yes,” an incorrect detail has been 
created. The answer selection algorithms were developed based on 
findings of experimental research on children, analyses of records of 
child interviews in legal settings, and theoretical research on children’s 
memory. Previous research using these algorithms (Pompedda et al., 
2015, 2017, 2020; Krause et al., 2017; Haginoya et al., 2020, 2021) have 
shown a positive correlation with the number of relevant details and 
a negative correlation with the number of incorrect details concerning 
the percentage of recommended questions, a pattern observed in 

TABLE 1 Description and examples by question types.

Question types Description Examples

Recommended questions

Invitation broad Open-ended and non-suggestive questions that elicit free narrative 

from children.

“Tell me everything that happened from the beginning 

to the end”

Invitation focus Open-ended and non-suggestive questions that elicit narrative about 

the focused topic from children.

“Tell me about your family”

Facilitators Non-suggestive questions that promote further narrative about the 

content previously mentioned.

“Continue” “Go ahead” “Ok”

Directive Questions that focus the children’s attention on the content the child 

has already mentioned for further explanation.

“Where did you go with your mom?” “What game did 

you play?”

Clarification Attempts to clarify what the child has said. “What did you say?” “I did not hear you well, so tell 

me again”

Not recommended questions

Option posing Closed questions that focus the children’s attention on content that the 

child had not yet mentioned without implying a specific type of answer.

“Do you play with dad?”

Specific suggestive Questions that indicate what kind of answer is expected by assuming 

details that children have not mentioned.

“Did your dad do something bad to you?” “Is your 

dad a bad person?”

Unspecific suggestive Questions that indicate what kind of answer is expected without 

assuming details that children have not mentioned.

“I know that you have something to talk about, tell 

me!”

Repetition Questions continuously asking what the interviewer has already asked.

Inappropriate utterance for children Questions that are not appropriate to elicit correct information from 

children such as questions asking more than one detail at once, 

containing difficult words for children, are grammatically unclear, 

relying on temporal cognitive processes, and encouraging children’s 

fantasies.

“Where were you with your father, what were 

you doing after that?” “What is the relationship 

between mom and dad?” “When did your mom leave 

the park?” “If you were your dad, what would 

you do?”

Multiple-choice Questions that focus the children’s attention on specific answers, or 

force them to choose among options.

“Did you go practicing football with Kanta or Miura?”
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interviews with real children, thereby supporting the ecological 
validity of the answer selection.

2.4. Procedure

The mean length of experimental sessions was 52.1 min 
(SD = 14.4). After completing the informed consent and demographic 
information forms, the participants read short instructions (see 
Supplementary material 2) on best practice in interviewing children 
and answered two questions to confirm their understanding of these 
instructions. Participants were asked to read the instructions again if 
they gave an incorrect answer to one or both of the two questions.

Participants conducted simulated interviews with randomly 
selected two avatars out of the 14 available. Before each of the 
interviews, the participants first read a background scenario (see 
Supplementary material 3 for an example) of the alleged case and 
answered two questions about their preliminary impression of the case 
before the interview: (1) the presence of abuse (“present” or “absent”) 
and (2) confidence in their assessment on a 6 point scale (“50%: 
guessing” to “100%: completely sure”). Participants were instructed to 
focus their questions on eliciting information to determine the 
presence or absence of sexual abuse. Otherwise, they were free to ask 
any questions without restrictions. Each interview lasted 10 min.

After the interview, participants were asked three questions about 
their conclusions based on the information obtained in the interview: 
(1) the presence of the abuse (“present” or “absent”), (2) confidence in 
their assessment on a 6 point scale (“50%: guessing” to “100%: 
completely sure”), and (3) a description of what, according to them, 
had happened to the avatar. Unfortunately, the answers to these 
questions were missing for 27 (64%) participants due to a system 
error. Therefore, the correctness of conclusions was not included in 
the statistical analyses.

Between the two interviews, participants received either no 
intervention or either feedback or modeling as a training intervention. 
As the feedback intervention, the participants were provided two 
types of feedback after the first interview: (1) feedback consisting of 
the outcome of the case and (2) feedback on the questions (two 
recommended questions and two not recommended questions) asked 
in the interview. For feedback concerning questions, the AI avatar 
chose questions randomly from the questions recorded during the 
interview and then provided automated feedback regarding them. The 
modeling intervention included (1) reading a series of learning points 
of good and bad questioning methods and (2) watching a total of four 
2.5-min videos of good and bad interviews with both an abused and 
a non-abused avatar. The contents of the modeling intervention were 
the same as those in Haginoya et al. (2021). Participants read the 
background scenarios leading to the alleged cases before watching the 
modeling videos of each avatar and read the outcomes of the cases 
after watching the modeling videos.

2.5. Statistical analyses

The fourth and fifth authors of this paper recoded 48% (40 
interviews by 20 participants, 1,532 questions) of completed interviews 
in the present research. They were also involved in coding questions 
in all three data sets (Haginoya et al., 2020, 2021, see footnote 1) for 

training the question classification model. The total percentage of 
agreement in coding between the authors and the AI Avatar and 
Cohen’s kappa (κ) were calculated for 11 question types and their two 
categories (recommended and not recommended questions) each.

A 2 (time: first to second; within-participants) x 3 (intervention: 
no intervention, feedback, and modeling; between-participants) 
mixed design two-way MANOVA was performed on the number of 
recommended questions, the number of not recommended questions, 
the proportion of recommended questions, number of relevant details, 
and number of incorrect details. Planned comparisons were conducted 
to identify where exactly the significant differences appeared.

3. Results

3.1. Question classification accuracy

The total percentage of agreement in coding the 11 question types 
between operators and the AI Avatar was 52% (chance level = 8%), 
with a Cohen’s kappa (κ) of.42, p < 0.001, 95% CI [0.38, 0.45]. This can 
be considered moderate agreement (Landis and Koch, 1977).

The total percentage of agreement in coding the two main 
categories (recommended vs. not recommended) of questions 
between operators and the AI Avatar was 72% (chance level = 33%), 
with a Cohen’s kappa (κ) of.49, p < 0.001, 95% CI [0.45, 0.53]. This can 
also be considered moderate agreement (Landis and Koch, 1977). 
These results support our first hypothesis.

3.2. Descriptive statistics of question types 
and details

For the first interview (before the interventions), the overall 
means were 9.8 (SD = 5.4) for the number of recommended questions, 
19.9 (SD = 8.1) for the number of not recommended questions, 34.4 
(SD = 17.6) for the proportion of recommended questions, 1.2 
(SD = 1.5) for the number of relevant details, and 5.2 (SD = 2.8) for the 
number of incorrect details.

3.3. Correlations between question types 
and details

Table 2 shows the correlations between the dependent variables. 
The number of recommended questions had a significant positive 
correlation with the number of relevant details, whereas the number 

TABLE 2 Correlations between question types and details.

Variables Relevant details Incorrect details

Number of recommended 

questions

0.63*** −0.11

Number of not 

recommended questions

−0.21 0.64***

Recommended 

questions (%)

0.51*** −0.39***

***p < 0.001.
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of not recommended questions had a significant positive correlation 
with the number of incorrect details. The proportion of recommended 
questions had a significant positive correlation with the number of 
relevant details, and a significant negative correlation with the number 
of incorrect details. Therefore, the algorithms worked as expected. The 
numbers of relevant and incorrect details were unrelated, r = −0.08, 
p = 0.482.

3.4. Multivariate and univariate level 
significant effects and planned 
comparisons

Significant effects on the combined dependent variables were 
found for time, F (5, 35) = 9.90, p < 0.001, ηp

2 = 0.59, 1−β = 1.00, and for 
the interaction between intervention and time, F (10, 70) = 2.72, 
p = 0.007, ηp

2 = 0.28, 1−β = 0.95, while there was no significant main 
effect for intervention, F (10, 70) = 1.01, p = 0.444, ηp

2 = 0.13, 1−β = 0.49. 
The significant interaction supports our second hypothesis.

Univariate level significant effects of time emerged for the number 
of recommended questions, F (1, 39) = 46.95, p < 0.001, ηp

2 = 0.55, 
1−β = 1.00, the proportion of recommended questions, F (1, 
39) = 24.45, p < 0.001, ηp

2 = 0.39, 1−β = 1.00, and the number of relevant 
details, F (1, 39) = 6.65, p = 0.014, ηp

2 = 0.15, 1−β = 0.71, but not for the 
number of not recommended questions, F (1, 39) = 2.36, p = 0.132, 
ηp

2 = 0.06, 1−β = 0.32, and the number of incorrect details, F (1, 
39) = 0.51, p = 0.479, ηp

2 = 0.01, 1−β = 0.11.
At a univariate level, significant effect of intervention emerged for 

the number of relevant details, F (2, 39) = 3.50, p = 0.040, ηp
2 = 0.15, 

1−β = 0.62, but not for the number of recommended questions, F (2, 
39) = 1.38, p = 0.264, ηp

2 = 0.07, 1−β = 0.28, the number of not 
recommended questions, F (2, 39) = 0.40, p = 0.674, ηp

2 = 0.02, 
1−β = 0.11, the proportion of recommended questions, F (2, 39) = 0.71, 
p = 0.499, ηp

2 = 0.04, 1−β = 0.16, and the number of incorrect details, F 
(2, 39) = 0.30, p = 0.742, ηp

2 = 0.02, 1−β = 0.09.
Univariate level significant interaction between time and 

intervention emerged for the number of recommended questions, F 
(2, 39) = 9.62, p < 0.001, ηp

2 = 0.33, 1−β = 0.97, the number of not 
recommended questions, F (2, 39) = 12.25, p < 0.001, ηp

2 = 0.39, 
1−β = 0.99, the proportion of recommended questions, F (2, 
39) = 12.10, p < 0.001, ηp

2 = 0.38, 1−β = 0.99, and the number of 
incorrect details, F (2, 39) = 3.97, p = 0.027, ηp

2 = 0.17, 1−β = 0.68, but 
not for the number of relevant details, F (2, 39) = 1.43, p = 0.251, 
ηp

2 = 0.07, 1−β = 0.29. These interactions partly support our 
second hypothesis.

Figure 2 shows the significant statistical differences in the planned 
comparisons between the first and second interviews within each 
group. The no-intervention group elicited a significantly greater 
number of incorrect details in the second interview (vs. the first). The 
feedback group used a significantly greater number of recommended 
questions in the second interview (vs. the first). The modeling group 
used a significantly greater number and proportion of recommended 
questions and a significantly smaller number of not recommended 
questions, and elicited a significantly greater number of relevant 
details in the second interview (vs. the first).

Significant statistical differences in the planned comparisons 
between groups for the first and second interviews are also shown in 
Figure 2. The modeling group used a significantly greater number and 

proportion of recommended questions and a significantly smaller 
number of not recommended questions compared to the no 
intervention group at the second interview. The modeling group also 
used a significantly greater proportion of recommended questions 
compared to the feedback group at the second interview. These results 
partly support our second hypothesis. There were no differences 
between the groups at the first interview, showing that the 
randomization of the participants into the three groups had 
been successful.

4. Discussion

4.1. Accuracy of automated question 
classification

The present study examined the accuracy of question classification 
by AI and the effectiveness of CSA interview simulations using 
AI-based question classification combined with two interventions 
(feedback and modeling) shown to be effective in previous research. 
Regarding the question classification, higher-than-chance-level 
classification accuracy was obtained both for 11 question types and 
for their two supra-categories (recommended and not recommended), 
indicating that AI worked well for classifying the interviewers’ 
questions. Question classification accuracy is an important factor in 
mimicking the experience of interviewing a real child, where 
recommended questions elicit informative utterances from a child, 
while not recommended questions elicit shorter responses sometimes 
even containing erroneous details. In the AI Avatar interviews, 
randomly chosen questions were used for the feedback intervention. 
Therefore, the accuracy of question classification was also required to 
provide accurate feedback. Importantly, the number of recommended 
questions significantly increased in the feedback group, suggesting 
that feedback improved participants’ questioning skills. Given that the 
discrimination between recommended and not recommended 
questions is essential for feedback to be effective in enhancing use of 
recommended questions, the classification accuracy of over 70% for 
these two categories is an important result of the present study.

4.2. Improvements in the quality of 
investigative interviews using interventions

Importantly, the simulated interviews with AI Avatars could 
be used to improve interviewing skills and quality of the information 
elicited from the avatars when combined with feedback and modeling 
interventions. The increase in the number of recommended questions 
shown in the feedback group has also been demonstrated robustly in 
a mega-analysis (Pompedda et al., 2022) that combined nine studies 
and examined the effects of feedback in Avatar Training. We were able 
to show that this feedback effect emerged even in an environment 
where question classification and feedback were completely automated.

Modeling resulted in more robust improvements than feedback, 
including a decrease of not recommended questions and increase of 
relevant details, with many significant differences compared to the no 
intervention group. These improvements are consistent with a 
previous study that examined modeling (Haginoya et al., 2021), which 
showed that modeling was as effective in interview simulations with 
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AI Avatars as in operator-led training. This is perhaps not particularly 
surprising given that the delivery of the modeling intervention is not 
similarly dependent on question classification as feedback is. Of 
course, less than perfect classification of question types would reduce 
any intervention effect.

The difference in training effectiveness between feedback and 
modeling (i.e., the latter being more effective than the former) found 
here is also consistent with Haginoya et  al. (2021). Modeling has 
resulted in robust improvements even if it is provided fewer times 
compared to feedback, where improvement requires multiple 

A

B C

D E

FIGURE 2

Interview quality and elicited details in the no intervention (N), feedback (F), and modeling (M) groups. In panels (A–E), the x-axis indicates the first and 
the second interview. Panels (A–C) display the use of recommended and not recommended questions by the groups. Panels (D,E) display the elicited 
details (relevant and incorrect) by the groups. The error bars represent standard errors. *p < 0.05, **p < 0.01, ***p < 0.001.

https://doi.org/10.3389/fpsyg.2023.1133621
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Haginoya et al. 10.3389/fpsyg.2023.1133621

Frontiers in Psychology 09 frontiersin.org

interventions over a series of interviews (Haginoya et al., 2021). The 
fact that only two interviews were conducted with feedback provided 
only once may explain the difference between the feedback 
intervention, which was unlikely to have reached its maximum impact, 
and the modeling intervention, for which a large improvement effect 
could be expected with a single intervention. On the other hand, given 
that a decrease in not recommended questions was shown by the mega-
analysis already after it having been provided once (Pompedda et al., 
2022), additional factors may be involved in the lack of a feedback 
effect for this variable in the present study. A possible explanation is the 
observer’s influence (also known as the Hawthorne effect) on the 
participants’ behavior during the interview simulation. Extensive 
research has been conducted on observer influence (McCambridge 
et al., 2014). For example, a study examining the hand sanitization 
behavior of health care workers showed that participants’ behavior 
changed when a human observer directly observed their behavior (e.g., 
Hagel et  al., 2015), while the electronic dispenser devices that 
automatically count hand sanitization events show little impact (Boyce, 
2017). In previous research on Avatar Training, participants 
interviewed avatars while being aware of the operator’s presence either 
in person (e.g., Krause et al., 2017; Pompedda et al., 2017) or via voice 
call (Haginoya et al., 2020, 2021) in the simulated interviews. Therefore, 
the training without an operator might result in a lack of observer 
influence and might cause a difference in the participants’ learning 
behavior compared to previous research. However, given that similar 
training effects were shown in the modeling condition as in previous 
research (Haginoya et al., 2021), additional factors may be involved.

Another potential explanation is the form of feedback, which 
differed from previous research. All previous research on Avatar 
Training provided feedback on recommended and not recommended 
questions chosen by a human operator verbally and via texts. However, 
in the current study, the AI Avatar chose the questions and provided 
feedback in text format. A systematic review of the effects of online 
learning from automated feedback (Cavalcanti et al., 2021) found that 
automated feedback improved learner performance in 65% of the 
studies with no evidence that manual feedback is more efficient than 
automated feedback in 83% of the studies. Therefore, if there is no 
critical difference in the content and quality of feedback between 
manual and automated feedback, the effect of feedback format on 
learning effectiveness may not be  noteworthy. However, the total 
percentage of agreement between the AI Avatar and human operators 
in coding questions (11 question types: 52%; desirable and undesirable 
questions: 72%) was lower than that between operators in previous 
research (e.g., Haginoya et al., 2020: 74%; Haginoya et al., 2021: 80%), 
suggesting that the classification accuracy of the questions used for 
feedback may have been lower. Since using misclassified questions in 
feedback undermines learning optimal questioning skills, highly 
accurate question classification is needed to avoid this potential risk.

In addition, the present research recruited a sample of 
professionals, including clinical psychologists and police personnel. 
The results showed a level of training effectiveness similar to previous 
research on professionals (Pompedda et al., 2020; Haginoya et al., 
2021; Kask et al., 2022) and suggest that AI Avatars are useful even for 
professional groups. It should also be noted that previous research has 
shown improvements in interviewing skills after the third interview 
out of 4–6 simulated interviews. Thus, the improvement in the second 
interview shown in the present research is particularly impressive.

4.3. Limitations and future implications

The present research is the first paper to demonstrate the 
effectiveness of investigative interviewer training using AI-driven 
avatars, showing the potential for scalable training. However, the 
results have some limitations.

Regarding the question classification using the AI Avatar, the 
results showed significantly higher accuracy than the chance level. 
However, as noted above, the total percentage of agreement between 
the AI Avatar and human operators was lower than that between 
operators in previous research. Although part of the disagreement 
can be assumed to be due to misclassification by operators as the 
question type categories are complex, the main reason for the low 
agreement can be attributed to the less than perfect classification 
accuracy of AI Avatar. As mentioned above, question classification 
accuracy may affect the effectiveness of feedback. Given that low 
classification accuracy can affect the learner’s experience by giving 
irrelevant and wrong feedback (e.g., providing positive feedback on 
a not recommended question and negative feedback on a 
recommended question), future improvement is desirable. As a 
potential approach to improve the question classification accuracy, 
examining more advanced models such as the Bidirectional 
Encoder Representations from Transformers (BERT; Devlin et al., 
2018) and comparisons among multiple models should be  the 
subject of future research.

It should also be noted that only the results of a single interview 
(i.e., the second interview) could show intervention effects. This 
may not have been a problem for the modeling intervention as 
previous research supports the efficacy of a single administration 
(Haginoya et  al., 2021). However, feedback has been repeatedly 
reported to improve interviewing skills gradually over a number of 
interviews (e.g., Krause et al., 2017; Haginoya et al., 2020; Kask 
et  al., 2022). Therefore, future research should employ a larger 
number of interviews, which will allow for examining a trend in the 
effect of feedback over time in interview simulations with 
AI Avatars.

Although the present research showed robust improvements using 
modeling, a need to test the transfer of this learning effect is necessary 
separately for modeling interventions. As described above, the 
interviewer was free to ask questions without restrictions and avatar 
responses were chosen from a set of responses with predefined 
selection probabilities following each question type. This environment, 
which provides a variety of contexts, encourages interviewers to 
customize the questions learned from the model flexibly and may 
develop questioning skills that can be applied to interviews with real 
children. Given that several factors (e.g., presenting both negative and 
positive models, instructing trainees to set goals, and training also 
trainees’ superiors) were pointed out to maximize transfer regarding 
behavioral modeling (Taylor et al., 2005), the transfer of interviewing 
skills using modeling is a promising approach to be  tested in 
future research.

Unfortunately, we could not use conclusion correctness in our 
analyses. However, this is less of a problem than it may seem given that 
a correct conclusion is made possible by uncovering the memories of 
the avatar while not eliciting incorrect information from it. These 
latter variables were measured and shown to be  impacted by 
the interventions.
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Moreover, automated and scalable training needs to 
be investigated using a larger sample. Previous research on interview 
training has generally only used up to a hundred participants in total 
due to the need to conduct individual training sessions for each 
participant. However, the automated training protocol used in the 
present research can train several participants in parallel by adjusting 
the available number of accesses and processing capacity of the server 
accessed by the participants. To provide potential trainees with more 
training opportunities regardless of time and place, future research is 
needed to further improve the AI Avatars.
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