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INTRODUCTION

The existence of outliers has been a methodological obstacle in various literature (Grubbs, 1969;
Tian et al., 2018; Erdogan et al., 2019). There are many cases when we should deal with outliers
of univariate data. If inappropriate methods are used, it can lead to biased and wrong conclusions
(Aguinis et al., 2013; Fife, 2020). Hence, how to detect outliers is one of the hottest topics among
researchers in many fields (Tian et al., 2018; Dutta and Banerjee, 2019; Saneja and Rani, 2019),
including psychology (Gladwell, 2008; Blouvshtein and Cohen-Or, 2018; Leys et al., 2019).

Although outlier detection methods should be considered enough in psychology, many
researchers have used inappropriate methods without any theoretical basis (Simmons et al., 2011;
Leys et al., 2013; Obikee and Okoli, 2021). Leys et al. (2013) investigated outlier detection methods
in 127 articles published in Journal of Personality and Social Psychology (JPSP) and Psychological
Science (PSS) from 2010 to 2012. As a result, 56 papers (about half of the 127 papers) used the outlier
detection methods with the mean and standard deviation (Leys et al., 2013). I call the method “the
conventional method” in this article. In this method, outliers are the values which do not fall within
the mean ± x times standard deviation (x = 2 or 2.5 are common; Leys et al., 2013; Yang et al.,
2019). Because of its simplicity, this method has been used in a great many psychological studies
(Simmons et al., 2011; Leys et al., 2013).

However, the conventional method has the threemajor theoretical problems (Chiang et al., 2003;
Simmons et al., 2011). First, a normal distribution is assumed including outliers (Miller, 1991;
Yang et al., 2019). Second, the mean and standard deviation are highly skewed by outliers and it
leads to increasing the likelihood of Type I and Type II errors (Cousineau and Chartier, 2010; Leys
et al., 2013). Third, it is difficult to detect outliers in data with a small sample size (Cousineau and
Chartier, 2010).

As shown above, the conventional method has several theoretical problems, but it has been
used in many studies without sufficient consideration (Simmons et al., 2011; Leys et al., 2013;
Obikee and Okoli, 2021). There are two possible reasons for this situation. First, there are not many
known more appropriate methods other than the conventional method. Second, how to perform
those desirable methods is not fully understood by researchers. Each researcher should choose the
method that is appropriate for data.

The purpose of this opinion paper is reviewing more desirable methods for detecting outliers
of univariate data (specifically, square root transformation, median absolute deviation, Grubbs’
test, and Ueda’s method), and presenting source code and sample data that allow us to conduct
each detection method. These detection methods have desirable advantages over the conventional
method and they are relatively easy to implement. In addition, the results of applying each outlier
detection method to a real data set are shown. Presented methods in this article can be conducted
using R (R Core Team, 2021), a free statistical software. By summarizing various outlier detection
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methods and providing analysis source codes, useful knowledge
in psychological research can be provided.

OUTLIER DETECTION METHODS

Square Root Transformation
The method of square root transformation can be used for
the biased data with which normal distribution cannot be
assumed, but it cannot be used for data that are too asymmetric
(Cousineau and Chartier, 2010). When dealing with extreme
asymmetric data, please refer to Carling (2000). First, the data
x is transformed according to the following equation (1).

y =
√

x− Xmin

Xmax− Xmin
(1)

In equation (1), x is each data, Xmin is the minimum value
of the data, and Xmax is the maximum value of the data. The
data y is a number falling between 0 and 1. In the square root
transformation, the z-score is calculated by equation (2), for the
data y.

z = y− Ym

Sy
(2)

In equation (2), Ym is the mean of y and Sy is the standard
deviation of y. A robust z-score transformation has higher
power in detecting outliers. Then, the outlier is determined
by Bonferroni correction (Armstrong, 2014). The Bonferroni
correction is performed to avoid Type II errors that may occur in
response to a larger standard deviation (Cousineau and Chartier,
2010). The z-values before and after Bonferroni correction
for a representative sample size N were shown in the Open
Science Framework repository (OSF; https://osf.io/szt5n/?view_
only=5cd1c734b392442d9633d3b7414c0914).

Median Absolute Deviation
The method of using median absolute deviation (MAD) was
proposed by Hampel (1974) and can be used for the biased
data with which normal distribution cannot be assumed, but
the method is not yet common in psychological research (Leys
et al., 2013). The statisticMAD uses the median, which has a very
desirable characteristic that it is stable against the influence of
outliers (Leys et al., 2013; Yang et al., 2019). MAD is obtained by
the following equations (3) and (4).

MAD = b Med
(
∣

∣x−Med (x)
∣

∣

)

(3)

b = 1

Q (0.75)
(4)

Med(x) denotes the median value in data x. Q(0.75) refers to
the 75th percentile (third quartile) of z-scores. When a normal
distribution can be assumed, b = 1/Q(0.75) = 1.4826 is often
used (Huber, 1981; Leys et al., 2013; Kannan et al., 2015). Then,
the median ± k times of MAD is considered to be the border of
outliers. For example, Miller (1991) recommends using 2, 2.5, or

3 as the value k, depending on the purpose of outlier detection,
while Leys et al. (2013) recommend a criterion of 2.5 as the value
k. By adjusting the coefficient b, it is possible to use this method
when normal distribution is not assumed (e.g., those with high
kurtosis), but robust detection cannot be achieved for extremely
asymmetric data (Rousseeuw and Croux, 1993; Yang et al., 2019).
The method of using MAD is shown that it is reasonable with
Carling’s modification of the boxplot rule, and please also see
Wilcox (2006) and Ng and Wilcox (2010). Source codes of the
method ofMAD uses stats package of R (R Core Team, 2021).

Grubbs’ Test
When the Grubbs’ test (Grubbs, 1950) is conducted, normal
distribution should be assumed. On the contrary, it has an
advantage that removed outliers have no effect on the next
outlier detection. Specifically, the statistic T is calculated for the
maximum and minimum value of the data, respectively, and is
tested against the significance level α set for the sample size N
(Ahmed et al., 2020). The statistic T is obtained by the following
equation (5) or (6).

T = Xmax− Xm

Sx
(5)

T = −Xmin− Xm

Sx
(6)

Xmax is the maximum value, Xm is the mean value, Xmin is
the minimum value, and Sx is the standard deviation of the
data. A test is performed on the maximum and minimum value,
respectively. If it is judged to be significant, the value is removed
from the analysis, as an outlier. Then, the test is repeated.
However, the repetition of such tests leads to the problem of
multiple comparisons where the probability of Type I error
exceeds the significance level α (Jain, 2010). To deal with the
problem, the Bonferroni correction should be used. Source codes
of Grubbs’ test use outliers package (Lukasz, 2011).

Ueda’s Method
Ueda’s method (Ueda, 1996/2009) can be used for the biased data
with which normal distribution cannot be assumed (Marmolejo-
Ramos et al., 2015b). This method uses Akaike’s Information
Criterion (AIC), and the statisticUt is calculated by the following
equation (7).

Ut = 1

2
AIC ∼= n log σ̂ +

√
2 s

log n!

n
(7)

n is the number of data considered not to be outliers, s is the
number of data considered to be outliers, and the total sample
size N is represented by n + s. σ̂ is the standard deviation of the
data considered not to be outliers. In this method, the original
data x is first converted into z-scores using the equation (2), and
then equation (7) is applied to the z-scores to obtainUt. We select
the data that seem to be outliers and calculate Ut for each case.
When the statistic Ut is minimized, s is the number of outliers
and the omitted data is detected as outliers [see Ueda (1996/2009)
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andMarmolejo-Ramos et al. (2015b) for more detailedmethods].
Ueda’s method is relatively simple (Marmolejo-Ramos et al.,
2015b) and have an advantage that it can be used regardless of
the sample size N (Ueda, 1996/2009).

R SOURCE CODES AND SAMPLE DATA

In this article, applicable R source codes and sample data are
provided. These can be downloaded from OSF. For Ueda’s
method, please also refer to the useful R code by Marmolejo-
Ramos et al. (2015b). R is a free software and my source codes
can be easily applied to univariate data in several fields, which
might be a practical contribution for many researchers.

Sample data was obtained in April 2020. Participants were
university students at the author’s affiliation and participated
as volunteers. They were asked a single question item, “How
many times do you think you have taken a train in your
life?” Participants lived in an urban area with many railroads.
Therefore, this item was thought to be suited for the objective
to detect outliers that were too small or too large. This data
and source codes allow us to practice outlier detection methods
described above, and the summary of the results was posted on
OSF. In addition, the results of applying each outlier detection
method to a real data set (Fisher’s Iris data set in R) were posted on
OSF. It was shown that the values considered as outliers differed
greatly depending on each method.

DISCUSSION

Four effective methods for detecting outliers of univariate data
were reviewed in this article. Furthermore, R source codes that
can be used for each method were provided along with sample
data. In this article, outlier detection methods for univariate
data were provided, and for multivariate data, please refer
to Hadi (1992) and Rocke and Woodruff (1996). It is said
that outlier detection methods for univariate data can often
be applied in the case of multivariate data (Pan et al., 2000;
Bauder and Khoshgoftaar, 2017), and thus, this article has a high
potential for use. Although this research has not been verified

by the simulation approach, Marmolejo-Ramos et al. (2015a)
conducted and verified several outlier detection methods by the
simulation. The comparison of the outlier detection methods
by such advanced technique is very meaningful and should
be referred to by many researchers. As noted above, despite
the several theoretical problems in the conventional method, it
has been used in many psychological studies without enough
consideration (Simmons et al., 2011; Leys et al., 2013; Obikee
and Okoli, 2021). Scientists should choose an appropriate outlier
detection method along with their data.

Another major problem is that a certain number of studies
do not report which outlier detection method was used.
Leys et al. (2013) reviewed outlier detection methods of
127 papers and raised an alarm about the existence of 37
papers which did not describe outlier detection methods. In
the future, it should be clearly stated whether outliers have
been considered and the details of the detection method
(Leys et al., 2013). Furthermore, since each method has its
own advantages and disadvantages (Yang et al., 2019; Ahmed
et al., 2020; Satari and Khalif, 2020), we should have a clear
understanding of the characteristics of the data before choosing
which detection method to use. It is necessary to become
familiar with a wide range of detection methods, including
those not covered in this study, and use them according to
the data.

All four methods reviewed in this article can be easily
replicated by R source codes on OSF. In a similar effort to
this article, Thompson (2006) published a method for detecting
outliers in univariate data using the statistical software SPSS,
and the source code is freely downloaded. If user-friendly
tools become widely available, the number of cases where
“Conventional methods are used for now” will decrease. Each
academic researcher needs to strive to use appropriate methods
in outlier detection.
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