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The current study, using a multi-factorial survey experiment with a sample of the general
public (N = 800), investigates if and how types of risk information on crime and public
safety, such as maps, graphs, or tables, commonly used and communicated by law
enforcement elicit dual-process (affective and cognitive) risk information processing
in risk-based decision-making, and if such processing or decision-making differs
depending on the risk level, context, or the type or format of risk information
communicated. Participants responded to a vignette in which they were asked to
choose a ride-share pick-up point within a certain geographic area with varying risk
levels of being involved in a pedestrian-automobile crash. Results showed that risk
information related to crime and public safety elicits dual-process risk information
processing, and that both affective and cognitive processing significantly predicted risk-
based decision-making, regardless of the risk level or type of risk information examined.
Interestingly, risk information was used to create an almost “black and white” distinction
for participants, in which their lowest-risk choice was treated as their comparison
point, relative to all other higher levels of risk, in risk processing and decision-making.
Further, the risk level or type of risk information examined did affect the nature and
level of affective and cognitive processing elicited, suggesting that different types or
characteristics of risk information can change modes of processing and their effects on
risk-based decisions. Our findings provide first-of-its-kind data that show members of
the general public, as consumers of risk information in relation to crime and public safety,
process and make decisions surrounding such information using the dual-process
approach. Implications for communicating risk information in relation to crime and public
safety to both the general public and police, as well as how to extend the current inquiry
to future areas of research on police, are discussed.
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INTRODUCTION

Policing has evolved to play a central and pivotal role in
managing and communicating information related to crime
and public safety (Cope, 2004). The use of data-driven and
evidence-based strategies, which have become a cornerstone
for efficient and effective law enforcement operations, is not
new (Coldren et al., 2013; Randol, 2014). In the 19th century,
Sir Robert Peel called on law enforcement to keep and collect
data, both to inform the public of crime and public safety
conditions and to target the distribution of resources (Gaines
et al., 1999). Since Sir Robert’s time, demands on technology and
information have changed; however, the core mission remains:
information on crime and public safety should be collected,
organized, analyzed, and distributed to facilitate informed risk-
based decision-making by both the police and the public
(O’Shea and Nicholls, 2003). In the spirit of Sir Robert, the
current study looks to investigate if and how types of risk
information on crime and public safety, such as maps, graphs,
or tables, influence risk-based decision-making by the public.
Specifically, using a multi-factorial survey experiment with a
sample of the general public (N = 800), we were interested
in seeing if risk information elicits dual-process (affective
and cognitive) risk information processing in such decision-
making, and how processing and decisions may differ depending
on the risk level, context, or the type or format of risk
information communicated.

Modern data-driven police operations generally involve
different types of information processing related to crime
and public safety, including counts, trends, pattern and series
identification, and different types of mapping (Reuland, 1997;
Dağlar and Argun, 2016). In addition to informing the
public about crime and public safety trends and conditions,
information processing is also key to numerous contemporary
law enforcement strategies, including problem-oriented policing
(Scott, 2000; Carson and Wellman, 2018), hotspot policing (Braga
et al., 2019), risk-based policing (Kennedy et al., 2018) and
CompStat (Weisburd et al., 2003; Miller, 2008; Pasha and Kroll,
2016). Thus, maps, graphs, charts, and other data are crucial tools
for both future planning and real-time decision-making related
to crime and public safety (Bonkiewicz, 2015; Davis et al., 2015;
Caplan and Kennedy, 2016; Wheeler, 2016).

The mechanics and analytic outputs related to data-driven
police operations chiefly rely on the process of risk recognition
(Goldsmith et al., 1999; Mesch, 2000; O’Shea and Nicholls, 2003).
In our “risk society,” law enforcement have become the central
store of risk-based knowledge for fellow law enforcement and
the public (Campbell, 2004; Ericson, 2007). Indeed, one of the
primary focuses of police operations is risk communication, which
emphasizes the understanding and assessment of risk, as it relates
to both crime and public safety, through data and information
(Ericson and Haggerty, 1997; Gutteling and Wiegman, 2013).
This involves processing and synthesizing different types and
formats of risk information, showing what happened and where,
in order to influence the choices made in response to this
risk information (Ericson and Haggerty, 1997; Gutteling and
Wiegman, 2013).

For example, when a current crime trend is identified as
being high in one area relative to other locations, a police
department may adopt specific strategies in an attempt to reduce
and deter future criminal activity in that specific location (Chalfin
and McCrary, 2017; Kelly, 2019; Baughman and Caplan, 2020).
Indeed, falls in crime counts can be used as a performance tool
to see if a particular strategy has effectively decreased risk in a
certain area (Braga and Weisburd, 2010). For the public, police-
provided risk information illustrating trends on crime and public
safety conditions may affect their perceptions and corresponding
decisions on what areas of a city or features of a landscape to
frequent or avoid (Caplan, 2011; Roberts, 2018).

As individuals have their own perspectives on risk
communication, risk information in relation to crime and
public safety can often take on different forms (Spiegelhalter,
2017; Lundgren and McMakin, 2018). Crime and public safety
data are often presented in tables, graphs, and through numerical
counts, and such modes are frequently presented internally by
law enforcement agencies and externally for crime reporting
purposes and public awareness (Santos, 2014; Santos and Taylor,
2014; Wheeler, 2016). Tables, graphs, and numerical counts
help the consumers of such information to monitor temporal
crime trends and visualize data during risk recognition and
related decision-making (Guilfoyle, 2016; Wheeler, 2016).
Further, numerical risk information is often provided for
varying geographic or jurisdictional distances (i.e., street-level,
neighborhood-level, city-level, county-level, or state-level) in
order to contextualize and compare types of risk from one place
to another (Pridemore, 2005; Deane et al., 2008; McDowall and
Loftin, 2009).

Mapping has also developed into a major tool for crime
analysis (Block et al., 1995; Caplan and Moreto, 2012; Roth et al.,
2013; Roth et al., 2015). Maps help provide visual risk-detail
on a geographic location and can include details, such as street
names and locations of significant events, related to risk-based
decision-making; maps can be presented as more realistic satellite
images, which may include terrain or images of landmarks, or as
street maps which show a basic street outline of a general area
(Harries, 1995; Harries and LeBeau, 2007). Sometimes maps are
presented with other types of risk information. For example, a
map of a geographic area that is high in assault offenses could
be presented alongside a table with related crime counts (Harries,
1995). Other maps, rather than including numerical counts, may
include line weights, symbols, colors, and shading to provide risk
information. Indeed, for example, hot spot maps use plotting
density of different colors and shades to indicate the number
of crimes or incidences in particular areas (Eck et al., 2000;
Weisburd et al., 2012). Risk terrain maps (Caplan et al., 2011a;
Kennedy et al., 2011; Caplan and Kennedy, 2016) identify places
where the interaction effects of environmental generators (i.e.,
areas that attract a large number of people, such as parks or malls)
and attractors (i.e., areas with known opportunities for criminal
behavior that attract individuals with previous criminal histories
and a high motivation to offend) of illegal behavior increase
the risk of crime emergence or persistence. Different colors,
line weights, or shades help consumers of such maps, whether
they be police or the public, to visually “sort out” different
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levels of risk during information processing and decision-making
(Harries, 1995; Chainey and Tompson, 2008; Kennedy et al.,
2011; Caplan et al., 2020).

Yet, the impact of risk recognition and information processing
on decision-making may not be “one size fits all” for consumers of
crime and public safety data, including both law enforcement and
the general public (Carter et al., 2017). Indeed, risk information
processing of public safety and crime data likely differ depending
on the type or format of risk information, such as maps, graphs,
or tables, the level of risk being weighed, or the potential
consequences of risk-based decisions (Harries, 1995; Lundgren
and McMakin, 2018). Indeed, there is already significant evidence
that distinctive modes of risk information processing may be
elicited in response to different characteristics and contexts of
risky situations (Van Gelder’s et al., 2009; Caplan et al., 2011b;
Piza et al., 2017).

Historically, risk recognition and decision-making in
psychology was thought to be a set of mental calculations that
only incorporated the probability of outcomes of a decision
together with an evaluation of these outcomes (Vlek and Stallen,
1980; Hendrick et al., 1989; Visschers et al., 2012). However,
more recent literature has concluded that risk recognition and
decision-making is actually a combination of two different
process modes: rapid, automatic, effortless, and affective
information processing (System 1), and slower, deliberate,
effortful, and cognitive information processing (System 2)
(Kahneman, 2003; Slovic et al., 2005; Mukherjee, 2010). Risks are
recognized and acted upon as both “risk-as-analysis” (i.e., System
2) and “risk-as-feelings” (i.e., System 1) (Slovic et al., 2005). This
interplay between cognition and affect is called dual-process
risk information processing (e.g., Kruglanski and Orehek, 2007;
Evans, 2008; Wang et al., 2017).

Dual-process approaches in risk information processing have
shown that both cognitive and affective processing interact
and coexist in risk recognition and decision-making, but may
respond to different characteristics of a situation (Lerner and
Keltner, 2001; Hodgkinson and Clarke, 2007). Affective and
cognitive modes of risk recognition and decision-making make
independent contributions to risk-based decisions depending on
the situation, context, and content of the decisions, specifically
if they are high risk (Ferreira et al., 2006; Venkatraman et al.,
2009). For example, cognitive processing may be more sensitive
to analytic risk considerations, such as probabilities or counts,
whereas affective processing is more likely to respond to visual,
feeling-based considerations and may not be as responsive to
probabilities (Slovic et al., 2005).

Indeed, as affective processing is unconscious, automatic,
and effortless in nature, it involves recognizing and identifying
risk based on visual cues and then matching cues to patterns
from a person’s long-term memory (Allen and Thomas, 2011;
Caplan, 2011; Thompson and Morsanyi, 2012). This process is
often described as having a “gut feeling” and uses schemas to
speed up risk-based decision-making (Kruglanski and Orehek,
2007; Evans, 2008). High-risk situations have also been found
to elicit more affective reactions, as they may elicit decision-
making influenced by fear (Loewenstein and Hsee, 2001).
Indeed, “risk-as-feelings” can sometimes overpower cognitive

evaluations of probability or numerically based risk recognition,
which in turn can affect behavior in higher risk situations
(Loewenstein and Hsee, 2001).

As studies have shown that both cognitive and affective modes
of risk information processing influence risk recognition and
decision-making depending on the level or contextual nature
of the risk (Ferreira et al., 2006; Evans, 2008; Van Gelder’s
et al., 2009), it is possible that consumers of common types and
formats of risk information used for crime and public safety
purposes, such as police command staff and the general public,
may process and make decisions surrounding such information
using the dual-process approach. Such an inquiry has not yet
been undertaken.

Building upon this framework, the current study investigates if
and how common types of risk information used to communicate
crime and public safety conditions, such as maps, graphs, or
tables, elicit dual-process risk information processing in risk-
based decisions, and if such processing or decision-making differs
depending on the risk level, context, or the type or format of risk
information communicated. We use a multi-factorial vignette-
based experimental survey design, which describes the risk of
being involved in a pedestrian-automobile crash within a certain
geographic area, with a research sample that is known to regularly
consume this information: members of the general public.

This study largely acts as an exploratory inquiry with regards
to how different risk levels, contexts, and information may
affect risk-based decision-making in relation to crime and public
safety. However, with regards to risk information processing,
we did anticipate that both cognitive and affective processing
would be significant predictors of risk-based decision-making,
regardless of the risk level or type of risk information examined
in the current study, but that affective processing (i.e., “risk-
as-feelings”) would be more important in risk-based decision-
making involving high levels of risk and more visual forms of risk
information (i.e., risk information presented on maps). Indeed,
when processing and synthesizing different types of basic risk
information, we also expected cognitive processing to be more
associated with risk-based decision-making involving probability
or numerically based risk information, such as graphs, tables, or
numerical counts.

MATERIALS AND METHODS

Participants
The target population was U.S. adults. The sample for this study
was drawn from the online crowd sourcing service Amazon’s
Mechanical Turk (MTurk), which has become a popular and
successful survey sample tool for social scientists in recent years
(Barger et al., 2011; Rouse, 2015) and has been used in a variety of
published vignette experiments across disciplines in recent years
(e.g., Berryessa, 2017, 2018; Berryessa and Lively, 2019; Berryessa
and Krenzer, 2020). Although it has its limitations in its use
(see below in the study’s discussion), Amazon’s MTurk allows
for the collection of inexpensive, convenient, fast, and diverse
data (Buhrmester et al., 2011). Although exact numbers are
unknown, MTurk has more than 500,000 registered “workers,” of
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which about 50% are members of the U.S. adult population, who
complete different types of Human Intelligence Tasks (Stewart
et al., 2015). In order to obtain the sample, a link to and short
description of the study (built on Qualtrics) was posted to the
MTurk online system, with a request for responses from 800
“workers” that are adult members of the U.S. population (age
18+, U.S. residing in the U.S.), and the survey was available to
be taken by any MTurk worker who fit these sample criteria.

Respondents self-selected from that service to participate
in the study, and were each randomly administered different
versions of the vignette-stimuli (paid $1.00 USD each). After a
sample of 800 individuals that fit these criteria participated in the
study, no additional individuals were allowed to participate in the
study and the survey was closed. An attention-check question
was asked to ensure that respondents read and understood
the vignette stimuli, as well as an honesty question that asked
respondents if they had been truthful in their answers, and
participants who did not correctly answer those questions were
automatically excluded from participation in the middle of the
study. Three participants were eliminated from analyses after
failing the honesty or check questions. An IP blocker was used
so respondents could take the survey once.

Study Design and Procedure
This study is a 2 × 9 (+2) between-subjects, multi-factorial
randomized online experiment utilizing vignette stimuli
describing the risk of being involved in a pedestrian-automobile
crash within a certain area, whereas the respondent would
be the pedestrian. Our goal was not to only examine risk
information processing and decision-making in relation to
this specific scenario or situation, but to measure intuitions
toward a realistic, recognizable risky situation in an attempt to
illustrate how common forms of risk information in relation to
crime and public safety are recognized, processed, and used in
decision-making. Indeed, it is common to use vignettes involving
personally relevant risky situations, such as drunk driving or
automobile accidents, in risk-based experiments involving
members of the general public (Van Gelder’s et al., 2009).

Our vignettes varied by (1) the type of map (satellite map or
street map; both unlabeled); and (2) the type or format of risk
information (numerical counts, table, bar graph, line graph, pie
graph, hotspot map in color, hotspot map in grayscale, thematic
map in color, and thematic map in grayscale) provided to each
participant. There were also two control groups that varied by the
type of map given to participants (satellite map or street map), but
they did not provide any type of risk information to participants
(control groups).

In total, there were 18 experimental vignette conditions and
2 control vignette conditions (an equal number of participants
received each vignette condition). All stimuli not included in the
main text are found in Supplementary Figures 1–10. Vignettes
were pretested before data were collected. This study received
approval from the Rutgers Institutional Review Board.

Vignette Design and Measures
Respondents participated in the survey via a Qualtrics link
posted to MTurk in March 2020, and the entire study took

each participant, on average, 10.36 min. All participants were
asked to provide informed consent. After providing consent, all
participants were presented with the following information:

You are currently in Anytown, United States. You just called
a ride share car service and you need to get picked up right
away. Your current location is marked by the star on the map,
and the circle on the map shows the pick-up radius. You have
the option of meeting the driver at one of four different pick-up
spots labeled on the map as North (N), South (S), East (E), and
West (W). All four pick-up points (N, S, E, and W) are the same
distance from your current location at the center of the map and
are all a quarter of a mile walk. Every pick-up point is the same
driving time to your ultimate destination. Motor vehicle crashes
involving pedestrians are a major concern throughout Anytown,
United States. All streets in Anytown, United States allow for both
motor vehicle traffic and pedestrian foot traffic, and therefore, the
potential for this problem exists everywhere in town. However,
some places in Anytown, United States have more pedestrian
crashes than other places.

Alongside that information, participants were randomly
presented with either one of two maps of the pick-up area
described above: (1) a street map showing the four-pick up spots
(N, S, E, and W) and a star of the participants’ current location
(see Figure 1), or (2) a satellite map showing the four-pick up
spots (N, S, E, and W) and a star of the participants’ current
location (see Figure 2). Both maps showed the same area, pick-up
spots, and location, and solely differed on the format of the map
(street map versus satellite map).

Next, alongside either the satellite map or street map they had
received, all participants were told that there had been 216 motor
vehicle crashes involving pedestrians in this quarter-mile pick-
up area on the map within no particular time period (i.e., the
temporal span of these incidents was ambiguous). Two control
groups, although varying by the type of map, did not receive any
further risk information about these 216 motor vehicle crashes

FIGURE 1 | Street map of pick-up area.
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FIGURE 2 | Satellite map of pick-up area.

and where they occurred. The control groups served to provide
the researchers information on participants’ views of the map and
pick-up area without their consideration of any risk information
on the four pick-up spots.

Those participants that were not in the control groups were
randomly presented with one of nine types of risk information on
the 216 motor vehicle crashes involving pedestrians in the pick-
up area and how many crashes had occurred near each of the
four pick-up spots (North, South, East, and West). Although the
risk information differed by type (see below), all risk information
conveyed the same number of crashes on the way to each pick-
up spot. These data were generated by the authors explicitly for
the purpose of this study, and they are not real crash statistics
associated with any particular place or time.

North: 67 pedestrian crashes
South: 43 pedestrian crashes
East: 85 pedestrian crashes
West: 21 pedestrian crashes
Thus, according to all experimental stimuli, the pick-up areas

listed in order from highest to lowest risk of crashes are East,
North, South, and West, respectively.

The nine different types of risk information—alongside either
the satellite map or street map respondents had originally
received—were all versions of common forms of risk information
that are regularly communicated to both law enforcement and
the public about crime and public safety trends and conditions
(see Harries, 1995): (1) basic numerical counts on the number
of crashes near each pickup spot; (2) a table with data on the
number of crashes near each pickup spot; (3) a bar graph with
data on the number of crashes near each pickup spot; (4) a line
graph with data on the number of crashes near each pickup spot;
(5) pie graph with data on the number of crashes near each
pickup spot; (6) a hotspot map depicting the relative number
of crashes near each pickup spot indicated by gradated colors

(green–yellow–orange–red); (7) a hotspot map depicting the
relative number of crashes near each pickup spot indicated by
gradated grayscale (light gray–medium gray–dark gray–black);
(8) a thematic map depicting the relative number of crashes
near each pickup spot indicated by streets in gradated colors
(green–yellow–orange–red); or (9) a thematic map depicting the
relative number of crashes near each pickup spot indicated by
streets in gradated grayscale (light gray–medium gray–dark gray–
black). For the hotspot maps and thematic maps, risk information
was layered upon the type of map that the participant had
originally received (satellite map or street map). This meant that
no participant that had initially received a satellite map of the
pick-up area then randomly received a hotspot map or thematic
map layered onto a street map, or vice versa.

After receiving their stimuli, all participants were asked to
answer a series of questions that measured their (1) Perceived
Risk of each of the pick-up points (North, South, East, and
West); (2) Negative Affect toward each of the pick-up points
(North, South, East, and West); (3) Risky Choice toward each
of the pick-up points (North, South, East, and West); and
(4) Ranking of the pick-up points (North, South, East, and
West). Measures were directly patterned from those used in Van
Gelder’s et al. (2009), who used similar measures to examine
the role of cognitive and affective decision-making as predictors
of risk-based decision-making involving vignettes containing
descriptions of risky situations.

Perceived Risk measured participants’ cognitive risk processing
(i.e., System 2 processing, “risk-as-analysis”) toward each pick-
up point. Two items, from Van Gelder’s et al. (2009) and adapted
for the current scenario, measured participants’ perceived risk as
it pertained to risk probability (i.e., “How big are the chances
of you being involved in a pedestrian-crash on your way to
the North pick-up point?” [1-very small to 10-very big]) and
risk magnitude (i.e., “How serious are the possible consequences
of being involved in a pedestrian-crash on your way to the
North pick-up point?” [1-not serious at all to 10-very serious])
concerning getting picked up at each of the pick-up points.
The perceived risk score for each pick-up point was obtained
by multiplying these two items for a score between 1 and 100
(with higher scores indicating higher cognitive perceptions of
risk). The choice to multiply items, rather than averaging them,
is in correspondence with the theoretical definition of risk, which
combines risk magnitude and probability (Yates and Stone, 1992;
Loewenstein and Hsee, 2001; Van Gelder’s et al., 2009).

Negative Affect measured participants’ affective risk processing
(i.e., System 1 processing, “risk-as-feelings”) toward each pick-
up point. Four items, once again from Van Gelder’s et al. (2009)
and adapted for the current scenario, measured Negative Affect
(i.e., “Would you be worried to walk to the North pick-up
point?”, “Does walking to the North pick-up point make you
feel uncertain?”, “Does walking to the North pick-up point evoke
feelings of fear?” and “Does walking to the North pick-up point
evoke negative feelings in general?” [1-not at all to 10-very
much]). Cronbach’s alpha of the negative affect scale was 0.83 to
0.92. The composite negative affect score for each pick-up point
was obtained by averaging these four items, which resulted in
a score between 1 and 10 (with higher scores indicating higher
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affective perceptions of risk). As the items for Negative Affect
measured the same construct, rather than items that measured
different aspects of it (e.g., risk magnitude and risk probability
as distinct elements of Perceived Risk), we also chose to create a
composite by averaging, rather than multiplying, ratings of these
items per Van Gelder’s et al.’s (2009) method.

Two outcome variables related to risk-based decision-making
were assessed. The first outcome variable, Risky Choice, measured
participants’ choices to be picked up at certain pick-up points.
Risky Choice was measured with two items directly patterned
from Van Gelder’s et al. (2009) for the current scenario. The
first item asked participants about the likelihood that they would
choose to be picked up at each pick up point (i.e., “How likely
is it that you would choose to be picked up at the North pick-
up point?” [1-very unlikely to 10-very likely]), and the second
item measured certainty (i.e., “How certain are you about your
choice to be picked up at the North pick-up point?” [1-not at
all to 10-completely]). Risky Choice for each pick-up point was
calculated by multiplying participants’ likelihood and certainty
scores for each pick-up point, so the scores could range from
1 to 100 (the higher the score, the more likely participants’
would choose to be picked up at that spot). Van Gelder’s et al.
(2009) chose to multiply ratings of risk likelihood and risk
certainty, as these two combined constitute the known theoretical
considerations in risk-based choices. Based on this and Van
Gelder’s et al. (2009) past methodological choices, we chose to
multiply, rather than average, these items for the Risky Choice
outcome variable.

The second outcome variable, Ranking, asked participants to
“Rank the four pick-up points from 1 (most likely to choose to
be picked up) to 4 (least likely to choose to be picked up)” (the
higher the score/rank, the less likely participants’ were to choose
to be picked up picked up at that spot). Ranking was calculated
using this single item, and it ranged in a score from 1 to 4.

Finally, we wanted to examine how changing the risk context
could potentially affect participants’ risk-based decisions. As
risk information is often provided for varying geographic
distances, such as street-level, neighborhood-level, or city-level,
to contextualize and compare types of risk from one place
to another (Pridemore, 2005; Deane et al., 2008; McDowall
and Loftin, 2009), we wanted to provide some further risk
information to contextualize the risk level for the pick-up area.
After answering all of the questions noted above, participants
were presented with one more piece of information on the risk
in their pickup area relative to the city-level risk in Anytown,
United States. Regardless of the type of map or risk information
they received (or whether they were in the control groups),
participants were randomly informed that the 216 crashes in their
map extent represent either 5% or 75% of the total crashes within
Anytown, United States.

Further data analysis shows that the 216 motor vehicle crashes
involving pedestrians within the quarter-mile pick-up area from
your location represents (5% or 75%) of total motor vehicle
crashes involving pedestrians within Anytown, United States.
This means that your location experiences a relatively (small or
large) number of pedestrian crashes compared to other areas in
Anytown, United States.

Following this additional information, participants were asked
to re-rate their Ranking and Risky Choice for each of the pick-up
points, given this additional information, using the same items
and method above. Basic demographics, including gender, age,
income, education, religion, state of residence, and political
affiliation, were collected at the end of the survey.

RESULTS

Demographics of Sample
A sample of 800 respondents completed the study. Using
G∗Power, this sample size was enough for sufficient power for
f = 0.25 (a medium effect size) for power at 0.95 (df = 9 for
a 2 × 9 [+2] design), for 20 different groups of participants
(i.e., a 2 × 9 [+2] design). The sample was 51.12% male with
a Mage = 40.91 years (SD = 12.43). The racial breakdown of
the sample was that 71.12% identified as White, 6.88% as Black,
10.75% as Hispanic, 5.25% as Asian, and 6.00% as Other or
Mixed. The education breakdown was that 9.50% had a high
school education, 20.05% had some college, 51.12% had a college
degree, 3.12% had some post-graduate study, and 15.75% had
a post-graduate degree. Participants also indicated the types of
locations in which they had ever lived, and 41.50% indicated they
had lived in an urban location for at least a year, 64.38% said they
had lived in a suburban location for at least a year, and 24.00%
said they had lived in a rural location for at least a year. When
asked about how they get to their destinations in their place of
residence, 86.38% said they drive regularly, and 24.05% said they
walk to destinations regularly. Other demographics, including
income, political orientation, and religion, are available upon
request. Analyses revealed no significant demographic differences
across vignette conditions.

Effect of Risk Information on Processing
and Decision-Making
We first wanted to explore how being presented with some type
or form of risk information in relation to crime and public
safety (regardless of the specific format) affected participants’
ratings on their Perceived Risk, Negative Affect, Risky Choice,
and Ranking of each of the pick-up points (North, South, East,
and West), compared to those in the control groups with no
risk information. We first ran two-way analyses of variance
(ANOVAs) for all models and found that all nine types of
risk information significantly differed from the control groups
for all four measures, and that there were also no significant
main, nor interaction, effects for the type of map presented
(satellite map and street map) for any of the four measures
for the experimental or control groups. Therefore, before using
models to examine how the particular type of risk information
may have affected participants’ ratings of the measures, we first
wanted to explore differences between being presented with risk
information versus being presented with no risk information,
and we used models that combined all specific types of risk
information, as well as both types of maps, and compared them
to the control groups. Descriptive statistics, regardless of the
type of map, for participants’ ratings of the four above measures
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for both the control groups and for the experimental groups in
which some kind of risk information was presented are found in
Tables 1, 2, respectively.

For the control groups in which no risk information was
presented, one-way ANOVAs showed that participants’ ratings
did not significantly differ with regard to any of the four
measures for the North, South, East, and West pick-up points
across both types of maps (Perceived Risk: F[3,264] = 0.021,
p = 0.996; Negative Affect: F[3,264] = 0.050, p = 0.985; Risky
Choice: F[3,264] = 1.60, p = 0.191; Ranking: F[3,264] = 1.17,
p = 0.321). This assured us that participants had no preconceived
notions about choosing or making decisions about the pick-up
points even when no risk information was presented, and that

TABLE 1 | Descriptive statistics for average ratings of measures in control groups
(across both satellite and road maps).

Measure Pick-up point Mean (SD)

Perceived risk (1–100) North 25.30 (15.23)

South 25.34 (17.43)

East 25.19 (15.71)

West 25.85 (17.36)

Negative affect (1–10) North 3.87 (2.29)

South 4.00 (2.40)

East 3.96 (2.33)

West 4.01 (2.35)

Risky choice (1–100) North 37.48 (25.36)

South 36.51 (27.02)

East 32.54 (23.70)

West 29.43 (19.55)

Ranking (1–4) North 2.82 (0.98)

South 2.50 (1.18)

East 2.61 (1.02)

West 2.58 (0.93)

TABLE 2 | Descriptive statistics for average ratings of measures when participants
received some form of risk data (across both satellite and road maps).

Measure Pick-up point Mean (SD)

Perceived risk (1–100) North 36.27 (20.30)

South 31.66 (16.38)

East 50.51 (27.31)

West 18.06 (18.23)

Negative affect (1–10) North 5.39 (2.37)

South 4.85 (2.13)

East 6.44 (2.74)

West 3.38 (2.28)

Risky choice (1–100) North 23.48 (22.22)

South 30.55 (22.60)

East 15.50 (20.15)

West 63.10 (32.07)

Ranking (1–4) North 3.12 (0.71)

South 2.83 (0.63)

East 3.54 (0.92)

West 1.60 (1.08)

responses from our control groups could be considered a baseline
for each measure.

We then conducted one-way ANOVAs to see if and how
receiving risk information (regardless of the format or type
of risk information) significantly affected participants’ ratings
on the four measures, compared to the ratings of participants
who were in the control groups, regardless of the type of map
presented. Tukey HSD post hoc tests in cases in which ANOVAs
were significant.

Across both types of maps, there were significant main effects
for the presentation of risk information on the Perceived Risk of
the North (F[1,798] = 18.59, p < 0.0001), South (F[1,798] = 4.21,
p = 0.042), East (F[1,798] = 55.80, p < 0.0001), and West
(F[1,798] = 11.30, p = 0.0008) pick-up points, compared to the
control groups. When participants received risk information,
they showed significantly higher ratings on Perceived Risk for the
North (t = 4.31, p < 0.0001), South (t = 2.05, p = 0.042), and
East (t = 7.47, p < 0.0001) pick-up points, compared to those
that did not receive any risk information. However, they showed
significantly lower ratings on their Perceived Risk of the West
pick-up point (t = −3.36, p = 0.001) when participants received
risk information, as compared to those that did not receive any
risk information. This pattern was consistent for all types of
risk information.

A similar pattern was seen for participants’ ratings of their
Negative Affect toward each pick-up point. Across both types of
maps, there were significant main effects for the presentation
of risk information on participants’ Negative Affect toward the
North (F[1,798] = 18.59, p < 0.0001), South (F[1,798] = 4.70,
p = 0.032), East (F[1,798] = 51.51, p < 0.0001), and West
(F[1,798] = 4.73, p = 0.029) pick-up points, compared to the
control groups. Participants showed significantly higher ratings
on their Negative Affect toward the North (t = 5.04, p < 0.0001),
South (t = 2.17, p = 0.032), and East (t = 7.18, p < 0.0001) pick-
up points when they received risk information, as compared to
participants that did not receive any risk information. However,
participants showed significantly lower ratings on their Negative
Affect toward the West pick-up point (t =−2.18, p = 0.030) when
receiving risk information, as compared to the control groups.

An opposite, but corresponding, pattern was seen for
participants’ Risky Choice toward and Ranking of each of the pick-
up points. Across both types of maps, there were significant main
effects for the presentation of risk information on participants’
Risky Choice toward and Ranking of the North (Risky Choice:
F[1,798] = 23.77, p < 0.0001; Ranking: F[1,798] = 4.12, p = 0.044),
South (Risky Choice: F[1,798] = 4.12, p = 0.042; Ranking:
F[1,798] = 4.08, p = 0.045), East (Risky Choice: F[1,798] = 42.53,
p < 0.0001; Ranking: F[1,798] = 60.78, p < 0.0001), and
West (Risky Choice: F[1,798] = 71.35, p < 0.0001; Ranking:
F[1,798] = 115.48, p < 0.0001) pick-up points, compared to
the control groups. Participants were significantly less likely to
choose to be picked up at the North (Risky Choice: t = −4.88,
p < 0.0001), South (Risky Choice: t = −2.03, p = 0.043), and
East (Risky Choice: t = −6.52, p < 0.0001) pick-up points when
given risk information, as compared to those that did not receive
any risk information. Participants also ranked each of those
three pick-up points significantly higher when receiving risk
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information, meaning that they were significantly less likely to
indicate it as a pick-up point they would choose, via their Ranking
(North: t = 2.03, p = 0.044; South: t = 2.02, p = 0.045; and East:
t = 7.80, p < 0.0001). However, they were significantly more likely
to rank (Ranking: West: t = −10.75, p < 0.0001) and choose
(Risky Choice: t = 8.45, p < 0.0001) to be picked up at the West
pick-up point when being presented with risk information, as
compared to those that did not receive any risk information.

Effects for Type of Map × Type of Risk
Information on Processing and
Decision-Making
Next, we wanted to examine if and how the particular type of risk
information may have affected participants’ ratings on Perceived
Risk, Negative Affect, Risky Choice, and Ranking of each of the
pick-up points (North, South, East, and West). We first ran
two-way ANOVAs to examine how participants’ ratings on the
measures for each pick-up point may have significantly differed
from one another due to (1) the type of map (satellite map
or street map) or (2) the type of risk information (numerical
counts, table, bar graph data, line graph, pie graph, hotspot
map in color, hotspot map in grayscale, thematic map in color,
and thematic map in grayscale), and their interactions, that
participants had received. Responses of participants who were in
the control groups, with no form of risk information, were not
included in these analyses. Tukey HSD post hoc tests were used in
cases in which ANOVAs were significant to identify the type or
nature of the observed effects. Non-significant main effects for all
measures for each pick-up point are found in the Supplementary
Tables 1, 2.

For Perceived Risk, there were significant interaction
effects for the type of risk information and map type on
participants’ Perceived Risk of being picked up at the North
(F[8,715] = 3.11, p = 0.002), South (F[8,715] = 2.57, p = 0.009),
and East (F[8,715] = 3.52, p = 0.005) pick-up spots. Similar
patterns were seen for the same interaction for all three pick-up
points. The Perceived Risk of being picked up at the North pick-
up point (M = 28.58, SE = 3.25), South pick-up point (M = 19.37,
SE = 2.61), and East pick-up point (M = 35.94, SE = 4.58) was
significantly lower (at α = 0.05) when participants were presented

with hotspot map in color on a satellite map, compared to the
other types of risk information (Table 3). However, there was a
different significant interaction effect for participants’ Perceived
Risk of being picked up in the West pick-up spot (F[8,715] = 4.11,
p = 0.001). The Perceived Risk of being picked up at the West
pick-up spot (M = 35.67, SE = 3.94) was significantly higher (at
α = 0.05) when participants were presented with thematic map in
grayscale on a satellite map, compared to the other types of risk
information (Table 3).

For Negative Affect, there were significant interaction effects
for the type of risk information and map type presented
regarding participants on their Negative Affect toward the East
(F[8,715] = 2.36, p = 0.017) and West (F[8,715] = 2.09, p = 0.034)
pick-up spots, but not for the North (F[8,715] = 1.84, p = 0.067)
or South (F[8,715] = 1.12, p = 0.348). The Negative Affect toward
being picked up at the East pick-up point was significantly higher
when participants were presented with a hotspot map in color
on a street map (M = 7.84, SE = 0.44) compared to the other
types of risk information (see Table 4). Conversely, participants’
Negative Affect toward being picked up at the West pick-up point
was significantly higher when participants were presented with
thematic map in grayscale on a satellite map (M = 4.97, SE = 0.39),
compared to the other types of risk information (Table 4).

For Risky Choice, there was a significant interaction effect
for the type of risk information and map type presented
regarding participants on their Risky Choice toward only the
West pick-up spot (F[8,715] = 2.05, p = 0.039), and not for
North (F[8,715] = 1.22, p = 0.285), South (F[8,715] = 1.31,
p = 0.237), or East (F[8,715] = 1.51, p = 0.150). Participants
were significantly less likely to choose to be picked up at the
West pick-up point, via their Risky Choice ratings, when they
were presented with thematic map in grayscale on a satellite map
(M = 38.45, SE = 3.74), compared to the other types of risk
information (Table 5).

For Ranking, there was a significant interaction effect for the
type of risk information and map type regarding participants’
Ranking of the West pick-up spot (F[8,715] = 2.05, p = 0.039), but
not for North (F[8,715] = 0.18, p = 0.668), South (F[8,715] = 1.71,
p = 0.094), or East (F[8,715] = 1.51, p = 0.150). Participants
were significantly less likely to rank the West pick-up point as a
pick-up point they would choose, via their Ranking, when they

TABLE 3 | Ratings of Perceived Risk for each pick-up point across types of risk data analysis and type of map (M, SE) (bold values are those that are significantly
different at the p < 0.05 level from the italicized values associated with each pick-up point).

Type of risk data analysis North South East West

Road map Satellite map Road map Satellite map Road map Satellite map Road map Satellite map

Numerical data 36.68 (2.92) 38.96 (2.98) 28.53 (2.35) 27.80 (3.40) 48.36 (3.84) 49.13 (3.92) 20.06 (2.55) 18.13 (2.60)

Table data 36.68 (3.02) 38.32(3.02) 28.59 (2.43) 30.87 (2.43) 48.32 (3.97) 54.16 (16) 15.80 (2.63) 20.68 (2.63)

Bar chart data 39.21 (3.21) 41.82 (3.05) 27.39 (2.58) 31.67 (2.46) 54.56 (4.22) 51.47 (4.01) 19.15 (2.80) 13.40 (2.66)

Line chart data 36.67 (3.21) 37.16 (3.12) 32.97 (2.58) 30.11 (2.43) 55.08 (4.21) 53.82 (3.97) 14.97 (2.80) 15.42 (2.63)

Pie chart data 38.71 (3.13) 33.88 (3.05) 30.93 (2.51) 29.35 (2.46) 48.63 (4.11) 47.95 (4.01) 14.39 (2.72) 20.53 (2.66)

Hotspot map in color 41.19 (3.29) 28.58 (3.25) 31.03 (2.65) 19.37 (2.61) 50.81 (4.33) 35.94 (4.58) 18.38 (2.87) 15.42 (2.83)

Hotspot map in black and white 35.18 (3.21) 38.00 (3.34) 32.85 (2.58) 28.08 (2.55) 53.97 (4.27) 47.54 (4.25) 20.72 (2.80) 16.80 (2.76)

Thematic map in color 40.50 (3.34) 35.62 (3.21) 28.78 (2.68) 27.41 (2.58) 47.68 (4.39) 47.90 (4.22) 18.03 (2.91) 16.62 (2.80)

Thematic map in black and white 36.45 (3.09) 35.33 (3.49) 33.95 (2.48) 30.97 (2.80) 47.95 (4.06) 54.94 (4.58) 17.05 (2.69) 35.67 (3.94)
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TABLE 4 | Ratings of Negative Affect for each pick-up point across types of risk data analysis and type of map (M, SE) (bold values are those that are significantly
different at the p < 0.05 level from the italicized values associated with each pick-up point).

Type of risk data analysis North South East West

Road map Satellite map Road map Satellite map Road map Satellite map Road map Satellite map

Numerical data 5.55 (0.34) 5.56 (0.35) 4.78 (0.31) 4.66 (0.32) 6.59 (0.39) 6.13 (0.40) 3.68 (0.33) 3.69 (0.33)

Table data 4.88 (0.35) 5.28 (0.35) 4.06 (0.32) 4.80 (0.32) 6.01 (0.41) 6.32 (0.41) 3.15 (0.34) 3.13 (0.34)

Bar Chart Data 5.59 (0.38) 5.19 (0.36) 4.23 (0.34) 4.76 (0.32) 6.47 (0.43) 6.82 (0.41) 3.03 (0.36) 3.19(0.34)

Line chart data 5.60 (0.38) 5.86 (0.35) 4.41 (0.34) 4.86 (0.32) 6.49 (0.43) 6.48 (0.41) 3.28 (0.36) 3.43 (0.34)

Pie chart data 5.31 (0.37) 5.07 (0.36) 4.69 (0.33) 4.16 (0.32) 5.80 (0.42) 6.36 (0.41) 3.09 (0.35) 3.11 (0.34)

Hotspot map in color 5.01 (0.39) 4.83 (0.38) 4.73 (0.35) 4.16 (0.344) 7.84 (0.44) 6.14 (0.44) 3.52 (0.37) 3.11 (0.36)

Hotspot map in black and white 4.89 (0.37) 4.91 (0.37) 4.11 (0.34) 4.25 (0.34) 6.50 (0.43) 6.41 (0.43) 3.65 (0.36) 3.15 (0.35)

Thematic map in color 5.56 (0.38) 5.13 (0.38) 4.46 (0.35) 4.22 (0.34) 6.05 (0.45) 5.74 (0.43) 3.69 (0.37) 3.70 (0.34)

Thematic map in black and white 5.63 (0.36) 5.17 (0.41) 4.46 (0.33) 4.84 (0.37) 6.10 (0.42) 6.30 (0.47) 3.33 (0.34) 4.97 (0.39)

TABLE 5 | Ratings of Risky Choice for each pick-up point across types of risk data analysis and type of map (M, SE) (bold values are those that are significantly different
at the p < 0.05 level from the italicized values associated with each pick-up point).

Type of risk data analysis North South East West

Road map Satellite map Road map Satellite map Road map Satellite map Road map Satellite map

Numerical data 26.61 (3.14) 19.29 (3.21) 32.36 (3.25) 33.00 (3.33) 16.21 (2.89) 17.13 (2.96) 61.40 (4.53) 69.31 (4.63)

Table data 25.64 (3.24) 18.18 (3.24) 33.11 (3.36) 31.89 (3.36) 18.55 (2.99) 14.39 (2.99) 66.18 (4.69) 64.07 (4.69)

Bar chart data 18.54 (3.24) 26.37 (3.28) 27.49 (3.57) 27.47 (3.40) 13.44 (3.18) 18.69 (3.03) 65.77 (4.98) 65.84 (4.74)

Line chart data 21.31 (3.44) 21.93 (3.24) 29.85 (3.57) 25.57 (3.36) 14.08 (3.18) 12.21 (2.99) 63.82 (4.98) 64.16 (4.69)

Pie chart data 17.66 (3.35) 18.00 (3.28) 25.10 (3.48) 29.42 (3.40) 12.22 (3.10) 11.84 (3.03) 69.34 (4.85) 68.40 (4.74)

Hotspot map in color 26.41 (3.49) 26.05 (3.49) 27.14 (3.67) 30.18 (3.61) 15.11 (3.26) 17.55 (3.22) 57.43 (5.11) 62.00 (5.04)

Hotspot map in black and white 25.38 (3.44) 22.20 (3.400) 32.36 (3.57) 32.23 (3.53) 18.77 (3.18) 14.30 (3.14) 61.05 (4.98) 63.93 (4.91)

Thematic map in color 24.08 (3.58) 26.82 (3.44) 35.19 (3.53) 35.10 (3.57) 16.17 (3.31) 16.51 (3.18) 62.83 (5.18) 62.74 (4.98)

Thematic map in black and white 22.07 (3.32) 27.06 (3.74) 32.12 (3.44) 29.94 (3.88) 18.67 (3.06) 18.79 (3.45) 58.62 (4.80) 39.79 (5.41)

TABLE 6 | Ratings of Ranking for each pick-up point across types of risk data analysis and type of map (M, SE) (bold values are those that are significantly different at
the p < 0.05 level from the italicized values associated with each pick-up point).

Pick-up point North South East West

Road map Satellite map Road map Satellite map Road map Satellite map Road map Satellite map

Numerical data 3.03 (0.10) 3.14 (0.10) 2.81 (0.09) 2.80 (0.09) 3.49 (0.13) 3.47 (0.13) 1.67 (0.15) 1.51 (0.15)

Table data 3.11 (0.10) 3.13 (0.10) 3.20 (0.09) 3.00 (0.09) 3.55 (0.14) 3.74 (0.14) 1.37 (0.16) 1.41 (0.16)

Bar chart data 3.12 (0.11) 3.22 (0.11) 2.70 (0.10) 2.95 (0.09) 3.72 (0.14) 3.41 (0.14) 1.35 (0.16) 1.42 (0.16)

Line chart data 3.24 (0.11) 3.13 (0.11) 2.97 (0.10) 3.05 (0.10) 3.44 (0.14) 3.64 (0.14) 1.54 (0.17) 1.47 (0.16)

Pie chart data 3.19 (0.11) 3.22 (0.10) 2.78 (0.10) 2.75 (0.10) 3.68 (0.14) 3.41 (0.14) 1.53 (0.16) 1.46 (0.16)

Hotspot map in color 2.94 (0.11) 2.98 (0.11) 3.14 (0.10) 2.94 (0.11) 3.49 (0.15) 3.56 (0.15) 1.67 (0.16) 1.56 (0.17)

Hotspot map in black and white 2.93 (0.11) 2.98 (0.11) 2.72 (0.10) 2.75 (0.10) 3.55 (0.14) 3.75 (0.14) 1.76 (0.17) 1.50 (0.16)

Thematic map in color 2.92 (0.11) 3.16 (0.11) 3.11 (0.10) 2.84 (0.10) 3.38 (0.14) 3.37 (0.14) 1.67 (0.17) 1.75 (0.17)

Thematic map in black and white 2.91 (0.11) 3.12 (0.12) 2.73 (0.10) 2.76 (0.11) 3.47 (0.14) 3.50 (0.15) 1.79 (0.16) 2.70 (0.18)

were presented with thematic map in grayscale on a satellite
map (M = 2.70, SE = 0.18), compared to the other types of risk
information (Table 6).

Association Between Cognitive and
Affective Processing and Risk-Based
Decisions
Next, we examined if and how Perceived Risk of and Negative
Affect toward each pick-up spot predicted participants’ Risky

Choice toward and Ranking of each pick-up spot. Given the
fact that independent and dependent measures were ordinal in
nature, we used binomial logistic regression models and chose to
dichotomize participants’ responses for their Risky Choice toward
each pick-up point and Ranking of each pick-up point for this
analysis (dependent measures). Ranking was dichotomized as
a dummy variable by classifying two groups: low likelihood of
being chosen as a pick-up spot (participants’ Ranking of the
spot as either 3 or 4; coded as 0) and high likelihood of being
chosen as a pick-up spot (participants’ Ranking of the spot as
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either 1 or 2; coded as 1). Risky Choice was also dichotomized
as a dummy variable by classifying two groups: low likelihood of
being picked up at this spot (participants’ Risky Choice rating of
the spot from 1 to 50; coded as 0) and high likelihood of being
picked up at this spot (participants’ Risky Choice rating of the spot
from 51 to 100; coded as 1). Similarly, for these models, we also
dichotomized participants’ Perceived Risk of and Negative Affect
ratings of each pick-up point (the independent variables), as they
were also ordinal in nature. Perceived Risk was dichotomized as
a dummy variable by classifying two groups: low perceived risk
of the pick-up spot (participants’ Perceived Risk rating of the spot
from 1 to 50; coded as 0) and high perceived risk of the pick-up
spot (participants’ Perceived Risk rating of the spot from 51 to 100;
coded as 1). Negative Affect was also dichotomized as a dummy
variable by classifying two groups: low negative affect toward the
pick-up spot (participants’ Negative Affect rating of the spot from
1 to 5; coded as 0) and high negative affect toward the pick-up
spot (participants’ Negative Affect rating of the spot from 6 to
10; coded as 1).

For participants in the control groups who did not receive any
risk information, high Perceived Risk and high Negative Affect did
not significantly predict either participants’ likelihood of being
picked up at any of the four pick-up points (Risky Choice) or the
likelihood of them choosing any of the pickup points (Ranking)
(see Supplementary Tables 3, 4). When participants received
any type of risk information, their likelihood of being picked
up at any of the pick-up points (Risky Choice) was significantly
predicted by their high Perceived Risk of and high Negative
Affect toward all four spots (Table 7). Participants’ likelihood
of choosing the North and South pick-up points (Ranking) was
only significantly predicted by their high Perceived Risk of, but
not their high Negative Affect toward, those two pick-up spots
when receiving some form of risk information (Table 8). Yet,
both participants’ high Perceived Risk of and high Negative Affect
toward the West and East pick-up points significantly predicted
their likelihood of choosing to be picked-up at those two locations
(Ranking) (Table 8).

For those receiving some sort of risk information, the
Spearman’s Rank correlations (rs) and their significance levels
between their Perceived Risk of and Negative Affect toward each
pick-up spot and the two outcome variables are found in Table 9.
This type of correlation was used due to the ordinal nature
of participants’ ratings. Correlation coefficients show moderate
relationships between participants’ Perceived Risk and Negative
Affect ratings toward their Risky Choice and Ranking of the West
pick-up spot, and weak relationships between these variables for
the other pick-up spots.

Effect of City-Level Risk Context on
Risk-Based Decision-Making
Finally, three-way ANOVAs were run (with type of risk
information, type of map, and the % of crashes in the pick-up
area as independent variables) to see if participants’ ratings on
Risky Choice and Ranking changed for any of the pick-up points
when presented with information that the crashes in the pick-up
radius made up either 5% or 75% of crashes across the entirety of

Anytown, United States (as well as the interactions with the other
two independent variables). Participants who were in the control
groups were also included in these analyses, as they also received
information on how the percentage of crashes in the pick-up
radius compared to the entirety of Anytown, United States, and
its type of risk information was coded as none.

There were no significant differences found between
participants’ original ratings of Risky Choice and Ranking for any
of the pick-up points, regardless of the type of risk information
or map received, and their ratings when presented with either
the information that the crashes in the pick-up radius made up
either 5% or 75% of crashes across the entirety of Anytown,
United States. Non-significant main and interaction effects are
found in the Supplementary Table 5.

DISCUSSION

This current study, using a multi-factorial vignette-based survey
experiment with a sample of the general public, investigates if
and how common types of risk information used to communicate
public safety and crime conditions elicit dual-process risk
information processing in risk-based decisions, and if such
processing or decision-making differs depending on the risk
level, context, or the type or format of risk information
communicated. In summary, this experiment found that risk
information on public safety does in fact elicit dual-process
risk information processing and influences risk-based decision-
making for all levels of risk, as compared to information
processing and decision-making with no risk information. As
hypothesized, both affective and cognitive processing were
significant predictors of different risk-based decisions, regardless
of the risk level or type of risk information examined in
the current study. When it came to specific types of risk
information, hotspot maps in color on a satellite map, compared
to the other types of risk information, elicited significantly
lower levels of cognitive risk processing when considering
pick-up spots that represented any risk level higher than the
lowest level of risk. For the pick-up spot representing the
lowest risk level, thematic maps in grayscale on a satellite
map elicited higher levels of both cognitive and affective risk
processing, and, correspondingly, participants were significantly
less likely to choose or rank to be picked up at that spot
when receiving that type of risk information. Even when
varying degrees of city-level risk were provided as context to
participants, risk-based decision-making did not significantly
change whatsoever for any type of risk information or pick-
up spot.

Results suggest three main takeaways with regard to how risk
information may affect dual-process risk information processing
and risk-based decision-making related to public safety when
considering varying levels of relative risk.

First, our findings provide first-of-its-kind data showing that
members of the general public, as consumers of risk information
used to communicate public safety and crime conditions, process
and make decisions surrounding such information using the
dual-process approach. These results align with existing literature
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TABLE 7 | Binary logistic regression results showing the predictive power of high Perceived Risk and high Negative Affect toward the high likelihood of being picked up
at each spot (Risky Choice) when participants received some form of risk analysis data.

Measure Pick-up point Coefficient Odds ratio SE Z p-value

High perceived risk High likelihood of being picked up at the North −1.97 7.17 0.308 −6.41 <0.0001

High likelihood of being picked up at the South −0.689 1.99 0.285 −2.42 0.016

High likelihood of being picked up at the East −1.20 3.32 0.288 −4.17 <0.0001

High likelihood of being picked up at the West −3.58 35.87 0.349 −10.25 <0.0001

High negative affect High likelihood of being picked up at the North −2.12 8.33 0.206 −10.27 <0.0001

High likelihood of being picked up at the South −2.25 9.49 0.319 −7.05 <0.0001

High likelihood of being picked up at the East −1.67 5.31 0.222 −7.50 <0.0001

High likelihood of being picked up at the West −2.93 18.73 0.318 −9.20 <0.0001

TABLE 8 | Binary logistic regression results showing the predictive power of high Perceived Risk and high Negative Affect toward the high likelihood of being chosen as
the pick-up spot (Ranking) when participants received some form of risk analysis data.

Measure Pick-up point Coefficient Odds ratio SE Z p-value

High perceived risk High likelihood of the North being chosen as the pick-up spot −1.10 3.00 0.249 −4.40 <0.0001

High likelihood of the South being chosen as the pick-up spot −1.16 3.19 0.303 −3.82 <0.0001

High likelihood of the East being chosen as the pick-up spot −1.50 4.48 0.243 −6.16 <0.0001

High likelihood of the West being chosen as the pick-up spot −2.03 7.61 0.305 −6.67 <0.0001

High negative affect High likelihood of the North being chosen as the pick-up spot −0.274 1.32 0.190 −1.44 0.151

High likelihood of the South being chosen as the pick-up spot −0.257 1.29 0.207 −1.24 0.215

High likelihood of the East being chosen as the pick-up spot −0.515 1.67 0.217 −2.36 0.018

High likelihood of the West being chosen as the pick-up spot −1.57 4.81 0.204 −7.70 <0.0001

TABLE 9 | Spearman’s rank correlations (rs) between Perceived Risk and Negative Affect and participants’ Risky Choice and Ranking for each pick-up spot.

Outcome North South East West

Perceived risk Negative
affect

Perceived risk Negative
affect

Perceived risk Negative
affect

Perceived risk Negative
affect

Risky choice −0.144
(p = 0.002)

−0.173
(p < 0.0001)

−0.048
(p = 0.180)

−0.073
(p = 0.040)

−0.353
(p < 0.0001)

−0.329
(p < 0.0001)

−0.420
(p < 0.0001)

−0.589
(p < 0.0001)

Ranking 0.210
(p < 0.0001)

0.207
(p < 0.0001)

0.075
(p = 0.035)

0.051
(p = 0.155)

0.345
(p < 0.0001)

0.268
(p < 0.0001)

0.432
(p < 0.0001)

0.609
(p < 0.0001)

that shows that, if presented with risk information, both cognitive
and affective modes of risk information processing influence
recognition and risk-based decision-making (Ferreira et al., 2006;
Evans, 2008; Van Gelder’s et al., 2009). This work also extends
the results of previous work specifically to common types of risk
information related to crime and public safety. In this study,
cognitive and affective processing was not elicited and neither
mode of processing predicted risk-based choices, for any level
of risk, without some form of risk information present. Thus,
communicating risk information used in crime and public safety
appears to alter the modes in which consumers process and make
decisions via the dual-process approach.

Second, our results suggest that basic forms of risk
information used to communicate public safety and crime
conditions appear to create an almost “binary-type” distinction
for its consumers in which the choice or option representing the
lowest risk level is often treated differently in risk processing and
decision-making, as compared to other higher levels of risk. The
lowest-risk level, not the highest-risk level, may serve as the point
of comparison for risk-based decision-making.

For example, the lowest risk option, rather than the highest
risk as hypothesized, appeared to act as a “reference point” in
several areas of processing and decision-making. Participants
showed no differences in processing or making decisions about
the pick-up points when no risk was presented. Yet, when
presented with some type of risk information, participants
unsurprisingly showed significantly higher levels of cognitive and
affective risk processing when considering the North, South, or
East pick-up points, and they were significantly less likely to
choose or rank those locations as their pick-up points. Thus by
providing some type or level of risk, participants perceived all
three of those locations as both cognitively and affectively riskier
than when no risk information was provided, and they were less
likely to choose to be picked up there.

However, this pattern did not appear to extend to their
processing and choices surrounding the pick-up spot
representing the lowest risk level. When presented with
some type of risk information, participants were more likely to
choose or rank to be picked up at the West pick-up point, which
represented the lowest level of possible risk, compared to when
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no risk information was presented. This result itself was not
surprising, as participants were forced to choose to be picked up
at one of the four spots, and all options had some level of risk
present. Participants, logically, would likely choose the least risky
option when provided risk information on the pick-up area.

Yet, what was interesting was that lower levels of cognitive and
affective risk processing were elicited for the West pick-up point
when presented with some form of risk information, as compared
to when no risk information was presented for that location.
This result, at first perplexing, suggests that participants literally
perceived less cognitive and affective risk toward the West pick-
up point when some level of risk was communicated, as compared
to when no risk was communicated. Why would adding risk
information lead to lower levels of cognitive and affective risk
processing for the least risky option, as compared to the other
three higher risk options?

We suggest that consumers of risk information may be
exhibiting lower levels of cognitive and affective risk processing
toward the lowest risk option in this context because, during
risk information processing of public safety and crime data, they
are comparing its risk level as relative to the other higher risk
options. By using the lowest risk option as their comparison point
during risk information-processing, they may actually perceive
less cognitive and affective risk than they would when no risk
information is provided because their reference point in decision-
making, due to the risk information, has changed in order to
discount, or disapprove, higher risk options and choose, or
approve of, the lowest risk option. Ultimately, individuals may
put emphasis and focus on the lowest-risk option when making
risk-based decisions, and then potentially compare it to all other
possible higher risk options, regardless if other options are just
slightly more risky or considerably more risky. Indeed, beyond
identifying the lowest risk option, participants appeared to not
discern varying or nuanced levels of risk (i.e., 43, 67, or 85
pedestrian crashes) during cognitive and affective processing.

Similarly, we saw that affective processing was strongest and
more important for risk-based decisions involving the lowest
risk option, relative to other higher risk options. Participants’
rankings of the North and South as pick-up points they would
choose were only predicted by cognitive, and not by affective,
risk processing. Although participants’ ranking of the East pick-
up spot was also significantly predicted by affective processing,
their ranking of the lowest risk option, the West, was much
more highly significantly predicted by affective risk processing.
Participants’ choices to be picked up at the West pick-up spot,
as compared to the other three pick-up spots, was more strongly
predicted by affective processing as well. Further, the moderate
association between participants’ both cognitive and affective
risk processing and their choice or rank of pick-up points was
strongest for the West as the lowest risk option, while the other
three pick-up options showed weak associations between both
modes of risk processing and risk-based decisions. These results
appear to also suggest a potential “divide” in risk information
processing, and that consumers may be in fact comparing two
black-and-white (i.e., binary) options (i.e., lowest risk option
versus any higher risk options), rather than processing four
separate options.

The potential “binary-type” distinction for consumers in
which the lowest risk option may be treated differently in risk
processing and decision-making, relative to other higher risk
options, was contrary to our hypothesis. It also conflicts with
large bodies of existing work that show that the information
processing of numerous types or areas of risk information,
ranging from health (Griffin et al., 1999), the environment (Marx
et al., 2007), the buying of risky products (Diamond, 1988),
food choices (You and Ju, 2017), gambling (Nygren, 1998), to
drunk driving (Gibbons et al., 2009), focus on or emphasize
high-risk options in order to make risk-based decisions. Further,
also contrary to our hypothesis and previous literature, affective
processing (i.e., “risk-as-feelings”) was more important and
predictive of risk-based decision-making involving the lowest
risk level. Indeed, previous work has found that affective
processing may be most important for high-risk related decision-
making, influenced by fear, and that high levels of affective
processing may cloud cognitive evaluations of risk for higher risk
situations (Loewenstein and Hsee, 2001). Although replications
of these results and further studies are needed, this study suggests
that risk information communicating crime and public safety
conditions may be processed differently from other types of
risk information, such as health, environmental, or financial risk
information, when making risk-based decisions.

Third, this research provides the first-of-its-kind data showing
that risk information processing, and its effect, on decision-
making is not “one size fits all” (Carter et al., 2017). Previous
literature has postulated that processing of risk information
on crime and public safety may differ depending on the
type or format of risk information, such as maps, graphs,
or tables, the level of risk being weighed, or the potential
consequences of related decisions (Harries, 1995; Lundgren and
McMakin, 2018). Indeed, the current study found that risk
information significantly influences risk information processing
and decision-making in distinctive ways depending on the type
of risk information and the level of risk being weighed. Dual-
process approaches, while coexisting in risk recognition and
decision-making, do appear to respond to different types of risk
information or risk-based characteristics (Lerner and Keltner,
2001; Hodgkinson and Clarke, 2007).

When it came to specific types of risk information, it is
important to point out that, in general, results showed that most
types of risk information were processed in ways not significantly
different from one another. However, as hypothesized, increased
affective processing was observed for some visual forms of risk
information, but not for all types of maps or levels of risk (Slovic
et al., 2005; Allen and Thomas, 2011; Thompson and Morsanyi,
2012). Yet, contrary to our hypothesis and previous work,
cognitive processing was no more elicited for risk information
involving probability or numbers, such as graphs, tables, or
numerical counts, compared to other types of risk information
(Slovic et al., 2005). In fact, maps were shown to be the only
type of risk information that influenced cognitive risk processing.
Hotspot maps in color on a satellite map (see Figure 3 for stimuli)
elicited significantly lower levels of cognitive risk for the North,
South, and East pick-up spots, but not for the West (i.e., the
lowest risk option). What is it about color hotspots on a satellite
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FIGURE 3 | Risk information: hotspot map in color of pick-up area on satellite
map.

map, compared to other risk information, that mitigates cognitive
risk processing for the three higher risk options?

We believe that lower levels of cognitive risk processing, in
response to the characteristics of this map (colored hotspots on
a satellite map), may indicate that participants are able to more
efficiently process, identify, and potentially disregard the higher-
risk options using this map, perhaps because of the visually
apparent spatial contexts or similarities across pick-up spots
derived from the satellite imagery, as compared to when using
other forms of risk information. As such, they may be in some
way more comfortable with their perceptions of these higher-risk
options when using this map. Indeed, maps that have clearer,
distinctive, and more recognizable characteristics to the map
reader, such as using colors, have been thought to be easier
to read and understand (Harries, 1995; Chainey and Tompson,
2008). Satellite maps may also offer more detailed factors of
the environment for risk-based comparisons (that introduce
uncontrolled-for preconceptions that alter judgments), while
street maps offer only road-bed representations of a location
and minimal context for a location’s characteristics, such as
landmarks or vegetation.

Other results are suggestive of similar reasoning. Thematic
maps in grayscale on a satellite map (see Figure 4 for stimuli),
compared to the other types of risk information, were found
to elicit higher levels of cognitive risk toward the lowest-risk
option. Some thematic maps use shading to indicate risk levels,
which have been known to be effective at labeling maps and
signifying trends in public safety and crime contexts (Eck et al.,
2000; Chainey and Tompson, 2008; Weisburd et al., 2012).
However, in the current situation, it is possible that the current
map’s characteristics may be harder to read and understand and
do not provide clear or useful risk communication. Grayscale

FIGURE 4 | Risk information: thematic map in grayscale of pick-up area on
satellite map.

shading may not be clear or distinctive enough, especially
against a satellite map, which has more color ranges and
textures than the street map, for consumers to efficiently process,
identify, and choose the lowest-risk option. Correspondingly,
they may be uncomfortable or uneasy with their level of risk
comprehension and feel uncertain whether they are choosing the
least risky option.

As fear and discomfort are often at work when higher levels
of affective risk processing are exerted (Allen and Thomas,
2011; Thompson and Morsanyi, 2012), it is unsurprising that
participants who received the thematic map in grayscale on a
satellite map were also found to elicit higher levels of affective
risk processing in the same context, and correspondingly, were
significantly less likely to both choose and rank to be picked
up at the lowest-risk option. These patterns were not found for
any of the higher risk pick-up points. Thus, findings suggest
that participants may not trust their “gut feeling” when risk
information is not distinctive or clear enough for effective risk
information processing, and that consumers of such information
may fear making the wrong risk-based choice (Kruglanski and
Orehek, 2007; Evans, 2008). As such, this work may also be
relevant to research on the public’s fear of crime, since notions
related to cognitive and affective processing have been used to
interpret people’s perceived risk and fear of crime in previous
literature (e.g., Gabriel and Greve, 2003; Rader, 2004). There are
many ripe areas of future inquiry that may look at how risk
information interacts with emotional, cognitive, and behavioral
components of the public’s fear of being victimized or involved in
risk situations (Rader, 2004).

This research does have its limitations. Multi-factorial,
vignette-based experiments are commonly used research designs
in criminal justice, criminology, and psychology research (i.e.,
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Berryessa, 2017, 2018; Berryessa and Lively, 2019; Berryessa and
Krenzer, 2020). Yet, although they are helpful in isolating the
effects of independent variables and reducing social desirability,
are still less ecologically valid than other types of research designs,
and it is unknown if and how these results would extend to
real-life contexts involving risk information and decision-making
involving crime and public safety (Auspurg and Hinz, 2014).
Thus, future work should look to replicate and extend this type
of inquiry to different, more ecologically valid research designs
and methodologies.

Second, Amazon’s MTurk, although known to produce
reliable and robust data from its research samples (Buhrmester
et al., 2011; Rouse, 2015), is limited in its sample frame, in
that participants self-select into the service and to participate
in the survey. Thus, this study’s sample is a non-probability
sample; therefore, results from such a sample may be biased
by self-selection into the study, and they are by no means
representative of the U.S. population. MTurk workers are more
likely to be younger, highly educated, and have higher incomes as
compared to the average member of the U.S. workforce (Barger
et al., 2011). In this study, male participants also appear to be
slightly overrepresented, and those with post-graduate degree are
overrepresented in the current study’s sample as compared to the
general population.

It is true that probability samples, which are the gold
standard in survey research because they allow for descriptive
and causal inference, are known to provide the most accurate
and robust results in empirical work (MacInnis et al., 2018).
Yet there are several reasons to suggest that results from
non-probability samples, such as these, may also be robust.
Experimental methods such as those used in this study, and
the lack of demographic differences between conditions, do help
to mitigate issues involving representativeness of the research
sample (Keppel and Wickens, 2004). Additionally, in application,
probability sampling is often marred by coverage, selection, and
non-response errors; thus, data from non-probability samples
actually are often of comparable data and inferential quality as
compared to those from probability samples (Groves and Lyberg,
2010). Indeed, Bartneck et al. (2015) also found that results from
MTurk samples most often do not significantly differ from those
using samples from survey firms or student populations.

Further, we used calculated composite measures of Perceived
Risk and Risky Choice by multiplying, respectively, the items
designed to measure each constructs, but we also calculated
the composite measure for Negative Affect by averaging its four
items. Although these measures and approach were based on the
method of Van Gelder’s et al. (2009), it is possible that this study’s
results may be affected by our choice to calculate composite
measures in different ways, and participants’ responses may have
varied if a different approach was applied. As different measures
are defined by different scales and dimensions, results may
potentially vary if a different approach was chosen to compute
these composite measures. Thus, future work should use different
approaches, measures, and methodological choices to study these
issues to see if the current results hold in different research
designs. For example, perhaps a future study should calculate
composite measures from averaging the items, which would also

allow computing the measures of dispersion between all the items
for each composite measure.

Additionally, the fact that we used scales that ranged from 1
to 10 to collect participants’ responses, which gave participants
a wide range of options to choose in their responses, may
have affected the results and analysis in this paper. We
therefore also suggest replication using a smaller (i.e., 1–4)
scale for participants’ responses. We also do not know the
amount of time spent on each question and how processing
time may have differed depending on the pick-up point
or processing style. Future work should measure processing
times and see if cognitive processing shows longer processing
times as compared to affective processing. We also did not
collect information about whether participants had previously
suffered a pedestrian-automobile crash, which feasibly could have
affected their responses. Future work should control for this
demographic experience.

Finally, although our results suggest that participants may
exhibit a “binary-type” distinction between the lowest risk level
and areas with higher risk in risk information processing and
decision-making, we also caution that these results may have
been influenced by the way in which the research experiment
was designed (i.e., a choice of four pick-up points, at one
point in time, with explicit, numerical risk levels that differed
equally from each other). Of course, people’s processing of
risk information is likely to be much more complex in real-
case scenarios in which multiple sources of risk information,
including previous experiences, interact with each other across
many different choices and may vary across time. Thus, these
findings do not necessarily mean that risk information processing
does indeed function in the real world in the ways observed
here. Thus, future work is needed to study these issues with
various materials, methods, and research designs before any
conclusions can be made.

Nonetheless, this research has several implications for
communicating risk information on crime and public safety
and its consumers (Cope, 2004). Sir Robert Peel believed that
law enforcement’s collection and communication of different
types of risk information has two purposes in aiding risk-based
decision-making: both to inform the general public of crime and
public safety conditions and to aid law enforcement in allocating
resources and crafting strategies (Gaines et al., 1999; O’Shea and
Nicholls, 2003).

In relation to the general public, maps, graphs, and other
police-provided crime and public safety data can help members
of the public make real-time risk-based decisions on what areas
of a neighborhood or city to frequent or avoid (Bonkiewicz, 2015;
Davis et al., 2015; Wheeler, 2016; Roberts, 2018). As the general
public appears to exhibit dual-process information processing in
relation to these kinds of risk information, this study suggests
some ways in which effective communication of risk information
by law enforcement can be framed or formatted in order to aid
the public in making risk-based decisions in their everyday lives.
For example, risk related to crime and public safety, such as the
number of assaults, pedestrian-crashes, or robberies occurring
in different areas of a city, may be best communicated by
highlighting or emphasizing areas or options involving low risk,
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rather than high risk. Further, maps appear to be helpful to
the public in monitoring trends and visualizing data in related
decision-making (Guilfoyle, 2016; Wheeler, 2016). Yet, akin to
previous literature, if maps are indeed used, they need to be
clear, include distinctive attributes, such as colors, and include
more detailed renditions of a location to allow for efficient and
effective risk processing and decision-making. Maps that lack
distinctive features and of which colors or lines are not easy to
understand should be avoided, as they appear to potentially cause
uncertainty in risk-based decision-making related to crime and
public safety conditions (Harries, 1995; Eck et al., 2000; Chainey
and Tompson, 2008; Weisburd et al., 2012). Maps with distinct
binary categories, such as “lowest-risk” versus “everywhere else,”
may be also more actionable and thus preferable.

In relation to law enforcement, this study furthers our
understanding of how risk information should be integrated into
modern-day information-based police strategies and operations
(Reuland, 1997; Coldren et al., 2013; Randol, 2014; Dağlar and
Argun, 2016), and provides areas for future research. Although it
is unknown how the current results may extend to or differ from
a police officer sample, there is some existing research to suggest
that members of police departments also exhibit dual-process risk
processing in risk-based decision-making, albeit not related to the
types of risk-information examined in this study (Sztajnkrycer
et al., 2010; Brown and Daus, 2015; Hine et al., 2018). For
example, Brown and Daus (2015) found that a sample of 127
police officers exhibited both cognitive and affective processing
in response to risk-related work scenarios, such as responding
to a hypothetical domestic violence situation, in relation to their
decision to shoot a threatening suspect. Indeed, Hine et al.
(2018) found officers show dual-process risk processing related
to the use of force.

Although potentially much different from the risk processing
examined in this study, these studies at least suggest that
members of the policing profession sometimes use the dual-
process approach to risk processing in on-the-job risk-based
decision-making. Juxtaposed with the current findings, it is
probable that the various types and formats of crime bulletins and
intel products produced by in-house analysts for dissemination to
police officers could differentially influence their risk perceptions
or deployment strategies above and beyond what the empirical
risks might otherwise necessitate. Future work should use a police
officer sample with the current research design and materials to
see if and how risk information processing and decision-making
may differ from the general public. However, if police do in
fact exhibit risk processing in similar ways to the public, the
current study may help to provide at least cursory directions
regarding what types of risk information may be most useful and
effective for members of law enforcement in visualizing trends
in crime and public safety, making risk-based decisions on the
job, or deploying resources, personnel, or strategies to certain
locations (Guilfoyle, 2016; Wheeler, 2016). For example, Harries
(1995) suggests that patrol officers should be provided the most
easily accessible, user-friendly, and detailed data related to their
patrol areas in order to best walk their beats. These data suggest
that certain characteristics of maps may best communicate
risk to patrol officers and aid them with on-the-job risk-based

decision-making. This study also begs the question: What would
policing look like if crime maps depicted only cold spots (i.e.,
lowest-risk areas) instead of the frequently produced hot spot
maps? This, too, is worthy of future research.

This study provides data on the types and characteristics
of risk information and communication that may elicit either
affective or cognitive risk processing. Such data may help police
operations attune distinctive types of risk communication to
certain aspects of police operations. For example, cognitive risk-
based decision-making, which is analytical, conscious, and slow,
is thought to potentially lead to more correct and optimum
risk-based decisions, compared to affective processing (Evans,
2008). Given the current evidence, types and characteristics
of risk information that elicit cognitive risk processing, rather
than affective risk processing, may be best for employing well-
crafted, developed law enforcement strategies in a geographic
location, evaluating the effectiveness of such strategies, or
presenting at internal police department operations meetings
(Santos, 2014; Santos and Taylor, 2014; Wheeler, 2016). However,
risk information that elicits cognitive risk processing may not
be best for on-the-job law enforcement risk-based decision-
making, as cognitive processing is often a hindrance in situations
where rapid decision-making is required (Allen and Thomas,
2011). For example, risk information that elicits cognitive risk
processing should probably not be used during calls for service
that involve risky situations and suspects, and in which decision-
making cannot be controlled or slow. Indeed, affective modes of
processing are more important in dynamic risk-based decisions
under uncertainty, whereas cognitive evaluations play a larger
role in static risky decisions (Figner et al., 2009). Thus, the use
of risk information that elicits affective risk processing may be
more effectual, depending on the situation and geographic area,
for real-time risk-based police decision-making.

Finally, we suggest future inquiries might also want to assess
the dual-process processing of risk information communicating
crime and public safety conditions, of both police officers and
the general public, using neuroscience techniques. Although
behavioral research can help to illuminate psychological
processes that underlie decision-making and perceptions, it
is oftentimes incomplete and does not necessarily provide
data on the neurocognitive mechanisms that underlie such
processes (Cacioppo, 2002). Indeed, more recent work has
begun to utilize neuroscience methods to better and more
wholly understand police behavior (e.g., Baldwin et al., 2019;
Castro-Toledo et al., 2019; Hashemi et al., 2019). Although
there is some evidence on the brain and psychophysiological
correlates to dual-process models of processing (see Reyna
and Brainerd, 2011), such work has not yet been meaningfully
extended to risk information processing. Further, this work
also suggests that risk information related to crime and public
safety may be processed differently from other categories of risk
information when making risk-based decisions, inquiries on risk
processing in health, environmental, or other situations may not
be relevant or applicable to understanding risk communication
and decision-making in the current context. Thus, future
work should use neuroscience techniques to better understand
the neural mechanisms associated with dual-process risk
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information processing of crime and public safety data
specifically, which may aid in police training, operational
training, and better overall risk communication among crime
analysts, fusion centers, real-time crime centers, the police
department rank-and-file, and their community partners
and constituents.
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