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Frontier AI regulation: what form 
should it take?
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Department of Computer Science, University of Oxford, Oxford, United Kingdom

Frontier AI systems, including large-scale machine learning models and autonomous 
decision-making technologies, are deployed across critical sectors such as finance, 
healthcare, and national security. These present new cyber-risks, including adversarial 
exploitation, data integrity threats, and legal ambiguities in accountability. The 
absence of a unified regulatory framework has led to inconsistencies in oversight, 
creating vulnerabilities that can be exploited at scale. By integrating perspectives 
from cybersecurity, legal studies, and computational risk assessment, this research 
evaluates regulatory strategies for addressing AI-specific threats, such as model 
inversion attacks, data poisoning, and adversarial manipulations that undermine 
system reliability. The methodology involves a comparative analysis of domestic 
and international AI policies, assessing their effectiveness in managing emerging 
threats. Additionally, the study explores the role of cryptographic techniques, 
such as homomorphic encryption and zero-knowledge proofs, in enhancing 
compliance, protecting sensitive data, and ensuring algorithmic accountability. 
Findings indicate that current regulatory efforts are fragmented and reactive, lacking 
the necessary provisions to address the evolving risks associated with frontier AI. 
The study advocates for a structured regulatory framework that integrates security-
first governance models, proactive compliance mechanisms, and coordinated 
global oversight to mitigate AI-driven threats. The investigation considers that 
we do not live in a world where most countries seem to be wishing to follow 
European Union ideals, and in the wake of this particular trend, this research 
presents a regulatory blueprint that balances technological advancement with 
decentralised security enforcement.
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1 Introduction

Artificial intelligence (AI) has become an integral part of modern technology, influencing 
various sectors and prompting a critical examination of its applications and implications. AI 
technologies have changed our interaction with digital intelligence, and created new ethical, 
privacy, and security challenges.

These challenges are pervasive, affecting numerous aspects of human life, and require new 
regulatory frameworks. The development and deployment of AI technologies, including 
Generative AI, present complex ethical, privacy concerns, and security risks.

The regulation of AI must be viewed through an ethical and idealistic lens, but also as a 
strategic challenge situated within a global context of geopolitical tensions, economic 
competition, and adversarial uses of AI. The notion that AI regulation can be implemented in 
a uniform and cooperative manner is complicated by the reality that many nations prioritise 
competitiveness, sovereignty, and national security over collective governance efforts. As such, 
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AI regulation should integrate mechanisms to reduce (or even 
eliminate) risks stemming from disinformation, cybersecurity threats, 
and the weaponisation of AI.

This requires risk-based governance models alongside aspirational 
ethical frameworks. The dual-use nature of AI, where technologies 
designed for beneficial applications can also be  repurposed for 
malicious use, requires adaptability in regulatory frameworks. 
Countries may need to balance transparency requirements with 
national security considerations, as complete openness regarding AI 
decision-making mechanisms could expose vulnerabilities that 
adversaries might exploit.

Furthermore, AI systems can exhibit near-untraceable behaviours, 
particularly when using advanced deep learning and adversarial 
learning techniques. Existing explainability methods (e.g., LIME, 
SHAP) provide limited insight into these systems, as complex neural 
networks often lack interpretability beyond localised approximations. 
More comprehensive strategies, including the development of new 
traceability metrics and governance mechanisms, are necessary to 
ensure oversight without stifling innovation. The efforts by INAIT and 
similar initiatives in enhancing traceability should be further explored 
as potential models for embedding greater transparency into 
AI governance.

2 Legal and regulatory compliance

As new technologies advance, they require legal and regulatory 
compliance frameworks to ensure ethical use, privacy, and security. 
The new regulations and guidelines include global regulations such as 
the EU’s Artificial Intelligence Act (European Parliament, 2023) and 
the USA’s National AI Initiative Act (The White House, 2023), which 
focus on establishing a legal framework for AI systems based on risk, 
AI research and development, and ethical guidelines. China’s New 
Data Security Law emphasises data security, user privacy, and the role 
of AI in national security. There are sector-specific guidelines, such as 
HIPAA (1996) in the USA, designed for healthcare, which may evolve 
to address AI in patient data handling. The guidelines for AI in 
algorithmic trading and risk assessment are different in finance. The 
ethical frameworks for legal and regulatory compliance for AI include 
UNESCO’s Recommendation on the Ethics of AI, which offers a 
global standard for ethical AI, and IEEE’s Ethically Aligned Design, 
which prioritises human rights in AI. The privacy regulations include 
updates in the General Data Protection Regulation (GDPR) (ICO, 
2018; GDPR, 2018), considering AI’s role in data processing, and the 
CCPA (2018), which includes AI data handling provisions.

2.1 Domestic regulation

Nations need to establish clear ethical guidelines and 
standards to govern the development and use of AI. These 
guidelines should address various concerns, including privacy, 
transparency, bias, and accountability. The GDPR is a prime 
example of a framework for managing personal data, which can 
be applied to AI. The GDPR is intended to give individuals more 
control over their personal data, while ensuring that companies 
that collect and use such data are held accountable for their 
actions. By adopting similar ethical guidelines and standards, 

countries can ensure that AI is developed and employed fairly, 
openly, and responsibly. Such guidelines can be  critical in the 
development public confidence in AI and promoting its 
responsible use. In Table 1, the AI uses cases are categorised and 
analysed according to use cases.

Regulations governing the use of AI must be  personalised to 
specific sectors, given the extensive range of its applications—see 
Table 1. For example, in the healthcare sector, stringent regulations 
concerning AI’s role in diagnosis and the handling of patient data are 
crucial. Similarly, in the finance sector, regulations for AI should focus 
on detecting fraud and algorithmic trading. Governments can 
establish oversight committees to monitor AI research and 
development, including funding ethical AI research and promoting 
practices that prevent the creation of harmful AI technologies.

2.2 International regulation

Establishing global standards for AI, like the Paris Agreement for 
climate change, is the next step in ensuring AI is safe and ethical use. 
These standards should address issues such as the AI arms race, 
autonomous weapons, and global surveillance systems. Encouraging 
international cooperation in AI research and focusing on the ethical and 
safe development of AI technologies is essential. Sharing best practices, 
research findings, and ethical guidelines can facilitate collaboration and 
lead to more effective outcomes. Since AI systems often rely on data that 
crosses borders, it is vital to establish international agreements on data 
governance, privacy, and security. The EU-US Privacy Shield (European 
Court of Justice, 2020) can be a starting point for these agreements. 
However, as a result of the Schemes II decision, the EU-U.S. Privacy 
Shield Framework is no longer a valid mechanism to comply with EU 
data protection requirements when transferring personal data from the 
European Union to the United States.

2.2.1 Investing in AI cybersecurity capacity as a 
global priority

AI cybersecurity capacity-building is a priority for nations and 
organisations looking to establish secure AI-driven infrastructures. 
The integration of AI across critical domains, such as healthcare, 
financial systems, autonomous systems, and national security, requires 
a targeted investments in AI-specific cybersecurity frameworks. 
Countries with advanced AI capabilities must lead global initiatives to 
develop standardised security benchmarks, model resilience 
assessment protocols, and AI incident response mechanisms.

The European Union’s Artificial Intelligence Act and the US AI 
Executive Order both recognise the need for enhanced AI security 
measures, yet there remains a lack of international coordination in AI 
cybersecurity policy. The establishment of an AI Cybersecurity 
Capacity Centre, modeled after cybersecurity capacity-building 
initiatives like the UK’s Global Cybersecurity Capacity Centre (n.d.), 
could serve as a dedicated global effort to strengthen AI security 
policies, research funding, and defensive AI strategies. AI regulatory 
frameworks should incentivise investment in research areas such as:

• AI threat intelligence to monitor and predict adversarial AI 
attack trends.

• Secure AI software supply chains to prevent exploitation of AI 
models through dependencies.
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• Trusted AI hardware solutions that mitigate risks from hardware-
based attacks.

• Automated AI security audits that continuously validate AI 
model integrity.

Such investments would ensure that AI development aligns with 
security principles while maintaining interoperability across global AI 
governance frameworks.

2.3 Challenges and considerations

Regulations must be  flexible enough to accommodate new 
technologies that may emerge. However, divergent international 
interests make it challenging to reach a global agreement, as different 
countries have varying priorities and ethical standards. Additionally, 
technologically advanced nations may have different interests than 
developing countries, making enforcing regulations locally and 
internationally difficult.

AI systems, particularly large-scale models such as generative AI 
and reinforcement learning systems, face unique cybersecurity threats 
that extend beyond traditional software vulnerabilities. Adversarial 
machine learning (AML) attacks, such as evasion attacks, model 
inversion, data poisoning, and backdoor attacks, present new risks to 
AI reliability, security, and integrity. For instance, AI systems used in 
fraud detection, medical diagnosis, and national security can 
be manipulated through adversarial perturbations, which subtly alter 
inputs to cause incorrect or misleading outputs without being detected.

Understanding AI attack surfaces is pre-requirement for securing 
AI-driven ecosystems. Attack vectors can exploit weaknesses in model 

architecture, training data provenance, and inference-time decision-
making. Deep learning-based AI systems, for example, are susceptible 
to gradient-based perturbation attacks (Naqvi et al., 2024) that force 
models to misclassify data (Lung, 2023) while remaining undetected 
(Naqvi et al., 2024). Moreover, model inversion attacks threaten privacy 
by reconstructing sensitive training data (Fredrikson et al., 2015), 
exposing personal information embedded within AI models (He et al., 
2019). Addressing these risks requires AI governance frameworks that 
mandate security-by-design principles (CISA, 2023), continuous 
monitoring, and adversarial testing during AI deployment.

AI governance does not exist in a vacuum, it operates within a 
competitive and adversarial global context where national interests, 
geopolitical rivalries, and economic competitiveness shape regulatory 
efforts. While ideal governance frameworks emphasise ethical 
principles and collective responsibility, real-world implementation 
faces significant resistance from nations prioritising AI supremacy, 
national security, and economic dominance.

One of the major challenges in AI governance is the strategic use 
of AI for disinformation, cyber warfare, and economic manipulation. 
The role of AI in hybrid warfare, where adversarial states deploy 
AI-powered misinformation campaigns and exploit AI-driven 
vulnerabilities in cybersecurity infrastructures, highlights the 
necessity of regulation that is not just ethical but also strategically 
resilient. The EU AI Act and similar governance efforts must 
be adaptive to real-world power struggles, incorporating defensive 
mechanisms that ensure compliance without stifling innovation.

Additionally, AI’s near-untraceable decision-making processes 
pose unique challenges. Deep learning models, particularly adversarial 
networks (Goodfellow et al., 2014), can operate in ways that evade 
traditional explainability techniques (Ozdag, 2018). Existing methods 

TABLE 1 AI development and use cases.

AI development stage Capabilities Regulatory and ethical 
considerations

Use cases

Narrow AI (Weak AI) Designed for specific tasks, lacks 

adaptability beyond predefined 

functions.

Compliance with domain-specific 

regulations, ensuring transparency and 

fairness in automated decision-making.

Recommendation systems, fraud 

detection, natural language processing, 

autonomous vehicles.

General AI (AGI) Exhibits human-like reasoning, capable 

of transferring knowledge across 

domains.

Raises accountability concerns in decision-

making processes, requiring explainability 

and ethical constraints.

Advanced robotics, complex problem-

solving, AI-driven scientific discovery.

Superintelligent AI (ASI) Exceeds human intelligence in all 

aspects, including self-improvement and 

strategic planning.

Poses existential risks; necessitates strict 

governance frameworks and global oversight 

mechanisms.

Autonomous strategic decision-making, 

high-level cognitive automation, self-

improving AI models.

Industry specific use cases:
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such as LIME and SHAP provide limited traceability, necessitating 
more advanced solutions such as adversarial robustness testing, causal 
inference models, and cryptographic audit trails. The INAIT initiative 
and emerging AI transparency methodologies are promising, but 
broader interdisciplinary research is required to balance AI 
explainability with performance efficiency.

To avoid overly idealistic regulatory proposals, a more pragmatic 
governance approach must include staged implementation strategies, 
international negotiation mechanisms, and sector-specific 
compliance pathways. A key lesson from cybersecurity policy 
development is that rigid, one-size-fits-all regulations fail in dynamic 
adversarial environments. AI governance should therefore embrace 
flexible, incentive-driven policies that encourage compliance while 
accounting for competitive realities.

2.3.1 Digital divide and socio-economic AI 
disparities

The digital divide (Whyte, 2018) remains a major challenge in AI 
governance, as access to AI-driven technologies is largely dictated by 
financial resources, digital literacy, and regional infrastructure. AI 
regulation cannot be effective unless it considers the socio-economic 
barriers that prevent equitable access to AI benefits. In developing 
nations, limited AI research capabilities, inadequate computing 
infrastructure, and restricted AI education create a significant gap in 
AI adoption. Even within developed countries, lower-income 
populations face exclusion from AI-driven economic opportunities 
due to lack of access to computational resources.

AI regulation should therefore include provisions for reducing the 
digital divide by incentivising AI education programs, funding 
community-based AI research, and mandating inclusive AI development 
policies. Governments and AI firms should collaborate to establish AI 
accessibility initiatives that prioritise digital equity, ensuring that 
underprivileged groups can benefit from AI advancements without 
being disproportionately affected by AI-induced economic disruptions.

2.4 Ensuring compliance in AI and ML 
systems

Creating AI governance committees and conducting regular 
system audits can help ensure accuracy, mitigate bias, and guarantee 
ethical alignment. The AI governance committee should comprise 
experts in AI/ML, data privacy, and ethics. The committee should 
be  responsible for monitoring the use of AI/ML systems in the 
organisation, addressing ethical concerns, and creating guidelines for 
their use. Regular system audits can help identify issues and ensure 
they perform as intended.

Organisations must also comply with data privacy laws when 
implementing AI/ML systems. This involves using data anonymisation 
techniques and adhering to regulatory requirements like GDPR. Data 
anonymisation techniques can help protect sensitive information, 
such as personal data while allowing the AI/ML system to perform its 
intended function.

Regular assessments should be conducted to reduce potential risks 
associated with AI/ML systems, and plans should be implemented to 
address any potential risks. This includes assessing the accuracy of the 
system’s outputs, identifying and mitigating any biases, and ensuring 
that the system aligns with ethical standards. Regular training sessions 

should be provided to ensure that employees are knowledgeable about 
AI ethics and legal obligations. This training should cover AI ethics, 
data privacy, and regulatory requirements. Public awareness 
campaigns should also be launched to educate the public about the 
capabilities and limitations of AI systems. This can help address 
concerns about AI’s impact on jobs, privacy, and security.

2.4.1 AI supply chain security and risk 
propagation

AI systems do not operate in isolation, they exist within complex 
ecosystems of cloud infrastructures, data pipelines, federated learning 
networks, and API-driven architectures. The interdependency of AI 
systems introduces cascading cybersecurity risks, where vulnerabilities 
in one model or dataset can propagate across supply chains. For 
example, data poisoning in a foundational model can lead to 
compromised downstream AI services, impacting multiple sectors 
that rely on the model’s outputs. Similarly, supply chain attacks on 
pre-trained models, where adversaries embed undetectable 
manipulations, can result in the silent exploitation of AI systems in 
finance, healthcare, and critical infrastructure.

To manage these risks, regulatory frameworks must incorporate 
AI security standards that enforce stringent vetting of AI models, 
continuous adversarial robustness assessments, and secure model 
distribution policies. AI security capacity-building efforts should 
prioritise defensive mechanisms such as adversarial training, 
differential privacy, homomorphic encryption, and federated trust 
frameworks to prevent risk propagation across AI-driven 
supply chains.

2.5 GDPR compliance in AI

The GDPR (2018) is a crucial piece of legislation in the European 
Union and the United Kingdom (ICO, 2018) that focuses on data 
protection and privacy. After Brexit, the UK retained GDPR in 
domestic law as the UK GDPR. However, worth mentioning that the 
UK has the independence to keep the framework under review. The 
UK GDPR (ICO, 2018) is integrated with an amended version of the 
Data Protection Act 2018 (GOV.UK, 2018).

The GDPR has significant implications for AI and ML systems, 
particularly in how they process, store and use personal data. To 
comply with GDPR regulations, companies are modifying their AI 
systems in several ways. They are redesigning AI systems to collect 
only the data required for their specific purpose, following the GDPR 
principle of data minimisation. Companies also ensure that their AI 
systems are transparent about the data they collect and process, 
aligning with the purpose limitation principle of GDPR. To further 
enhance data subject rights, companies are implementing mechanisms 
that facilitate user rights under GDPR, such as the right to access, the 
right to be forgotten, and the right to data portability. They are also 
developing AI solutions that can efficiently handle requests for data 
erasure or modification.

GDPR restricts automated decision-making that significantly 
impacts individuals. Companies are incorporating human oversight 
into AI decision-making processes to comply with this. They are also 
developing explainable AI models to provide transparency and 
understanding of decision-making. Companies are conducting Data 
Protection Impact Assessments (DPIA) for AI projects to identify and 
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mitigate data protection risks. They also ensure that DPIAs are integral 
to the AI development lifecycle. To comply with GDPR regulations, 
companies are utilising advanced data anonymisation techniques to 
ensure that AI systems do not unintentionally reveal personal data. 
They are also balancing the need for high-quality data in AI with the 
privacy requirements of GDPR.

The impact of GDPR on AI-driven businesses is multifaceted and 
complex. One of the most significant impacts has been the increased 
compliance costs for companies. These costs include investing in legal, 
technical, and operational measures to ensure GDPR compliance, 
which can be a significant financial burden, particularly for small and 
medium-sized enterprises. The GDPR has also presented innovation 
challenges for some AI initiatives, particularly those in data-intensive 
areas like machine learning. Companies may need to adjust their AI 
initiatives to meet the stringent requirements of GDPR. However, it is 
worth noting that these challenges could also present opportunities 
for innovation by fostering more transparent, accountable, and ethical 
AI systems.

One of the key benefits of GDPR compliance is the competitive 
advantage it offers. Companies that ensure GDPR compliance, can 
gain consumer trust and market reputation. GDPR has set a 
benchmark for data privacy laws globally, and companies operating in 
multiple jurisdictions might adopt GDPR-compliant practices as a 
standard, influencing AI development worldwide.

Another significant impact of GDPR on AI-driven businesses is 
the enhanced consumer trust it fosters. By adhering to GDPR, 
companies can enhance their credibility and build trust with 
consumers increasingly concerned about data privacy. This can also 
lead to increased customer loyalty and brand reputation. GDPR is also 
pushing companies to consider the ethical implications of AI, fostering 
a more responsible approach to AI development. This approach can 
help mitigate the risks associated with AI, such as biased or 
discriminatory outcomes, and ensure that AI is developed in a way 
aligned with societal values and expectations.

3 How machine learning, computing 
hardware, and cryptographic 
approaches can facilitate governance 
including treaty compliance and 
regulatory oversight?

Machine Learning for Governance, Automated Compliance 
Monitoring is a new field where ML algorithms can be trained to 
monitor and report on compliance with regulatory requirements. In 
the financial sector, ML can detect anomalies that indicate 
non-compliance with regulations such as anti-money laundering laws. 
Similarly, Predictive Analysis for Treaty Compliance involves using 
ML to analyse vast amounts of data to predict potential treaty 
violations. This is particularly useful in environmental treaties where 
ML can forecast environmental impacts or in arms control treaties to 
monitor prohibited activities.

Another area is Natural Language Processing (NLP) for Legal 
Analysis, where NLP techniques can automate the interpretation of 
legal texts and treaties, making it easier to understand compliance 
requirements and facilitating faster regulatory reviews.

There are also new Computing Hardware Advancements, such as 
High-Performance Computing (HPC), which can process enormous 

datasets necessary for comprehensive compliance monitoring. This is 
crucial in sectors like climate science, where large-scale simulations 
are essential for treaty compliance. Another similar technology is 
Quantum Computing (Mallow et al., 2022; Marais et al., 2022; Sevilla 
and Moreno, 2019; Awan et al., 2022; Alyami et al., 2021; Gupta et al., 
2023), which, although still in its early stages, promises unprecedented 
capabilities in analysing and monitoring treaty compliance.

A more developed technology is Edge Computing for Real-Time 
Monitoring, which is used for deploying edge computing devices to 
enable real-time monitoring and data processing at the source. This is 
crucial for immediate compliance enforcement in industries like 
manufacturing and energy.

Cryptographic techniques such as blockchain (He et al., 2022; 
Hazra et al., 2022; Wylde et al., 2022; Androulaki et al., 2018; Dong 
et  al., 2018), secure multi-party computation, homomorphic 
encryption, and zero-knowledge proofs can be applied for effective AI 
governance. These technologies provide powerful tools for technical 
governance that can significantly enhance the ability of governments 
and regulatory bodies to monitor compliance, predict potential 
violations, and enforce regulations and treaties more effectively.

For example, blockchain technology can provide a transparent 
and immutable ledger that is useful for tracking compliance in supply 
chains and international trade. Similarly, Secure Multi-Party 
Computation allows multiple parties to jointly compute a function 
over their inputs while keeping those inputs private, beneficial in 
scenarios where data sharing is sensitive but necessary for compliance.

Homomorphic Encryption (HE) (Nita and Mihailescu, 2023) can 
enable computations on encrypted data, allowing regulatory bodies to 
verify compliance without compromising the privacy of the 
underlying data. Zero-Knowledge Proofs, on the other hand, can 
prove the compliance of an entity without revealing the actual data, 
maintaining privacy while ensuring regulatory oversight.

However, the deployment of these technologies must be balanced 
with ethical considerations and privacy protection, ensuring that 
governance is efficient and respectful of individual rights and 
freedoms. It is crucial to consider ethical implications and privacy 
concerns when implementing these technologies, especially in areas 
like surveillance and personal data processing.

To effectively use these technologies, interoperability standards 
are needed to ensure that systems can communicate and share data 
securely. Developing integrated platforms that combine ML, advanced 
computing, and cryptographic techniques can offer comprehensive 
solutions for monitoring and ensuring compliance.

3.1 Homomorphic encryption in 
governance

Homomorphic Encryption (HE) is a method which allows 
calculations to be carried out on encrypted data (Nita and Mihailescu, 
2023), producing an encrypted output that mirrors the result of 
operations performed on the original unencrypted data. This feature 
of HE makes it an incredibly valuable tool for conducting privacy-
preserving computations in regulatory compliance.

HE finds numerous applications in governance, such as in data 
privacy during compliance audits. For instance, financial institutions 
can use HE to demonstrate compliance with regulatory requirements 
without sacrificing the confidentiality of individual customer data. 
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What’s more, regulatory bodies frequently require aggregated data 
from multiple sources for compliance monitoring, and HE  can 
securely aggregate this data while ensuring that individual data points 
remain encrypted and safeguarded. HE can also be particularly useful 
in situations where data needs to be shared across borders for treaty 
compliance, as it ensures that data remains encrypted throughout the 
entire process, thereby enabling compliance with data protection laws 
like GDPR. Additionally, HE enables machine learning models to 
be trained using encrypted data, which can be a boon for regulatory 
bodies that use machine learning for compliance monitoring but are 
constrained by privacy concerns.

However, HE is computationally intensive, which can impede its 
widespread adoption in real-time compliance monitoring. 
Additionally, implementing HE solutions can be complex and requires 
specialised knowledge, which can challenge regulatory bodies with 
limited technical expertise.

3.1.1 AI cryptography and National Security Risks
While cryptographic solutions such as homomorphic encryption 

and zero-knowledge proofs enhance AI privacy and compliance, they 
also introduce security risks in the absence of an internationally 
standardised identity management system. Anonymisation 
mechanisms can be  exploited by malicious actors, including 
cybercriminals and state-sponsored hackers, to evade legal scrutiny. 
The dark web and cybercrime networks have already begun using 
cryptographic AI tools for untraceable transactions, illicit data trading, 
and adversarial AI deployment.

AI governance must therefore balance the benefits of 
cryptographic security with the risks of unchecked anonymity. One 
potential solution is the implementation of multi-tiered encryption 
policies, where regulatory bodies retain conditional oversight over AI 
systems handling sensitive national security data. Additionally, 
international cooperation is required to establish ethical AI 
cryptographic norms that prevent adversarial exploitation while 
safeguarding individual privacy rights. National security-driven AI 
regulations should integrate threat intelligence mechanisms that 
proactively monitor AI-driven cyber risks while ensuring that 
encryption standards do not enable undetectable AI misuse.

3.2 Homomorphic encryption categories

Homomorphic encryption can be categorised into three types: 
Partially Homomorphic Encryption (PHE), Somewhat Homomorphic 
Encryption (SWHE), and Fully Homomorphic Encryption (FHE).

Partially Homomorphic Encryption (PHE) supports a single type 
of operation, such as only addition or multiplication, on encrypted 
data. This limited functionality, represented in the blue box of Table 2, 
is particularly suitable for specific applications that require simple 
arithmetic on encrypted data. Examples include secure voting systems 
and data anonymisation, where basic operations on data are sufficient 
to achieve the desired outcomes without compromising data security.

Somewhat Homomorphic Encryption (SWHE), depicted in the 
green box, extends the capabilities of PHE by supporting addition and 
multiplication operations, though the number of these operations is 
limited. This type of encryption allows for a sequence of arithmetic 
operations on encrypted data, making it useful for more complex 
applications like encrypted search and basic data analytics. SWHE 
strikes a balance between functionality and efficiency, enabling more 
intricate computations while maintaining a degree of 
operational simplicity.

Fully Homomorphic Encryption (FHE), illustrated in the red box, 
represents the most advanced form of homomorphic encryption 
(Gentry et  al., 2012). FHE supports an unlimited number of 
operations, including any number of additions and multiplications, on 
encrypted data. This capability allows for the performance of complex 
arithmetic and algorithms directly on encrypted data, making FHE 
ideal for sophisticated applications such as complex data analytics and 
machine learning. The ability to conduct comprehensive analyses and 
develop models on encrypted data without compromising privacy is 
a significant advantage of FHE.

The distinctions between PHE, SWHE, and FHE highlight the 
trade-offs between functionality, complexity, and computational 
overhead. While PHE and SWHE offer more efficient solutions for 
specific tasks with lower computational requirements, FHE provides 
unparalleled flexibility and security for applications demanding 
extensive data manipulation and analysis. Table  2 describes the 
differences between PHE, SWHE, and FHE. Understanding these 

TABLE 2 Types of homomorphic encryption.

Homomorphic 
encryption type

Capabilities Security and 
efficiency

Regulatory and 
compliance 
implications

Use cases in AI 
security and 
regulation

Partially Homomorphic Encryption 

(PHE)

Supports a single operation 

type (e.g., only addition OR 

multiplication).

Provides strong security for 

specific tasks but lacks 

flexibility; computationally 

efficient.

Useful for ensuring privacy in 

secure voting systems and basic 

anonymisation, aligning with 

GDPR principles.

Secure authentication, 

electronic voting, 

anonymised financial 

transactions.

Somewhat Homomorphic 

Encryption (SWHE)

Supports addition AND 

multiplication but with a 

limited number of operations.

Balances security and 

computational efficiency but 

remains constrained in 

complex operations.

Supports compliance efforts in 

encrypted search and privacy-

preserving data analysis; enables 

regulatory adherence.

Privacy-preserving data 

analytics, encrypted medical 

records processing.

Fully Homomorphic Encryption 

(FHE)

Supports unlimited 

mathematical operations, 

including any sequence of 

additions and multiplications.

Highly secure but 

computationally intensive; 

significant performance 

overhead for real-world 

applications.

Critical for AI governance, 

allowing machine learning on 

encrypted data; ensures full 

compliance with data protection 

laws.

Federated learning, secure 

multi-party computations, AI 

model training on encrypted 

datasets.
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types of homomorphic encryption and their respective applications is 
crucial for selecting the appropriate method to ensure data privacy 
and security in various contexts.

Table 2 explains that homomorphic encryption enables different 
levels of secure data processing while preserving privacy. As the need 
for data security continues to grow, the application of homomorphic 
encryption will become increasingly vital in areas ranging from secure 
voting systems to advanced machine learning. Table 2 summarises 
these types and their respective applications, providing a clear 
overview of the capabilities and potential uses of homomorphic 
encryption in maintaining data security and privacy.

3.3 Zero-knowledge proofs in governance

Zero-knowledge proofs (ZKPs) (Yang and Li, 2020) are a 
cryptographic technique that allow one party to prove the truth of a 
statement to another party without revealing any additional 
information beyond the fact that the statement is true (Zhang et al., 
2021), making them a powerful tool for enhancing governance (Liu 
et al., 2024).

ZKPs have a wide range of potential applications, especially in 
regulatory compliance. For instance, in industries where sensitive or 
proprietary information is maintained, ZKPs can be  used to 
demonstrate compliance with regulatory requirements without 
revealing confidential data. Similarly, in financial regulation, ZKPs can 
be used to prove the legitimacy of transactions without disclosing 
sensitive details, thereby supporting efforts to combat financial crimes 
such as money laundering.

Another significant advantage of ZKPs is that they enable secure, 
privacy-preserving compliance checks between organisations. This 
can be particularly useful in collaborative projects or joint ventures 
where sensitive information cannot be fully shared. By using ZKPs, 
organisations can ensure that each party meets its regulatory 
obligations without compromising the confidentiality of any data.

However, implementing ZKPs in governance can be challenging. 
ZKPs are complex and require significant computational resources, 
making them difficult to use in large-scale applications. Moreover, 
integrating ZKP solutions into existing regulatory compliance systems 
can be challenging and may require substantial modifications.

4 International standards setting

Advanced cryptographic techniques like Homomorphic 
Encryption (Gentry, 2009) and Zero-Knowledge Proofs present a 
promising opportunity to enhance privacy and security in regulatory 
compliance. While they offer solutions for securely handling sensitive 
data, their complexity and computational demands pose challenges 
that require attention. As these technologies continue to evolve and 
become more accessible, we can expect to see increased adoption in 
technical governance, providing more efficient and privacy-respecting 
methods for ensuring compliance. These mechanisms are essential for 
mitigating risks and ensuring the ethical and safe development and 
deployment of these technologies across various jurisdictions.

These mechanisms are essential for mitigating risks and 
ensuring the ethical and safe development and deployment of 
these technologies across various jurisdictions. The establishment 

of global industrial and commercial standards is vital for ensuring 
efficient operations. Prominent international bodies, including the 
ISO (2017) and the International Electrotechnical Commission 
(IEC) (Shaaban et al., 2018), have been vital in creating standards 
across numerous industries, including AI and cybersecurity. The 
International Telecommunication Union (2018) has similarly 
contributed by setting worldwide standards for 
telecommunications and IT, with a significant focus on 
cybersecurity and AI.

In the United  States, the National Institute of Standards and 
Technology (2023) plays a crucial role in developing frameworks that 
often achieve international adoption. Another key player is the 
Institute of Electrical and Electronics Engineers (2023), which works 
to develop global standards that influence the design and 
implementation of AI and computing technologies. Monitoring and 
enforcement of these standards are critical for ensuring compliance. 
Various United Nations agencies, such as UNESCO, lead the way in 
establishing ethical standards for AI, while the ITU focuses on 
telecommunication and cyber norms. The UN Group of Governmental 
Experts (GGE) contributes by creating international norms and 
monitoring aspects like cyber warfare, AI, and lethal autonomous 
weapons systems (LAWS).

To promote responsible behaviour in cyberspace, international 
cybersecurity alliances such as the Paris Call for Trust and Security in 
Cyberspace are instrumental in establishing global norms. 
Collaborative research initiatives, like Horizon Europe, foster joint AI 
and cybersecurity research, promoting shared standards and ethical 
guidelines. Bodies like the European AI Alliance facilitate international 
collaboration in AI research and policy-making. Partnerships between 
universities, research institutes, and industries across countries help 
in establishing common research agendas and ethical guidelines. 
Arms control remains a critical issue within international relations. 
Frameworks such as the UN Conference on Disarmament play a key 
role in negotiating international treaties regarding emergent warfare 
technologies, including cyber weapons and autonomous weapons 
systems. However, there is a growing need for new treaties and 
agreements that specifically address issues like cyber warfare and 
autonomous weapons, akin to the Chemical Weapons Convention.

Despite progress, several challenges and future directions persist 
in developing effective international governance structures. 
Harmonising diverse interests remains a significant challenge, with 
different countries having varying policies and priorities. The fast pace 
of technological advancement makes it difficult for international 
norms and institutions to keep up. Enforcement mechanisms for 
international agreements, particularly in areas like cybersecurity, are 
complex and often lack clear jurisdictional authority. Ensuring broad 
participation, including from developing countries, is essential for 
establishing truly global governance of emerging technologies. 
International norms and institutions are critical in mitigating risks 
associated with AI, cybersecurity, and related technologies across 
jurisdictions. While significant progress has been made, ongoing 
efforts are required to adapt to the rapidly evolving technological 
landscape, harmonise diverse global interests, and develop robust and 
enforceable international frameworks. The future of international 
governance in technology will likely involve a combination of evolving 
existing institutions and norms and creating new ones specifically 
tailored to address the unique challenges posed by these 
advanced technologies.
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In the context of AI governance, several criteria for model access 
decisions must be established. The intended use of the AI model must 
align with ethical guidelines and legal frameworks. Access should 
be granted based on the purpose’s legitimacy, considering factors such 
as societal benefit, scientific research, or compliance with regulatory 
standards. This criterion ensures that AI models are used in a manner 
that promotes positive outcomes and adheres to the overarching 
principles of responsible AI use. For instance, using an AI model for 
medical research aimed at improving patient outcomes would 
be considered a legitimate and beneficial purpose, whereas utilising 
the same model for unethical surveillance would not meet this 
criterion. Furthermore, entities seeking access to AI models must 
adhere to strict data privacy and security standards, particularly when 
the AI model involves personal or sensitive data. This requirement 
ensures that data subjects’ rights are protected and that the integrity 
and confidentiality of the data are maintained. Organisations must 
demonstrate their ability to implement robust data protection 
measures, such as data anonymisation, encryption, and secure data 
handling protocols, to prevent unauthorised access and data breaches.

Entities must also be willing to maintain transparency about how 
the AI model is used and be  accountable for the outcomes. 
Transparency involves providing clear and accessible information 
about the model’s functioning, decision-making processes, and the 
purposes for which it is used. Accountability entails that organisations 
take responsibility for the model’s impacts, ensuring that any negative 
consequences are addressed and mitigated. This criterion helps build 
trust and ensures that AI models are used ethically and responsibly. 
Additionally, the entity seeking access must possess or have access to 
the necessary technical expertise to understand and properly use the 
AI model. This ensures that the model is employed effectively and 
safely, reducing the risk of misuse or suboptimal performance. 
Organisations must demonstrate their technical capabilities, including 
knowledge of AI principles, model operation, and troubleshooting, to 
ensure they can handle the complexities of the AI system. Lastly, 
adherence to established ethical guidelines, such as fairness, 
non-discrimination, and human oversight, should be a prerequisite 
for access. This ensures that the use of AI models aligns with societal 
values and ethical norms, promoting fairness and justice. 
Organisations must commit to principles like equitable treatment of 
all individuals, avoiding biases in AI outputs, and maintaining human 
oversight to intervene, when necessary, thereby ensuring the ethical 
use of AI technologies.

Institutions responsible for making model access decisions play a 
key role in ensuring these criteria are met. Independent AI auditing 
bodies, for example, could be  specialised institutions established 
specifically for AI governance, operating independently to assess and 
make decisions on AI model access. These bodies can provide 
unbiased evaluations based on set criteria and ensure that access 
decisions are made transparently and fairly, thereby maintaining 
objectivity and public trust in AI governance. National or international 
regulatory bodies with mandates covering technology, data protection, 
and AI could also oversee access to AI models. These agencies can 
enforce compliance with legal standards and ethical guidelines, 
ensuring that AI model use is regulated effectively. Their involvement 
ensures that access decisions are grounded in legal authority and 
public policy.

Ethics committees within organisations or independent ethics 
boards can oversee decisions, ensuring alignment with ethical norms 

and societal values. These committees can review access requests, 
evaluate the ethical implications, and make recommendations based 
on a thorough ethical analysis, thus promoting responsible AI usage. 
Collaborative groups comprising industry experts, academia, and 
other stakeholders can be  formed to make informed decisions on 
model access. These industry consortia can leverage diverse 
perspectives and expertise to assess access requests, ensuring that 
decisions are well-rounded and consider various aspects of AI 
deployment. Additionally, organisations like ISO or IEEE can play a 
role in setting global standards for model access and contributing to 
decision-making processes. Their involvement ensures that access 
criteria are consistent with international best practices and standards, 
facilitating global cooperation and interoperability.

Public-private partnerships between government bodies and 
private sector entities can bring together regulatory oversight and 
industry expertise. These collaborations can create a balanced 
approach to model access, using the strengths to ensure effective and 
responsible AI governance. Balancing interests and maintaining 
transparency in model access decisions requires stakeholder 
engagement. It is crucial to involve various stakeholders, including 
public representatives, in the decision-making process, ensuring that 
diverse perspectives are considered. Stakeholder engagement helps in 
understanding the broader impacts of AI models and ensures that 
access decisions reflect the interests and concerns of different groups, 
promoting inclusivity and fairness.

There should also be mechanisms for appealing decisions and for 
independent oversight of the decision-making process to maintain 
trust and accountability. An appeals process allows entities to 
challenge access decisions they perceive as unfair, while oversight 
ensures that the decision-making process remains transparent, 
unbiased, and aligned with established criteria and ethical standards.

5 How can AI firms cooperate for the 
public benefit?

There are several key avenues through which AI firms can 
collaborate for the public good, each focusing on different aspects of 
societal improvement.

One of the most effective ways for AI firms to contribute to public 
benefit is through open-source initiatives. By sharing code, datasets, 
and research findings, AI firms democratise access to cutting-edge 
technologies and accelerate innovation across the field. Platforms like 
GitHub host numerous collaborative projects where firms contribute 
to widely used tools such as TensorFlow and PyTorch, facilitating 
advancements in AI that benefit a broader community. Additionally, 
AI firms can engage in joint research efforts, often in partnership with 
academic institutions, to address critical societal challenges. These 
initiatives might focus on healthcare, climate change, or education, 
pooling resources and expertise to tackle complex problems that 
require interdisciplinary approaches. Such collaborations drive 
technological progress and ensure that AI innovations have a 
meaningful impact on pressing global issues.

By participating in forums like the Partnership on AI, firms can 
agree on shared ethical principles that guide AI development and 
deployment, ensuring technologies are designed with fairness, 
transparency, and accountability in mind. Furthermore, AI firms 
can implement self-regulation frameworks within their operations 
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to promote responsible AI development. These frameworks can 
include measures for privacy protection, bias mitigation, and 
transparency, helping to ensure that AI technologies are used 
ethically and do not perpetuate existing inequalities or create 
new ones.

Creating data pools accessible to researchers and organisations 
working on societal issues is another way AI firms can contribute to 
the public good. By sharing anonymised datasets, especially in fields 
like healthcare, firms can aid in the development of predictive models 
that improve disease prevention and treatment. Establishing data 
trusts managed by independent third parties ensures that shared data 
is used responsibly and for the public benefit. These trusts can help 
balance the need for data access with privacy concerns, fostering a 
more ethical and effective use of data in AI research and development.

AI firms can facilitate knowledge exchange through joint training 
programmes, workshops, and conferences. These initiatives promote 
continuous learning and skill development in the AI field, ensuring 
that professionals stay abreast of the latest advancements and ethical 
considerations. Collaborating with universities to develop talent and 
support AI curriculum is another avenue. Offering internships, 
sponsoring research, and providing real-world problems for academic 
exploration help cultivate the next generation of AI experts and ensure 
that educational programmes are aligned with industry needs.

AI firms can work together to advocate for policies that encourage 
innovation while protecting public interests. By engaging with 
policymakers and regulatory bodies, firms can contribute to the 
development of informed governance frameworks that balance 
technological advancement with societal wellbeing. Joint efforts to 
raise public awareness about AI, its benefits, and ethical use are 
essential. Transparency campaigns that explain AI technologies and 
their societal impacts help clarify AI for the general public and build 
trust in these technologies.

Established AI firms can support startups and SMEs by setting up 
or contributing to incubators and accelerators. These programmes can 
provide mentorship, funding, and access to technology resources, 
helping smaller entities innovate and grow within the AI space. 
Collaborating on AI solutions for global challenges, such as poverty, 
hunger, and disaster response, is a powerful way for AI firms to make 
a positive impact. AI technologies can be  used for more effective 
resource allocation during humanitarian crises, enhancing the ability 
to respond to and mitigate the effects of disasters.

For AI firms, cooperating for the public benefit involves looking 
beyond commercial interests to consider the broader societal 
implications of their technologies. This cooperation requires a 
commitment to shared goals, transparency, and ethical practices.

6 Privacy and AI fundamentals

AI systems must adhere to data protection regulations such as the 
GDPR, which stipulates specific guidelines for handling personal data. 
Non-compliance with these regulations can result in severe legal 
penalties and a significant loss of public trust. Ensuring compliance is 
therefore a fundamental aspect of responsible AI development. 
Obtaining explicit and informed consent from individuals before 
using their data in AI systems is imperative, particularly in sensitive 
domains like healthcare. Additionally, the principle of data 
minimisation should be followed, where only the data necessary for 

the intended purpose is collected. This reduces the risk of privacy 
breaches and ensures that personal data is handled responsibly.

Techniques such as data masking, pseudonymisation, and 
aggregation are employed to minimise identification risks. While 
these methods are effective in reducing privacy risks, they must 
be implemented carefully to prevent re-identification. The balance 
between maintaining data utility and ensuring privacy must 
be managed meticulously. Privacy considerations should be integrated 
into AI systems from the design stage, rather than being an 
afterthought. This holistic approach includes assessing privacy 
impacts, implementing robust data protection measures, and ensuring 
ongoing compliance throughout the AI system’s lifecycle. By 
embedding privacy into the design, AI developers can proactively 
address potential privacy issues.

6.1 AI-specific data security threats and 
regulatory adaptations

While GDPR and other data protection frameworks provide 
strong guidelines for data privacy, emerging AI-specific security 
threats necessitate adaptations to existing regulatory mechanisms. AI 
models are increasingly capable of data reconstruction attacks, where 
an adversary exploits access to model outputs to infer sensitive 
information from training data. This poses a challenge to data 
anonymisation techniques, as modern deep learning models can 
re-identify individuals from seemingly anonymised data sets.

Additionally, shadow models (unauthorised copies of AI models 
trained through API-based data extraction) raise concerns about 
intellectual property theft, bias replication, and lack of accountability 
in AI decision-making. Traditional privacy laws do not explicitly 
address these risks, and we need new AI governance policies that 
integrate model-specific access controls, differential privacy 
enforcement, and cryptographic AI access verification protocols.

The regulatory landscape must also evolve to incorporate 
continuous AI privacy assessments, ensuring that AI systems undergo 
periodic audits to validate compliance with data protection principles. 
Enforcing such measures would enhance AI accountability while 
preventing unintended data security breaches arising from 
model vulnerabilities.

Balancing innovation with privacy is guided by ethical frameworks 
that ensure AI technologies are used for societal benefits without 
compromising individual privacy. Transparency in data usage and AI 
decision-making processes is essential for building trust. Clear 
communication about how data is used and the reasoning behind AI 
decisions helps in fostering public confidence in AI systems. In real-
world applications, sectors such as finance, healthcare, and 
e-commerce are increasingly employing AI while navigating complex 
privacy landscapes.

7 Bias and fairness in AI and ML 
systems

Understanding bias in AI involves recognising the various sources 
from which it can stem. Data bias arises from unrepresentative or 
prejudiced data sets, which can skew the outcomes of AI models. 
Algorithmic bias occurs when algorithms make decisions based on 
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flawed patterns or rules, often reflecting the biases present in the 
training data. Societal bias mirrors existing societal prejudices and 
stereotypes, which can be  inadvertently encoded into AI systems. 
These biases can lead to unfair outcomes, such as discrimination and 
the unfair treatment of certain groups and can erode public confidence 
in AI technologies when biases are perceived or realised.

Fairness in AI systems requires an understanding of key concepts. 
Equality involves treating all individuals the same, while equity 
involves adjusting treatment to achieve fair outcomes. Contextual 
fairness acknowledges that definitions of fairness may vary depending 
on the application domain and cultural context. Metrics and 
techniques for ensuring fairness include demographic parity, which 
ensures decisions are independent of sensitive attributes like race or 
gender, and equal opportunity and equalised odds, which strive for 
equal predictive performance across different groups. Incorporating 
individual fairness considerations into decision-making processes also 
plays a crucial role.

Mitigating bias in AI systems involves several strategies. Diverse 
data collection ensures that data sets are representative of all relevant 
groups, reducing the risk of biased outcomes. Algorithmic auditing 
involves regularly reviewing algorithms to detect and correct biases. 
Human oversight is also essential, as human judgement can identify 
and correct biases that algorithms might overlook. These measures 
collectively help in developing fairer AI systems.

However, achieving fairness in AI presents several challenges. 
Trade-offs often need to be  made between fairness and other 
objectives, such as accuracy or privacy. Measuring fairness can 
be difficult, especially in complex or subjective contexts. Additionally, 
societal norms and definitions of fairness are continually evolving, 
necessitating ongoing adaptation and vigilance.

Practical applications and case studies illustrate the importance of 
addressing bias and fairness in AI. In healthcare, ensuring that AI 
diagnostic tools do not perpetuate biases against certain patient 
groups is critical for equitable healthcare delivery. In recruitment, 
avoiding AI tools that might favour certain demographics helps in 
maintaining fair hiring processes. In the criminal justice system, 
addressing biases in predictive policing or risk assessment tools is vital 
for ensuring justice and fairness.

Bias and fairness in AI require a comprehensive approach that 
includes diverse data, ethical AI design, continuous monitoring, and 
the incorporation of societal values. As AI systems become more 
prevalent, ensuring their fairness is crucial for their acceptability and 
success. Ensuring fairness in AI systems fosters public trust and 
supports the broader goal of applying AI for societal benefit.

Figure 1 highlighting the sources and types of bias, their impacts, 
and the measures needed to ensure fairness. It summarises the origins 
of bias, including data collection, model training, and algorithm 
design, and categorises bias into sampling, algorithmic, and cultural 

FIGURE 1

Bias and fairness in AI and ML systems.
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forms. The figure also describes the detrimental effects of bias, such as 
unfair treatment, misrepresentation, and decision inaccuracies, which 
can undermine public trust in AI technologies. To counter these 
biases, it emphasises the importance of diverse data sets, fairness 
metrics, and ethical guidelines, along with a feedback loop that 
supports continuous monitoring and adaptive adjustments, ensuring 
AI systems are equitable and just.

Figure 1 summarises bias and fairness in AI and ML systems, 
highlighting the sources, types, impacts of bias, and measures for 
ensuring fairness.

7.1 Figure key

7.1.1 Sources of bias
The figure identifies three primary sources of bias in AI systems. 

Data bias stems from unrepresentative or prejudiced data sets that can 
skew AI outputs. Algorithmic bias occurs when algorithms make 
decisions based on flawed patterns or rules, often reflecting biases 
present in the training data. Societal bias, on the other hand, reflects 
existing societal prejudices and stereotypes that can be inadvertently 
encoded into AI systems. These biases can significantly impact the 
performance and fairness of AI applications.

7.1.2 Types of bias
Bias in AI can manifest in several forms. Sampling bias arises when 

the data sample used to train the AI system does not represent the entire 
population accurately. Algorithmic bias occurs when the algorithms 
themselves are flawed or are trained on biased data. Cultural bias reflects 
broader societal prejudices and stereotypes that can be embedded in AI 
systems, perpetuating existing inequities. Recognising these types of 
biases is crucial for developing strategies to mitigate their effects.

7.1.3 Impact of bias
The implications of bias in AI are profound. Biased AI systems can 

lead to unfair treatment, misrepresentation, and decision inaccuracies. 
Unfair outcomes occur when certain groups are discriminated against 
due to biased AI decisions. Misrepresentation can happen when AI 
systems incorrectly portray information about individuals or groups. 
Decision inaccuracy refers to the incorrect or suboptimal decisions 
made by AI systems due to underlying biases. These impacts can erode 
public trust in AI technologies, making it essential to address 
bias comprehensively.

7.1.4 Measures for fairness
To ensure fairness in AI systems, diverse data sets should be used 

to train models, representing all relevant groups accurately. Fairness 
metrics, such as demographic parity, ensure that decisions are 
independent of sensitive attributes like race or gender. Techniques 
such as equal opportunity and equalised odds aim to provide equal 
predictive performance across different groups. Ethical guidelines 
must be established and followed to ensure AI systems are designed 
and used responsibly. Incorporating individual fairness considerations 
into decision-making processes is also crucial for achieving fairness.

7.1.5 Feedback loop
A continuous feedback loop is essential for maintaining 

fairness in AI systems. This involves regular monitoring and 

adaptive adjustments to the AI models. Continuous monitoring 
helps detect biases as they emerge, allowing for timely interventions. 
Adaptive adjustments ensure that AI systems remain fair and 
effective over time, adapting to new data and societal changes. 
Human oversight is integral to this process, as human judgement 
can identify and correct biases that automated systems 
might overlook.

7.1.6 Practical applications and case studies
In healthcare, AI diagnostic tools must be scrutinised to ensure 

they do not perpetuate biases against certain patient groups. In 
recruitment, avoiding AI tools that might favour specific demographics 
is essential for maintaining fair hiring processes. In the criminal 
justice system, addressing biases in predictive policing or risk 
assessment tools is critical for ensuring justice and fairness. These 
practical applications illustrate the importance of addressing bias and 
fairness in AI.

7.1.7 Challenges in achieving fairness
Achieving fairness in AI is challenging due to several factors. 

There are inherent trade-offs between fairness and other objectives 
like accuracy or privacy. Measuring fairness is complex, especially in 
subjective or multifaceted contexts. Additionally, societal norms and 
definitions of fairness are continually evolving, requiring AI systems 
to adapt constantly.

8 Transparency and accountability in 
AI and ML systems

Understanding transparency in AI involves recognising the 
importance of clarity and openness in communicating an AI system’s 
capabilities, decision-making processes, and limitations. Transparency 
is key to building user trust and understanding, which are essential for 
the widespread acceptance of AI systems. Techniques for achieving 
transparency include Explainable AI (XAI) methods (Pawar et al., 
2020) such as LIME (Local Interpretable Model-agnostic 
Explanations) and SHAP (SHapley Additive exPlanations), which 
provide insights into how AI models make decisions. These techniques 
are particularly valuable in sectors like finance and healthcare, where 
understanding AI decisions is critical.

However, achieving transparency presents several challenges. 
Balancing the complexity of AI models with the need for 
understandable explanations is a significant hurdle. Additionally, 
navigating the tension between protecting proprietary models and the 
need for openness poses another challenge. Despite these difficulties, 
ensuring transparency is crucial for fostering trust and enabling the 
ethical use of AI.

Accountability in AI systems involves the assignment of 
responsibility for the outcomes of these systems, including the 
obligation to report, explain, and amend mistakes. This concept 
encompasses ethical and legal implications, ensuring AI systems are 
used responsibly and ethically, with mechanisms in place to address 
negative outcomes. Regulatory frameworks such as the EU AI Act 
provide guidelines for accountability in AI, outlining the standards 
that AI developers and users must adhere to. Compliance and 
enforcement mechanisms are essential for ensuring adherence to 
these standards.
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Human oversight is a critical component of accountability. 
Ensuring human involvement in AI decision-making, particularly in 
critical areas like judicial systems and healthcare, is vital for 
maintaining ethical standards. Training and awareness programmes 
for AI practitioners and users are also necessary to educate them on 
their responsibilities and the ethical use of AI.

Practical applications and case studies highlight the importance 
of transparency and accountability. Instances where a lack of these 
principles led to issues, such as biased decision-making in recruitment 
AI systems, underscore their necessity. Navigating the trade-offs 
between transparency, privacy, and commercial interests is a delicate 
balancing act that requires careful consideration. Furthermore, the 
rapidly evolving nature of AI technologies necessitates continuous 
updates to regulations and standards.

To address the challenge of assessing transparency and 
explainability in AI systems, recent EU initiatives provide frameworks 
for regulatory and technical oversight. The European Centre for 
Algorithmic Transparency (ECAT), inaugurated in April 2023, aims 
to provide scientific and technical support for the enforcement of the 
EU Digital Services Act, particularly concerning algorithmic 
accountability. Additionally, the Joint Research Centre (JRC) has been 
instrumental in developing methodologies for ensuring trustworthy 
AI, offering insights into bias detection, risk assessment, and 
explainability techniques. The Humaint project further contributes to 
this discourse by examining the cognitive and social impact of AI, 
reinforcing the need for rigorous interpretability mechanisms. While 
these initiatives mark significant progress, they also underscore the 
persistent difficulties in achieving full transparency, particularly in 
black-box AI models and deep learning architectures. This highlights 
the necessity for a combined approach, integrating regulatory 
oversight with advancements in explainable AI (XAI) techniques to 
enhance the interpretability of complex AI systems while maintaining 
security and efficiency.

8.1 Ethical considerations in AI regulation

Beyond the ethical considerations explicitly addressed in this 
study, additional factors such as environmental sustainability and 
digital inequality must be incorporated into AI regulatory frameworks. 
The exponential increase in computational demands associated with 
generative AI models has significant energy and resource implications, 
leading to concerns about carbon footprints and water consumption. 
Some nations are already considering nuclear energy as a potential 
solution to meet the energy demands of AI infrastructure, highlighting 
the scale of this challenge. Regulatory frameworks must address data 
privacy and algorithmic fairness and consider policies that promote 
energy-efficient AI development. This could include incentives for 
research into low-energy AI architectures and promoting federated 
learning techniques that distribute computational loads 
more efficiently.

8.2 Environmental footprint and AI 
regulation

One of the most overlooked yet critical ethical dimensions of 
AI regulation is the environmental impact of large-scale AI 

systems. Generative AI models, such as large language models 
(LLMs), require extensive computational resources, leading to 
significant carbon and hydric footprints. The exponential increase 
in AI-driven energy demands has prompted discussions about 
alternative power sources, including nuclear energy, to sustain AI 
infrastructure. Without clear regulatory guidelines, AI development 
could exacerbate climate change through unchecked 
energy consumption.

To address this, regulatory frameworks should incorporate 
sustainability metrics into AI governance. Policymakers should 
incentivise the development of energy-efficient AI architectures, 
promote research into quantum AI for reduced energy expenditure, 
and mandate carbon transparency for AI firms. Additionally, federated 
learning and decentralised AI models can reduce data transfer costs 
and lower overall energy consumption, aligning AI development with 
sustainability goals.

Regulatory efforts must also consider the supply chain effects of 
AI computing hardware. The environmental cost of AI extends 
beyond energy usage, encompassing rare earth metal extraction, 
electronic waste, and hazardous material disposal. Future AI 
regulation should integrate sustainability audits for AI hardware 
production, ensuring that AI-driven advancements do not 
compromise environmental resilience.

8.3 Discussion on bias mitigation and 
digital inequality

Additionally, the digital divide presents a critical ethical dimension. 
While AI regulation aims to foster responsible and fair technology use, 
its effectiveness depends on equitable access to digital resources. Many 
populations, particularly in the Global South and marginalised 
communities in developed nations, lack the financial means, education, 
or digital literacy necessary to benefit from AI-driven innovations. If 
regulatory policies fail to account for these disparities, they risk 
exacerbating social and economic inequalities. Ensuring that AI 
governance incorporates strategies to bridge the digital divide, such as 
funding initiatives for AI education and prioritising accessibility in AI 
tool design, is essential for equitable progress.

Bias mitigation efforts should also extend beyond gender and race 
to include underrepresented cultural minorities, elderly populations, 
and lower socio-economic groups. For instance, AI-driven healthcare 
systems must account for the disparities in life expectancy and access 
to medical services among different socio-economic groups. 
Algorithmic fairness should encompass broader considerations of 
social inequality to prevent the reinforcement of systemic disadvantages.

9 Framework for AI regulation

One of the primary aspects of this framework is ensuring privacy 
and data protection. AI systems must adhere to existing data 
protection laws, such as the GDPR, which advocate for data 
minimisation and explicit consent. Techniques like data masking, 
pseudonymisation, and aggregation are crucial for protecting 
individual privacy while maintaining data utility. Integrating advanced 
privacy-preserving methods, such as differential privacy and federated 
learning, can further enhance the efficacy of these measures.
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9.1 Generative AI and emerging AI trends

Many regulatory frameworks were conceived before the 
widespread adoption of generative models, which raise unique issues 
such as intellectual property rights over training datasets, 
misinformation risks, and the monopolisation of computational 
resources. While privacy rights are well-established in AI governance 
discussions, the legal status of datasets used for training large models 
remains ambiguous. The regulation of proprietary AI models should 
consider fair data usage principles, ensuring that training data adheres 
to ethical collection practices and respects copyright laws.

Another crucial aspect is the increasing divergence between large-
scale AI models and alternative approaches. While most discourse 
focuses on US-centric large language models, alternative strategies, 
such as small language models (SLMs) and decentralised AI 
frameworks, are gaining traction. These models offer advantages in 
terms of computational efficiency and localised adaptation but require 
distinct regulatory considerations, particularly in data governance and 
security. AI regulation should govern the dominant models developed 
by major corporations but also consider the implications of smaller-
scale and decentralised AI solutions.

The intensifying investments in generative AI also present a 
sovereignty issue. With AI R&D concentrated among a handful of 
dominant firms and nations, disparities in AI access and capabilities 
are widening. This dynamic has strategic implications, as AI regulation 
cannot be decoupled from discussions on technological sovereignty 
and economic power imbalances. Policies promoting open AI 
ecosystems, international research collaborations, and equitable AI 
access can help mitigate this concentration of power.

9.1.1 Legal property and intellectual property 
rights (IPR) in generative AI

While privacy rights have been a central focus of AI regulation, a 
major gap exists in the legal treatment of training datasets and model-
generated content. Current legal frameworks struggle to define the 
ownership rights of datasets used in AI model training, particularly 
when copyrighted materials are scraped from the internet without 
explicit consent. The issue extends to AI-generated content, where 
determining authorship and intellectual property rights remains 
legally ambiguous.

The debate surrounding the fair use of training data has intensified 
with legal cases against major AI firms accused of using copyrighted 
datasets without permission. AI regulation should establish clearer 
IPR guidelines for generative AI, ensuring fair compensation for 
content creators while maintaining access to public domain resources 
for AI training.

AI governance should address the monopolisation risks posed by 
dominant AI firms that control access to computational power and 
proprietary datasets. Open-source AI initiatives should be incentivised 
to ensure that AI development remains decentralised and accessible 
to a broader research community.

9.2 Ethics, bias, transparency, and privacy

Ethical considerations and bias mitigation are equally critical in 
the responsible deployment of AI technologies. Diverse data collection 
is essential to create representative datasets, reducing the risk of bias. 

Regular algorithmic audits can help identify and rectify biases. 
Implementing fairness-aware machine learning techniques and bias 
mitigation algorithms ensures that AI systems treat all individuals 
equitably. Human oversight is vital, particularly in sensitive 
applications such as healthcare and judicial systems, to correct biases 
that automated systems might overlook. Training programmes for AI 
practitioners on ethical AI usage and bias mitigation are necessary to 
support this oversight.

Transparency and accountability are fundamental principles that 
underpin public trust in AI systems. XAI techniques, such as LIME 
and SHAP, enhance the interpretability of AI models, making their 
decision-making processes more understandable. More sophisticated 
methods like causal inference and counterfactual explanations provide 
deeper insights into AI decisions, complementing transparency 
strategies. Establishing clear accountability frameworks, including 
compliance with the EU AI Act and other relevant regulations, 
ensures that AI systems are used responsibly. Mechanisms for 
reporting, explaining, and amending mistakes must be  in place 
and functional.

International and domestic regulatory frameworks are crucial for 
harmonising AI governance. Global cooperation is essential for 
establishing standards that address issues such as AI arms races, 
autonomous weapons, and cross-border data governance. Proposals 
for creating international organisations, akin to a ‘World AI 
Organisation’, highlight the need for a unified global approach. 
Domestically, regulations must be tailored to specific sectors, such as 
healthcare and finance, to address unique ethical and security 
concerns. Oversight committees and public awareness campaigns play 
vital roles in promoting informed decision-making and fostering 
public confidence in AI.

Technical approaches to governance, such as homomorphic 
encryption and zero-knowledge proofs, are vital for ensuring 
privacy and security in AI systems. These cryptographic techniques 
allow for secure data processing, preserving privacy while enabling 
comprehensive data analysis. The global absence of a unified 
identity management system means that encryption-based 
anonymity protections can be  exploited for illicit activities, 
including cybercrime and darknet operations. AI regulation must 
balance privacy protections with security considerations by 
embedding safeguards that prevent abuse while maintaining 
individual rights. This requires international agreements on 
AI-enabled security threats, cybersecurity frameworks that account 
for AI’s evolving capabilities, and collaborative monitoring 
initiatives to detect and mitigate risks. Blockchain technology for 
example, provides transparent and immutable ledgers, useful for 
tracking compliance in various domains. Secure multi-party 
computation can facilitate collaborative data analysis while 
maintaining data privacy. This highlights the need for these 
advanced technical solutions, and in Table  3, we  can see the 
emerging framework.

Despite the simplicity of the approach presented in Table  3, 
significant progress, challenges in AI governance persist. Harmonising 
diverse international interests and keeping pace with rapid 
technological advancements are ongoing issues. Measuring fairness 
and balancing it with other objectives, such as accuracy and privacy, 
remains complex. Continuous assessment, adaptation, and 
collaboration among stakeholders are essential to address these 
challenges effectively. Engaging various stakeholders, including 
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public representatives, in the decision-making process ensures 
diverse perspectives are considered, promoting inclusivity 
and fairness.

A crucial oversight in the proposed framework in Table 3, are 
the existing discussion on AI regulation is the role of 
standardisation efforts. The EU AI Act, for example, relies heavily 
on standardisation processes facilitated by public bodies such as 
CEN-CENELEC (2025). Similarly, global AI governance efforts 
must acknowledge the increasing involvement of the United 
Nations High-level Advisory Body on Artificial Intelligence, 
which is actively shaping AI policy discussions at an international 
level. By ignoring these official standardisation bodies, governance 
discussions risk being detached from the institutional realities 
shaping regulatory enforcement.

To enhance regulatory effectiveness, AI governance frameworks 
should incorporate multi-stakeholder perspectives, including the 
roles of industry leaders, academic researchers, and civil society 
organisations. While the current discourse on AI governance tends 
to focus on regulatory bodies and state actors, industry-led 
initiatives play a critical role in shaping de facto standards. For 
instance, voluntary AI ethics frameworks developed by leading 
technology firms influence global AI governance in ways that are 
sometimes more immediate than formal legislative processes. 

Incorporating these perspectives ensures that AI regulation remains 
practical and adaptable to real-world deployment challenges.

Similarly, the inclusion of NGOs and advocacy groups in AI 
governance discussions is essential to maintain a balance between 
commercial interests and societal impact. Many AI-related risks, such 
as algorithmic bias and digital inequality, are best addressed through 
collaborative governance models that leverage expertise from 
diverse sectors.

9.3 AI incident response and regulatory 
integration

The framework in, and all other AI regulatory frameworks, must 
incorporate structured AI incident response protocols to address 
security breaches, adversarial attacks, and model failures. Unlike 
traditional cybersecurity incidents, AI security breaches can result in 
cascading failures where adversarial manipulations propagate through 
interconnected AI models.

A comprehensive AI incident response strategy should include:

• AI-specific threat intelligence sharing between regulatory bodies 
and industry stakeholders.

TABLE 3 Framework for AI regulation.

Regulatory dimension Key considerations Implementation strategies Relevant sections in 
paper

Privacy and data protection Compliance with GDPR, CCPA, UK 

GDPR, and international privacy laws; risk 

of data reconstruction attacks

Enforce privacy-by-design, differential 

privacy, federated learning, encryption-based 

AI access control

Privacy and AI Fundamentals; 

GDPR Compliance in AI

Ethical AI governance Bias in AI decision-making, fairness across 

demographic groups, addressing socio-

economic disparities

Bias auditing, fairness-aware ML techniques, 

ethical oversight committees

Bias and Fairness in AI and ML 

Systems; Digital Divide and Socio-

Economic AI Disparities

Transparency and explainability Black-box AI models, adversarial learning 

techniques, legal accountability

Explainable AI (XAI), causal inference 

models, counterfactual explanations, 

cryptographic audit trails

Transparency and Accountability in 

AI and ML Systems

Cybersecurity and adversarial AI Model inversion, evasion attacks, backdoor 

threats, AI-driven disinformation 

campaigns

Adversarial training, zero-trust architectures, 

cryptographic AI authentication, federated 

adversarial robustness

AI Supply Chain Security and Risk 

Propagation; Adversarial Threats 

and AI-Specific Cybersecurity Risks

Generative AI regulation Intellectual property rights (IPR), 

misinformation risks, dataset provenance

Fair data usage policies, AI-generated content 

watermarking, dataset transparency registries

Generative AI and Emerging AI 

Trends; Legal Property and IPR in 

Generative AI

Environmental sustainability in AI Carbon footprint of LLMs, water 

consumption, rare earth mining

AI energy efficiency standards, incentives for 

low-energy AI architectures, quantum AI 

adoption

Environmental Footprint and AI 

Regulation

AI Incident response and security 

audits

Rapid response to adversarial exploits, AI 

misinformation crises

AI threat intelligence networks, anomaly 

detection, AI-specific cybersecurity audits

AI Incident Response and 

Regulatory Integration

Standardization and compliance 

monitoring

Lack of global AI governance alignment, 

sector-specific regulatory inconsistencies

Global standard-setting (ISO, IEEE, CEN/

CENELEC), harmonisation of AI assessment 

methodologies

International Standards Setting

AI and national security AI’s role in hybrid warfare, global 

surveillance concerns

AI capability monitoring, controlled AI 

model access, AI threat containment 

frameworks

AI Cryptography and National 

Security Risks

International and domestic regulatory 

cooperation

Cross-border AI regulation, AI arms 

control, multi-stakeholder AI governance

International AI treaties, public-private AI 

regulatory bodies, risk-sharing agreements

International Regulation; Domestic 

Regulation
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• Automated detection of adversarial AI attacks using anomaly 
detection and adversarial retraining.

• Rapid response measures to mitigate AI-induced misinformation, 
fraud, or operational failures.

• Regulatory enforcement of AI security auditing to pre-emptively 
identify vulnerabilities.

These provisions would enhance the resilience of AI-driven 
ecosystems and ensure that regulatory efforts remain proactive in 
mitigating AI security threats. Building upon the proactive learning 
concept, the framework in also emphasises the importance of 
encouraging ethical innovation and research. Supporting initiatives 
that prioritise ethical considerations in AI development fosters a 
culture of responsibility. Collaboration with academic institutions can 
advance the understanding of AI ethics and governance, facilitating 
research projects that address real-world applications and implications. 
Policy advocacy plays a crucial role in developing comprehensive AI 
regulations that balance innovation with ethical considerations.

10 Discussion

The findings of this study align closely with recent advancements 
and discussions in the field of AI regulation, particularly in areas such 
as privacy, ethics, transparency, and accountability.

Recent studies highlight the critical importance of privacy and 
data protection in AI systems, echoing our emphasis on compliance 
with regulations like the GDPR. The principle of data minimisation 
and the necessity for explicit consent are reiterated across 
contemporary literature, underscoring their fundamental role in 
mitigating privacy risks. However, recent research also explores more 
advanced techniques such as differential privacy, which offers robust 
methods for preserving individual privacy while allowing for useful 
data analysis. Integrating these advanced privacy-preserving 
techniques into regulatory frameworks could enhance the efficacy of 
privacy measures discussed in this study.

Ethical considerations, particularly concerning bias and fairness 
in AI systems, highlighted by this research, is also a significant focus 
in current literature. Recent studies suggest that in addition to diverse 
data collection and algorithmic auditing, incorporating fairness 
constraints during the model training process can mitigate biases 
more effectively. Techniques such as fairness-aware machine learning 
and bias mitigation algorithms are increasingly recognised as essential 
tools for developing equitable AI systems.

Transparency and accountability in AI systems remain critical for 
fostering public trust, as affirmed by our findings and recent standards 
like the EU AI Act. The use of XAI techniques such as LIME and 
SHAP, discussed in this paper, is widely endorsed in contemporary 
research for enhancing the interpretability of AI models. However, 
recent advancements propose more sophisticated methods like causal 
inference and counterfactual explanations, which provide deeper 
insights into AI decision-making processes. These methods could 
complement the transparency strategies outlined in this study, offering 
more robust solutions for understanding and overseeing AI systems.

The concept of establishing international organisations to oversee 
AI regulation, akin to the Paris Agreement for climate change, has 
gained traction in recent policy discussions. The proposed ‘World AI 
Organisation’ aligns with suggestions from recent studies advocating 

for a unified global approach to AI governance. Domestically, sector-
specific regulations, such as those in healthcare and finance, continue 
to evolve, with recent guidelines emphasising the importance of 
dynamic and adaptable regulatory measures.

Technical approaches to governance, such as homomorphic 
encryption and zero-knowledge proofs, are increasingly recognised as 
vital tools for ensuring privacy and security in AI systems. Recent 
research supports the use of these cryptographic techniques for secure 
data processing, reinforcing their importance as discussed in this 
paper. However, advancements in quantum-safe encryption and 
secure multi-party computation offer additional layers of security and 
efficiency, suggesting further areas for integration into the technical 
governance frameworks proposed by this study.

Despite significant progress, challenges in AI governance persist. 
Harmonising diverse international interests and keeping pace with 
rapid technological advancements are ongoing issues, as noted in this 
study and recent literature. The complexity of measuring fairness and 
balancing it with other objectives, such as accuracy and privacy, 
remains a critical challenge.

11 Conclusion

This study examined the dimensions of regulating AI and ML 
systems, with particular attention to LLMs, such as ChatGPT. By 
addressing core pillars of privacy, ethics, fairness, transparency, 
accountability, and international regulatory frameworks, this research 
highlights the challenges and opportunities that define AI governance.

A primary conclusion of this work underscores the centrality of 
privacy and data protection within AI systems. Adherence to 
frameworks such as the GDPR remains a legal obligation and ethical 
requirement. Advanced privacy-preserving methodologies, including 
homomorphic encryption, federated learning, and differential privacy, 
offer a method to reconcile the tension between data utility and robust 
privacy protection. These techniques are foundational to the 
construction of AI systems that are secure and socially responsible.

Ethical considerations, particularly with respect to bias and 
fairness, emerge as non-negotiable in the deployment of AI 
technologies. This study has identified the pervasive and systemic 
nature of algorithmic bias, advocating for a multi-pronged approach 
that includes the adoption of fairness-aware machine learning 
techniques, regular algorithmic audits, and the cultivation of diverse 
and representative datasets. Moreover, understanding of fairness, 
encompassing concepts of equity, contextual fairness, and 
proportionality, is essential to ensure that AI applications meet ethical 
standards across diverse societal and cultural contexts.

Transparency and accountability represent foundational principles 
for fostering public trust in AI technologies. The study endorses the 
integration of Explainable AI (XAI) techniques, such as LIME and SHAP, 
alongside emerging methods including causal inference and 
counterfactual explanations, to enhance model interpretability. Equally, 
the establishment of accountability mechanisms, supported by legislative 
frameworks such as the EU AI Act, ensures that ethical responsibilities 
are embedded into the lifecycle of AI development and deployment.

On the international stage, this research has underscored the 
necessity of harmonised global regulatory frameworks to address 
transnational challenges, such as the proliferation of autonomous 
weapons and the complexities of cross-border data governance. The 
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proposal for a ‘World AI Organisation’ seeks to provide a unified body 
to promote international cooperation, encourage best practices, and 
facilitate the equitable governance of AI technologies. Domestically, 
sector-specific regulations, tailored to the unique demands of fields 
such as healthcare and finance, are essential for mitigating risks and 
safeguarding trust in AI systems.

From a technical perspective, this study highlights the promise 
of cryptographic approaches, such as zero-knowledge proofs, 
blockchain technology, and secure multi-party computation, as 
essential tools for enabling privacy-preserving operations and 
ensuring compliance with regulatory standards. These techniques 
represent critical innovations for the responsible governance of AI, 
particularly in the context of increasingly complex and data-
intensive applications.

Nevertheless, significant challenges persist. Foremost among these 
are the difficulties in aligning divergent international interests and the 
need to ensure that regulatory frameworks evolve in step with the 
rapid pace of technological development. The measurement of 
fairness, particularly when balancing competing objectives such as 
accuracy, privacy, and equity, remains an area of acute complexity.

This study offers a blueprint for AI governance that seeks to 
balance innovation with the ethical demands of accountability, 
transparency, and societal trust.

11.1 Limitations and further research

To strengthen the applicability of AI governance 
recommendations, future studies need to incorporate concrete case 
studies of successful regulatory frameworks and implementation 
strategies. Examples such as the AI auditing processes established by 
the UK’s Information Commissioner’s Office (ICO) and the real-world 
applications of algorithmic impact assessments in Canadian AI 
governance provide valuable insights into how AI regulation functions 
in practice.

Additionally, while the paper acknowledges that regulatory 
implementation is complex, more specific strategies for overcoming 
these challenges should be  investigated. This includes proposing 
phased implementation approaches, sector-specific regulatory 
adaptations, and investment strategies to ensure that AI governance 
efforts are adequately resourced.

By incorporating these additional dimensions, future studies can 
bridge the gap between idealistic regulatory frameworks and the real-
world constraints of AI governance, ensuring that recommendations 
remain ethically sound and strategically viable.
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