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Implementation of smart devices 
in health crisis scenarios: risks 
and opportunities
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The scarcity of healthcare resources, particularly during crises, is a reality. AI can 
help alleviate this deficiency. Tasks such as triage, diagnosis, or determining a 
patient’s life-threatening risk are some of the applications we can delegate to 
algorithms. However, the limited number of real clinical experiences and the lack 
of research on its implementation mean that we only partially understand the 
risks involved in its development. To contribute to the knowledge of both the 
opportunities and risks that a management solution like AI presents, we analyze 
the case of autonomous emergency vehicles. After conducting a detailed literature 
review, we adopt an innovative perspective: that of the patient. We believe that 
the relationship established between the patient and this technology, particularly 
the emotional connection, can determine the success of implementing such 
autonomous driving devices. Therefore, we  also propose a simple solution: 
endowing this technology with anthropomorphic features.
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Introduction

The COVID-19 pandemic has highlighted the transformative potential of artificial 
intelligence (AI) in crisis situations, providing rapid and effective solutions to mitigate public 
health impacts. Since the onset of the outbreak, AI applications have been developed and 
deployed to improve epidemiological surveillance, accelerate research into treatments (Etzioni 
and Decario, 2020) and vaccines and fight related misconceptions (Sohail et al., 2023), and 
optimize the distribution of medical resources (Laudanski et al., 2020). Examples such as AI 
systems used to predict pandemic emergence (Freifeld et  al., 2008; Rezaei et  al., 2020), 
infection patterns, or identify the genetic structures of the virus have demonstrated the ability 
of these technologies to enhance global emergency responses. Beyond pandemic-related 
applications, the use of AI in medicine is already a reality (Jiang et al., 2017; Kirubarajan et al., 
2020). Its applications are numerous (Tang et al., 2021), and there is growing interest in 
exploring its potential uses. Primarily employed in tasks such as triage and diagnosis (Grant 
and McParland, 2019; Tang et al., 2021; Mueller et al., 2022) and supporting decision-making 
(Piliuk and Tomforde, 2023), AI is not without risks. Most challenges concern the limits of its 
application (Grant et al., 2020; Moulik et al., 2020), the quality of data used to train learning 
systems (Mueller et al., 2022), potential design biases (Hong et al., 2000; Kim et al., 2024), or 
the establishment of a regulatory framework that provides sufficient security for both operators 
and users (Ioannou and Tussyadiah, 2021; Fenwick et al., 2017).

The inherent biases in user perception of this technology can undermine its effectiveness 
and even endanger public health. Factors such as age, gender, and previous experience with 
technology influence trust and acceptance of AI. Studies have shown, for example, that women 
and older adults tend to be more reluctant toward autonomous vehicles, which could translate 
into lower use of services like autonomous ambulances (AAs) (Rice et al., 2019). These biases, 
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often based on stereotypes and unfounded fears, can lead to distrust 
and rejection of AI, limiting its ability to contribute to effective 
pandemic management.

Additionally, there is the issue of biases within AI 
programming itself. If the algorithms controlling decision-making 
are trained on biased data, they can perpetuate and even amplify 
existing inequalities in access to healthcare. For example, an 
algorithm assigning AAs might prioritize patients from urban 
areas with better connectivity, disadvantaging those in rural or 
marginalized areas (Lima et al., 2019). It is crucial to recognize 
that user perception and biases within AI are interconnected 
factors that can hinder the successful implementation of AI-based 
pandemic management strategies. Lack of trust in the technology 
and the potential for algorithmic discrimination can generate 
public resistance (Smith, 2018) and undermine the effectiveness of 
these strategies.

Moreover, the massive collection of data and the implementation 
of surveillance technologies, while necessary to control the virus’s 
spread, have raised ethical concerns about balancing public safety with 
personal freedom. The interaction between users and AI-based 
applications, such as virtual assistants or Autonomous Vehicles (AVs), 
can exacerbate issues of trust and dependence. These systems, if not 
properly regulated, could lead to reckless behavior or 
misunderstandings about their actual capabilities, increasing the risk 
of accidents or misuse in critical situations. Most studies focus on the 
design of AI applications that offer medical assistance or support the 
management and organization of medical services. These 
investigations are primarily formulated from the perspective of 
healthcare professionals or managers. However, few studies have 
addressed the application of AI from the patient’s point of view (Jiang 
and Cheng, 2021; Yin et al., 2021). Beyond legal issues, especially 
regarding data protection and the liability that may arise from the 
misuse of this technology (Grant et al., 2020), there is little evidence 
about the challenges and difficulties that may arise in the interaction 
between this technology and patients. This is likely due to the scarcity 
of real-world implementation experiences and the traditional 
approach, which tends to focus more on the data provided by patients 
as aggregated cases—such as predicting surges in emergency service 
demand (Kang et  al., 2020; Lin et  al., 2020)—rather than on the 
human-computer interaction challenges.

This work focuses on the use of Autonomous Emergency Vehicles 
(AEVs) in the management of health crises or pandemics. The 
effective integration of these vehicles in the management of future 
pandemics crucially depends on mitigating user biases towards them, 
which represents a fundamental challenge for political practice in the 
digital age. Public perception and acceptance of these disruptive 
technologies are shaped by a range of biases, influenced by 
demographic factors, previous experiences, and trust in automated 
systems (Kuziemski and Misuraca, 2020; El-Haddadeh et al., 2021; 
Pickering, 2021). If these biases are not addressed, the implementation 
of AI-driven pandemic management strategies, such as the use of AAs 
will be  hindered by public resistance, distrust, and the potential 
deepening of inequalities in access to essential services (Kuziemski 
and Misuraca, 2020). It is therefore essential to analyze how these 
biases impact policy formulation, the legitimacy of AI-based decision-
making, and the ability of governments to effectively respond to health 
crises while ensuring equity and protecting the rights of all citizens 
(Gans-Combe, 2020).

The goal of this article is to analyze, from the patients’ perspective, 
the opportunities and risks associated with applying AI in medical 
services. To offer a less abstract view, we examine the behavior of 
potential users in an increasingly plausible scenario: the use of AEVs. 
Driverless ambulances must overcome several human-computer 
interaction (HCI) challenges, such as establishing trust and assigning 
appropriate roles, as well as addressing ethical conduct, which is 
inherent to any task related to medical activities.

The use of AI in pandemic 
management

In the healthcare sector, resources are always scarce. This scarcity 
is not limited to medical staff or the number of available hospital beds; 
the most limited resource is time. When we  focus our efforts on 
providing medical care as quickly as possible or aim to reach an 
accurate diagnosis as early as possible, we are ultimately talking about 
time. Efficient management of this scarce resource can be  greatly 
assisted by Artificial Intelligence (AI). An opportunity presented by 
the Fourth Industrial Revolution, also known as Industry 4.0, is the 
chance to rethink the capacities of public organizations and to provide 
new, more efficient solutions grounded in data governance (Salvador 
and Ramió, 2020; Ramió, 2019).

From an operational standpoint, AI implementation in healthcare 
can be divided into two major areas: the pre-hospital phase and the 
hospital phase. The latter, the hospital phase, undoubtedly concentrates 
the majority of AI applications, particularly in tasks related to triage 
and diagnosis (Grant and McParland, 2019; Grossmann et al., 2020; 
Tang et al., 2021; Piliuk and Tomforde, 2023). Firstly, AI technologies 
are mainly used in emergency services to improve triage, making the 
classification of patients according to their severity more precise 
(Kang et al., 2020). An increase in triage precision could positively 
impact patient survival rates in emergency medical services (Yu et al., 
2020). Secondly, AI offers multiple applications in the field of 
diagnosis, such as radiodiagnostics (Jamaludin et al., 2017; Herweh 
et  al., 2016) or the monitoring of echocardiograms for disease 
detection (Al-Dury et al., 2020; Grant and McParland, 2019). These 
tools, with their autonomy and learning capabilities, could reduce the 
dependence on specialists in certain medical services. This is 
particularly relevant for small hospitals with limited availability of 
specialized medical personnel (Tang et al., 2021).

The pre-hospital phase

Despite the continuous and numerous advances in AI applications 
within the clinical hospital setting (Ramlakhan et  al., 2022), our 
research focuses on the pre-hospital phase. According to authors like 
Tang et al. (2021), the implementation of AI in this scenario serves 
two main purposes: (i) to accurately identify medical conditions for 
the earliest and most effective intervention; and (ii) to predict critical 
conditions that require the preparation and mobilization of 
healthcare resources.

Although healthcare planning is inherently challenging due to its 
multi-faceted and non-linear dynamics (Lin et  al., 2020), the 
estimation of emergency service demand is one of the most researched 
areas (Fischer et al., 2020; Grant et al., 2020; Kang et al., 2020; Piliuk 
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and Tomforde, 2023). For example, AI developments have been used 
to analyze Google Trends and social media behavior to anticipate 
peaks in demand (Burnap et al., 2017; Ho and MacDorman, 2017). 
Other studies, such as those by Pineda et al. (2015), attempt to predict 
flu cases by reviewing medical reports, while Papini et al. (2018) focus 
on forecasting post-traumatic stress cases in hospitalized patients. 
Additionally, tools like the one designed by Yousefi et al. (2019) aim 
to predict emergency service demand several days in advance.

Autonomous emergency vehicles in 
pandemic management

The implementation of AEVs is becoming a reality in both the 
tech and automotive industries. This shift towards a new model of 
mobility is advancing as several key technical challenges are being 
resolved. AEVs offer numerous social benefits, such as enhanced 
safety, energy savings, cost reductions, and decreased dependence on 
healthcare personnel. In the context of healthcare, particularly 
pre-hospital management, the most critical feature is their 
autonomous driving capability, which reduces or eliminates the need 
for human drivers and presents an opportunity to improve ambulance 
efficiency in emergency situations (Ahmed et al., 2023; Khalid et al., 
2021). Additionally, AEVs can address negative externalities such as 
fuel costs through the more efficient use of ambulances (Bagloee 
et al., 2016).

Despite the many advantages, especially during pandemics like 
COVID-19 (Khalid et al., 2021), the implementation of AEVs is not 
without risks. Challenges include algorithm development for route 
estimation, legal frameworks regulating their use, and, critically, the 
relationship that AVs establish with patients. This relationship will 
ultimately shape public confidence and perceptions of safety in using 
these services (Kyriakidis et al., 2015; Winter et al., 2018a).

A significant number of resource planning models and their 
adaptation to forecasted demands also affect the transportation of 
potential patients to hospitals. This includes not only redirecting them 
to facilities with lower patient concentrations to reduce waiting times 
(Kang et al., 2020), but also determining whether a patient should 
be transported by ambulance or asked to reach the hospital by their 
own means (Mijwil et al., 2023; Yoshida et al., 2023). In this context, 
the use of AEVs (Karkar, 2019; Tahir and Javaid, 2019) emerges as an 
optimal solution.

AAs, an innovative application of AEVs, could revolutionize the 
response to medical emergencies, especially during a pandemic. Their 
ability to optimize routes using real-time traffic data would allow for 
faster emergency responses, reducing patient wait times and speeding 
up their transfer to healthcare facilities (Alam et  al., 2021). By 
minimizing human interaction, AAs would also reduce the risk of 
contagion for medical personnel, protecting them from infectious 
diseases. Additionally, the intelligent management of routes and the 
availability of AAs could improve resource allocation, ensuring 
equitable and efficient distribution of emergency services, particularly 
in remote or resource-limited areas (Fontes et al., 2023).

AEVs-enhanced information systems offer a powerful tool for 
disseminating vital information during a crisis. These systems can 
provide real-time updates on the pandemic, including public health 
guidelines, infection rates, prevention measures, and personalized 
recommendations for individuals (Kritikos et al., 2022; Zhu et al., 

2022). By collecting and analyzing data on virus spread, AEVs can 
help health authorities better understand the pandemic’s evolution, 
predict potential outbreaks, and make informed decisions to optimize 
the response. Furthermore, AEVs can facilitate clear, accurate, and 
timely communication between authorities, healthcare professionals, 
and the public, improving coordination and information management 
during the crisis (Fontes et al., 2023).

Healthcare support is significantly enhanced by the incorporation 
of AEVs. Automated patient triage, based on symptom assessment 
through AI algorithms, can speed up care processes and resource 
allocation, ensuring patients are directed to the appropriate level of 
medical care (Jiang et al., 2017; Kritikos et al., 2022; Laudanski et al., 
2020). Remote symptom monitoring allows for continuous health 
tracking at a distance, reducing the need for in-person visits and 
minimizing exposure to the virus (Lalmuanawma et al., 2020). AEVs 
can also provide psychological counseling and support to patients in 
quarantine or isolation, relieving stress and anxiety related to the 
pandemic. These applications ease the burden on healthcare systems, 
freeing up medical professionals to focus on the most critical cases 
and enabling more efficient management of scarce medical resources, 
such as hospital beds, personal protective equipment, and medications 
(Ortiz-Barrios et al., 2023).

While AAs leverage the broader development of AEVs, their use 
in medical emergencies has specific characteristics that set them apart 
from other types of AEVs. This distinction mainly arises from their 
operational logic. These vehicles respond to medical emergencies 
where a person’s life may be at risk. Therefore, one of their primary 
objectives is to reach their destination as quickly as possible (Murray 
and Kue, 2017; Peelam et al., 2024; So et al., 2020). In addition, they 
must provide medical care and be prepared to transport the patient to 
a healthcare facility. These two basic objectives are often linked to the 
development of technical solutions that optimize travel times. 
However, the implementation of AEVs could go beyond 
transportation, offering a comprehensive solution for healthcare 
resource management.

The incorporation of AAs in pandemic management has profound 
political implications, particularly concerning governance, 
surveillance, and power relations. The possibility of AAs functioning 
as extensions of state authority, gathering large-scale information, and 
facilitating automated decision-making introduces new challenges 
and opportunities in the political sphere.

Delegating government functions to AEVs, such as disseminating 
information or enforcing health guidelines, can blur the lines between 
technology and state authority. This may affect public perception of 
governmental legitimacy and accountability. If citizens view AEVs as 
mere instruments of state control, trust in government institutions 
and willingness to cooperate with public health measures could 
be  undermined (Kuziemski and Misuraca, 2020). The increasing 
mediation of interactions between citizens and the state through VAs 
may transform the nature of this relationship. While automating 
bureaucratic processes may increase efficiency, it could also 
depersonalize the relationship between citizens and the state. The 
collection and analysis of personal data by AEVs, if not managed 
transparently and with proper safeguards, could raise concerns about 
privacy and individual autonomy, impacting trust in institutions and 
social cohesion (Smith, 2018).

The ability of AEVs to process complex information and execute 
sophisticated algorithms may lead to greater delegation of 
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decision-making (Kuziemski and Misuraca, 2020; Fontes et  al., 
2023). Although this offers benefits in terms of speed and efficiency, 
it also raises significant ethical and political dilemmas. The lack of 
transparency in automated decision-making processes, the potential 
for algorithmic biases (Lima et al., 2019; Ramdani et al., 2021), and 
the difficulty in assigning responsibility in case of errors or harm 
are challenges that must be  addressed to ensure that AEVs are 
designed and used responsibly, transparently, and fairly, with 
adequate human oversight mechanisms to mitigate risks and protect 
individual rights.

The capacity of AEVs to collect and analyze personal data, track 
movements, and monitor behaviors raises serious concerns about 
their potential use for surveillance and social control (Zhu et al., 2019; 
Groh et al., 2021). The use of AEVs for enforcing quarantine measures, 
contact tracing, or identifying individuals who violate health 
guidelines, without proper safeguards for privacy and civil rights, 
could have significant implications for individual freedoms (Tang 
et al., 2021). A robust legal and ethical framework is needed to regulate 
the collection, storage, use, and retention of data by AEVs, ensuring 
the protection of fundamental rights and preventing abuses (Kong, 
2024). The proliferation of AEVs in pandemic management demands 
ongoing, deep debate on the protection of privacy, individual 
autonomy, and digital rights (Pickering, 2021; Fontes et al., 2023). The 
collection and use of sensitive data, such as medical information or 
movement patterns, must be subject to rigorous scrutiny and strong 
control mechanisms to avoid discrimination, stigmatization, and the 
erosion of public trust. Citizens must have control over their data and 
be informed about its use, with effective recourse mechanisms in place 
if their rights are violated.

VAs can also serve as effective tools for population management 
during pandemics by identifying behavioral patterns, predicting 
outbreaks, and optimizing resource distribution (Alam et al., 2021; 
Zhu et al., 2022; Lima et al., 2019). However, it is essential to avoid 
discrimination or stigmatization of certain groups. Equity in access to 
technology, the mitigation of algorithmic biases, and the participation 
of affected communities in the design and implementation of these 
tools are crucial to ensuring that the benefits are distributed equitably 
and the risks of exclusion or marginalization are minimized.

A final aspect to consider is that the introduction of AEVs in 
pandemic management may reshape power relations between 
governments, tech companies, healthcare professionals, and civil 
society. The tech companies that develop and control VAs gain an 
influential role in managing information and decision-making, which 
could affect the autonomy of government institutions and the balance 
of power among different actors. Government reliance on the 
expertise and infrastructure of tech companies to implement AEVs-
based solutions may grant these companies considerable power in 
shaping pandemic management policies and practices. The need for 
access to data, algorithms, and technological platforms could create a 
dependency that may impact governments’ ability to act independently 
and safeguard public interests. In the following sections, after 
reviewing recent studies, we outline some of the main challenges in 
implementing AEVs. We  do this by identifying the four key 
stakeholders: (i) governments and regulatory agents; (ii) 
manufacturers and developers; (iii) healthcare personnel and 
managers; (iv) patients. Identifying these four groups allows us to 
allocate the specific challenges each faces. Although many studies are 
based on simulations due to the lack of real-world implementation 

experiences, they provide sufficient data to project a medium-
term outlook.

Governments and regulatory agents: 
legislation and regulation

The implementation of AEVs is not merely about launching a new 
transportation system. Its impact, much like that of other Autonomous 
Vehicles (AVs), goes beyond its primary function and requires 
additional modifications to the regulatory framework (Almaskati 
et al., 2024; Grant et al., 2020; So et al., 2020). This task primarily falls 
to lawmakers and can be  summarized into four main areas: (i) 
infrastructure use; (ii) liability in case of error; (iii) management of 
patient data; (iv) biases that their use might generate.

First, AEVs require a new technical and communication 
environment, as well as a reimagined use of existing communication 
infrastructures. This inevitably leads to legislative reforms to allow, for 
example, the operation of AVs in countries where such use is currently 
not permitted (Khalid et al., 2021). However, legislative changes do 
not only concern the operation of driverless vehicles on the road. The 
use of AEVs represents a paradigm shift (Karkar, 2019). Until now, 
emergency vehicles have had right-of-way on public roads through 
the use of lights and sirens. The implementation of AAs will require 
the deployment of cooperative traffic management systems that 
prioritize them over other vehicles (Sumia and Ranga, 2018; Ahmed 
et al., 2023; Murray and Kue, 2017; Peelam et al., 2024). For example, 
new regulations will need to establish how the priority use of specific 
lanes is managed (Dresner and Stone, 2006), or the preferential use of 
communication systems (So et al., 2020).

The second major issue that legislators must address is liability: 
Who is responsible if a problem occurs with an AA? The responsibility 
in the case of AEVs is twofold: they must adhere to the same safety 
and liability standards as other AVs in the event of an accident, and 
they must also consider the liability that arises from any medical 
procedures the intelligent ambulances might carry out.

Regarding safety liability, this topic has been explored from 
various perspectives. One of the most compelling approaches is found 
in the work of moral philosophers discussed by Wu (2020), 
highlighting the unique challenges posed by AEVs. Until now, 
responsibility for malpractice has generally rested on the healthcare 
professional performing an incorrect procedure. However, a safety 
failure in an AEV might stem from a design flaw by a developer. 
Therefore, it is crucial to adapt and update the regulatory framework 
to clearly define a new system of liabilities that anticipates these 
scenarios (Elayan et al., 2021; Grant et al., 2020; Woo et al., 2021).

Additionally, determining liability for medical actions is crucial. 
AAs could implement health monitoring systems that aid in triage 
(Cooney et al., 2021; Elayan et al., 2021) and initiate treatments that 
the patient will later receive in the hospital (Akca et al., 2020). This 
significant innovation must ensure not only successful patient 
recovery but also address what happens in the event of a diagnostic 
error. These are undoubtedly complex issues that are difficult to 
resolve or even anticipate due to the rapid pace of 
technological innovation.

One of the main challenges in defining legal responsibility for the 
use of autonomous vehicles in medical practice is the limited number 
of real clinical cases (Mueller et al., 2022). Given this limitation, the 
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most recommended approach could involve establishing a regulatory 
sandbox that allows for multiple simulations to assist in adapting the 
regulatory framework accordingly (Fenwick et  al., 2017). In this 
context, the European Union’s Regulation 2024/1689 (2024), known 
as the Artificial Intelligence Act, provides a restrictive regulatory 
framework for designing and implementing AI in clinical practice. 
Article 6.2 of the Act categorizes the use of AI in medical applications 
as High-Risk. This classification stems from its potential use for 
evaluating and prioritizing emergency calls made by individuals or 
for dispatching and prioritizing first-response services in emergencies. 
This classification equates such usage to other high-risk applications, 
such as those involving critical infrastructures, product safety 
components, or educational training. The high-risk designation 
mandates that these technological developments include appropriate 
systems for risk assessment and mitigation, minimize the production 
of discriminatory outcomes, and maintain a record of activities to 
ensure proper traceability of all procedures undertaken.

Third, AAs must ensure a system that guarantees the privacy and 
security of the medical data they use (Ioannou and Tussyadiah, 2021; 
Woo et al., 2021). It is crucial to recognize that patients own sensitive 
information that requires the highest level of protection: their medical 
records. These records could be accessed by AAs when collecting 
personal data derived from triage tasks and health monitoring (Elayan 
et al., 2021). This information can be utilized and subsequently shared 
with the hospital to which the ambulance is heading, enabling medical 
staff to be fully prepared to provide the most appropriate treatment 
(Akca et al., 2020).

How clinical information is collected, with whom it is shared, and 
how it is stored are some of the legal concerns surrounding data 
management in AAs (Woo et al., 2021). These concerns are even more 
pronounced in regions like the EU, where the stringent General Data 
Protection Regulation (GDPR) might pose challenges to the 
implementation of such technologies (Khalid et al., 2021). This is why 
some authors propose establishing some form of informed consent 
(Mueller et al., 2022). While this legal requirement does not entirely 
eliminate another common issue in data management—vulnerability 
to cyberattacks—it is a step in the right direction (Almaskati et al., 
2024). As a precaution, authors like Tahir and Javaid (2019) suggest 
the use of blockchain technology to sign a smart contract before any 
treatment is administered in an AA. This measure could potentially 
enhance the security of patient data records.

Finally, policymakers must ensure that this technology provides 
equal treatment to all patients. Although we will specifically address 
the main biases affecting patients in their interactions with this 
technology in the last section, we must also acknowledge those biases 
that might be inherently embedded in the design of these devices.

It is not only a matter of ensuring that the technology respects 
the principles of equality and non-discrimination in patient care. 
We know that developers can infuse their public values into the 
realm of research and, as a result, integrate these values into the 
applications they design (Scheufele et al., 2007). For this reason, 
algorithms can harbor biases or even develop new biases during 
their learning processes, affecting their interaction with patients 
(Grant and McParland, 2019; Kang et  al., 2020). The ethical 
dimension of technology must be thoroughly addressed within the 
regulatory framework that governs these technological developments 
to prevent the spread of discriminatory scenarios (Woo et al., 2021; 
Wu, 2020).

Manufacturers and developers: technical 
solutions

Most research focuses on the technical solutions necessary for 
implementing AVs in emergency vehicles. The primary concern 
for researchers is ensuring that AEVs arrive on time and do so 
safely (Peelam et al., 2024). To achieve this, it is crucial to equip 
the ambulance with sufficient capability and autonomy to make 
decisions (Ahmed et al., 2023; Tahir and Javaid, 2019; Khalid et al., 
2021). This level of agency, as we will discuss later, could pose 
challenges in the interaction between AEVs and patients. Even 
though users understand the artificial nature of these devices, this 
interaction can have significant psychological effects (Guzman, 
2019). Known as the “uncanny valley” effect (Chang et al., 2018; 
Ho and MacDorman, 2017; Mori, 1970; Mori, 2020; Seyama and 
Nagayama, 2007), this phenomenon refers to the discomfort that 
users may feel when technology appears almost, but not entirely, 
human-like (Chattaraman et al., 2019; Pitardi and Marriott, 2021).

The decision-making capabilities of AEVs primarily focus on 
choosing the quickest route to the patient (Ahmed et al., 2023; Khalid 
et al., 2021; Peelam et al., 2024). Efforts are being made to reduce 
response times using intelligent systems that deploy the nearest vehicle 
to the patient (Akca et al., 2020) while also ensuring that these trips 
are conducted safely. Although the accident rate for AEVs is relatively 
low (Khalid et al., 2021), the specific conditions under which these 
vehicles operate—such as high speeds—require that safety remains a 
primary concern for researchers. Therefore, they are developing 
algorithms and cooperative traffic systems to guarantee timely and 
secure arrivals. This goal is supported by infrastructure enhancements 
(Lee et al., 2023; Cooney et al., 2021; So et al., 2020) and cooperative 
traffic models (Sumia and Ranga, 2018; Alzubaidi et  al., 2023; 
Buckman et  al., 2021; Dresner and Stone, 2006). For example, 
advanced communication systems allow AAs to transmit their route 
information to other vehicles on the road, prompting them to make 
way for the ambulance (Karkar, 2019).

The reliance on autonomous vehicles for these tasks must also 
address environmental conditions that could impact their safety 
(Capodieci et al., 2021; Cui et al., 2019; Lee et al., 2023). For instance, 
pedestrian detection (Rajendar et  al., 2022), cyclist identification 
(Ahmed et al., 2019), recognition of other vehicles (Liu et al., 2022), 
and safeguarding against hacking of autonomous driving systems to 
prevent criminal or terrorist activities (De la Torre et al., 2020) are 
critical considerations. Many of these safety challenges are likely to 
be  resolved with the implementation of new technological 
advancements. Examples include the transition from object detection 
using monocular cameras to collision prevention systems based on 
stereoscopic vision (Rajendar et al., 2022), the application of deep 
learning approaches like Fast Region-Convolutional Neural Networks 
(R-CNN) and Faster R-CNN for pedestrian detection (Ahmed et al., 
2019), and the deployment of Connected Autonomous Vehicle (CAV) 
systems to prevent vehicle collisions (Liu et al., 2022).

Reducing the response times of AEVs is not the only benefit these 
simulations offer. Optimizing routes, coupled with better traffic 
management, can increase energy efficiency and, consequently, reduce 
fuel consumption (Ahmed et al., 2023; Karkar, 2019; Khalid et al., 
2021). This advantage ultimately contributes to less environmental 
pollution and promotes sustainability (Bagloee et  al., 2016; 
Katebi, 2023).
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Healthcare personnel and managers: triage 
and patient care

According to authors like Murray and Kue (2017), in a medical 
emergency, the journey to reach the patient is more critical to their 
health than the return trip to the hospital after stabilizing the patient. 
In this context, AAs offer significant improvements in initial medical 
care and an optimal solution to one of the primary issues in healthcare 
resource management. Depending on their level of automation, AEVs 
could operate without a driver (Rice and Winter, 2019). As a result, 
given the shortage of healthcare professionals, the individual who 
would typically be dedicated to driving could redirect their efforts 
toward patient care (Almaskati et al., 2024; Rice et al., 2019; Wickens 
et al., 2000). Consequently, this paradigm shift in ambulance services 
could lead to enhanced medical attention and increased patient 
survival rates (Becker and Hugelius, 2021; Rice et al., 2019).

The potential of AAs cannot be  limited solely to increasing 
healthcare personnel. Just as studies have examined the integration of 
medical robots in AEVs to perform first aid in case of accidents 
(Cooney et al., 2021), these ambulances could also be equipped with 
various health monitoring devices and diagnostic systems (Khalid 
et al., 2021). This capability could lead to more accurate diagnoses 
(Akca et al., 2020), transmitting vital information to the destination 
hospital and preparing the necessary treatment in advance 
(Karkar, 2019).

Additionally, AAs could enhance the safety of medical staff. First, 
as discussed in previous sections, AEVs offer greater safety in their 
movements—a crucial factor considering that ambulances often travel 
at high speeds and maneuver through traffic during emergencies. Such 
driving conditions increase the risk of accidents. Autonomous driving 
could reduce the number of incidents involving ambulances, thereby 
protecting both medical personnel and patients (Almaskati et  al., 
2024; Karkar, 2019; Lasky et al., 2023).

Moreover, the degree of automation in these vehicles can reduce 
human interaction (Ahmed et al., 2019), which could further enhance 
the safety of emergency services. Minimizing human contact, or at 
least reducing it to the essential minimum as AAs could, proves to 
be an optimal solution for health crises like COVID-19 (Khalid et al., 
2021). This approach would lower the risk of contagion and, therefore, 
reduce the potential spread of the disease, which could otherwise 
compromise healthcare personnel (Tavakoli et al., 2020).

Despite the various advantages that AAs seem to offer, many 
healthcare workers still prefer a human driver (Almaskati et al., 2024; 
Liu et al., 2023). This resistance is likely due to the limited research 
conducted in this area and the lack of training for healthcare personnel 
in using new autonomous devices and their capabilities (Goodison 
et al., 2020). For this new technology to succeed, it is crucial to address 
these biases among healthcare workers and improve their training. 
Ignoring this need could mean that the potential improvements that 
AAs could bring to healthcare resource management may not 
be fully realized.

Biases in user perception as a barrier 
to the use of VAs in crisis management

Despite the potential of AEVs in healthcare management, 
particularly during health crises like COVID-19 (Khalid et al., 2021), 

there is a lack of studies that take an integrated approach. A review of 
recent research reveals that most studies focus on technical solutions 
for AEVs development, emphasizing the perspective of manufacturers 
and developers. Although these studies occasionally reference other 
stakeholders, such as regulatory bodies or emergency service 
managers, they often overlook one key factor in the potential success 
of AEVs implementation: the patients.

Gender, race, culture, and social class biases play a fundamental 
role in how people perceive and interact with AEVs. These biases, 
often unconscious, are based on pre-existing stereotypes that are 
amplified and perpetuated by technology. A clear example of this 
is found in research on Virtual Assistants (VAs), where it has been 
shown that the choice of a female voice for these systems can 
reinforce gender stereotypes by associating women with service 
and support roles (Anderson et al., 2014). Additionally, the quality 
of voice recognition in VAs may vary depending on the user’s 
gender and accent, highlighting the presence of biases in the data 
used to train these systems (Dou et al., 2021). These biases can 
negatively affect the trust, credibility, and acceptance of the 
technology, especially among groups that are disadvantaged 
or underrepresented.

Biases in technology are not merely technical errors, but reflect 
existing power structures and inequalities in society (Nass, 1997; Nass 
and Brave, 2007). Technology, as a product of society, inherits and 
amplifies the biases present within it. These technological biases can 
reinforce hierarchies and power dynamics by perpetuating existing 
inequalities and creating new forms of exclusion. An example of this 
is seen in the development of facial recognition systems, which have 
been shown to be less accurate in identifying individuals with darker 
skin tones, potentially leading to negative consequences in areas such 
as criminal justice.

As we have seen, the integration of AEVs into healthcare systems 
represents a significant advancement in managing health crises and 
delivering services, particularly through applications such as AAs. 
These technologies offer a wide range of potential benefits, from 
reducing emergency response times (Mijwil et al., 2023) to delivering 
services in remote areas (Khalid et al., 2021) and using predictive 
models to assess clinical risks (Frost et al., 2017) or accurately assessing 
clinical risk to prioritize medical care for individuals (Paulin et al., 
2022). However, despite these advantages, patients frequently exhibit 
reluctance toward these innovations, particularly in relation to AVs 
(Almaskati et al., 2024). This hesitance reflects a broader trend of 
resistance to technological change, often driven by cognitive biases 
and psychological barriers that undermine effective adoption.

As discussed in earlier sections, there is limited research on the 
implementation of AI in real clinical environments (Grant and 
McParland, 2019). This gap also applies to the use of AEVs (Rice and 
Winter, 2019). Although AAs hold significant promise, particularly in 
scenarios like a pandemic, there are still few experiences or studies on 
their deployment (Das and Ghosh, 2021; Khalid et  al., 2021). 
Moreover, many of these studies report limited success in the 
implementation of such vehicles. For instance, research conducted by 
Zarkeshev and Csiszár (2020) in Hungary and Kazakhstan showed 
that users were not inclined to use an AA. This reluctance may stem 
from various factors, mainly related to biases, which could jeopardize 
the adoption of this technology.

In addition to the biases related to the appearance of the user 
interface, we  can identify the biases affecting the relationship 
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between users and AAs into two broad, non-exclusive categories: 
those related to perceived trust and competence, and those linked 
to user characteristics. We  analyze all of them in the 
following sections.

Manifestations of biases in the interface of 
AEVs

The interface of AEVs, as the point of interaction with the user, is 
a space where biases can manifest in various ways, impacting 
perception and interaction with the technology. The choice of male or 
female voices for VAs can influence perceptions of competence, 
authority, and trustworthiness, reflecting and perpetuating existing 
gender stereotypes in society (Damen and Toh, 2019). Several studies 
have shown that female voices tend to be associated with care and 
kindness roles, while male voices are perceived as more competent 
and authoritative (Ernst and Herm-Stapelberg, 2020a; Ernst and 
Herm-Stapelberg, 2020b). This trend is observed even when there are 
no differences in the ability or information provided by the VAs, 
indicating the subconscious influence of stereotypes on user 
perception. Research suggests that users prefer “gendered” virtual 
assistants when the assigned task aligns with gender stereotypes. For 
example, there is a preference for female voices in traditionally female 
environments, such as the home, and for male voices in environments 
considered masculine, like the office (Abercrombie et  al., 2021; 
Hoy, 2018).

Cultural biases also manifest in the language, tone, and 
communication style of AEVs. These biases can have significant 
implications for accessibility, inclusion, and the representation of 
cultural diversity in technology. A study conducted in Brazil examined 
voice recognition in virtual assistants and found that accuracy varied 
depending on the user’s regional accent (Lima et  al., 2019). This 
research suggests that the data used to train AI systems may not 
adequately represent the linguistic and cultural diversity of the 
population, potentially resulting in the exclusion of certain groups. 
The lack of cultural sensitivity in interface design can lead to 
misunderstandings, frustration, and a negative user experience, 
undermining trust in the technology.

The visual appearance of VAs can also perpetuate stereotypes 
related to gender, race, and other characteristics, influencing trust, 
perceptions of safety, and interaction with the technology. For 
example, avatar’s appearance, including realism, age, and body shape, 
influences user perceptions (Chattaraman et al., 2019; van Pinxteren 
et  al., 2019; Tavakoli et  al., 2020). The lack of diversity in visual 
representation can perpetuate exclusion and discrimination, limiting 
identification with and acceptance of the technology by diverse 
social groups.

Perceived trust and competence

The reluctance to embrace AAs stems primarily from issues of 
trust and perceived competence. Trust, as defined by Mayer et  al. 
(1995), is the willingness to relinquish control over a task in the best 
interest of oneself. However, in healthcare, where decisions can have 
life-or-death consequences, the trust required for autonomous 
technologies is not easily earned. Users often need to feel that these 

systems behave predictably (Eckel and Wilson, 2004), an expectation 
that is complicated by the limited real-world deployment of AAs (Das 
and Ghosh, 2021). This gap in experience results in limited information 
for users to base their perceptions of reliability, further complicating 
their willingness to adopt the technology (Geels-Blair et al., 2013).

Moreover, a high degree of automation can trigger feelings of 
alienation rather than confidence, a phenomenon exemplified by the 
“uncanny valley” effect (Chang et al., 2018; Ho and MacDorman, 
2017; Mori, 1970; Mori, 2020; Seyama and Nagayama, 2007). This 
concept posits that as technology becomes more human-like but still 
imperfect, it provokes discomfort.

Moreover, when user agency diminishes, the relationship between 
people and intelligent devices can become more threatening (Natale 
and Cooke, 2021; Parasuraman and Riley, 1997; Stein et al., 2019; 
Zafari and Koeszegi, 2021). To counter this and improve trust, 
designers often give technology anthropomorphic features, which 
increases empathy and acceptance (Moussawi et al., 2020; Natale and 
Cooke, 2021; Pitardi and Marriott, 2021). However, it is challenging 
to incorporate these anthropomorphic traits into an AEV. The best 
solution might be  to integrate VAs with anthropomorphic 
characteristics to foster greater trust (van Pinxteren et  al., 2019; 
Watkins and Pak, 2020; Portela and Granell-Canut, 2017).

Consequently, AEVs that operate with minimal human input may 
foster distrust, as their complex functionality creates a perception of 
inaccessibility and loss of control (Natale and Cooke, 2021; Stein et al., 
2019). This psychological distance can be particularly acute in medical 
emergencies, where human empathy is often expected.

One solution proposed to mitigate these effects is the 
incorporation of anthropomorphic features into autonomous systems, 
making them more relatable and fostering greater empathy and trust 
(Moussawi et al., 2020; Natale and Cooke, 2021; Pitardi and Marriott, 
2021). In the case of AAs, integrating virtual assistants with human-
like characteristics could serve to bridge the emotional gap and 
increase user acceptance (van Pinxteren et al., 2019; Watkins and Pak, 
2020; Portela and Granell-Canut, 2017). However, even with such 
modifications, these systems face other barriers, such as the challenge 
of communicating their complex decision-making processes clearly 
to users.

Bias linked to user characteristics: 
cognitive biases and generational gaps

Despite the limited number of available studies, we can identify 
one of the most influential variables contributing to the aversion to 
these vehicles: risk. To understand why the implementation of this 
type of service might fail, we  look at variables related to risk 
management. For example, some studies predicted a higher 
predisposition among younger individuals to use AVs (Kautonen, 
2017). However, the data does not show a significant relationship 
between age and acceptance of AAs (Howard and Dai, 2014; LaFrance, 
2015; Rice and Winter, 2019).

In addition to that generational gap, gender also significantly 
influences attitudes toward autonomous healthcare technologies 
(Rice and Winter, 2019; Rice et  al., 2019; Winter et  al., 2018a; 
Winter et al., 2018b). Studies have shown that women are generally 
more hesitant to use AAs compared to men (Rice et al., 2019). This 
hesitancy may be  tied to emotional responses triggered by the 
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absence of a human driver, with women reacting more negatively 
to unfamiliar technological interventions in emergency situations 
(Winter et al., 2018a). These findings align with broader research 
on gender and technology, which suggests that societal stereotypes 
and expectations shape how different groups interact with 
technological systems (Mehta et  al., 2014). For instance, virtual 
assistants are often gendered as female, reflecting and reinforcing 
pre-existing social norms regarding caregiving roles (Natale and 
Cooke, 2021).

Cultural and regional differences also affect the adoption of 
autonomous healthcare technologies. In countries like India, studies 
have found greater acceptance of AAs, especially for short trips (Rice 
et al., 2019). These variations suggest that cultural context plays a 
significant role in shaping perceptions of risk and trust. Moreover, the 
language and accent recognition capabilities of these technologies can 
create further barriers, especially in regions with diverse linguistic 
backgrounds. As a result, the development of AI systems that are 
sensitive to these cultural nuances is crucial for promoting equitable 
access and adoption across different populations.

To address these challenges, greater transparency in the operation 
of autonomous healthcare technologies is essential. Users require 
clear and accessible explanations regarding the capabilities and 
limitations of these systems, as well as the safety protocols in place. 
Such requirements are detailed in regulations like the European 
Union’s Artificial Intelligence Act, particularly for High-Risk AI 
systems applied in clinical settings. These stipulations include 
providing sufficient information about the identity and contact 
details of the provider, the capabilities and limitations of the AI 
system’s functionality, and the human oversight measures in place. 
These requirements become especially critical in industries like 
automotive, where balancing the inherent complexity of AI 
technologies with user-friendly communication poses a significant 
challenge (Moussawi et  al., 2020). Failing to address these 
informational gaps could exacerbate distrust and hinder adoption, 
particularly among populations already inclined toward skepticism.

Furthermore, improving technological literacy could help bridge 
the cognitive gap between developers and end-users. Efforts to educate 
the public on the functioning of AI and autonomous systems may 
alleviate some of the fear and resistance associated with their use in 
healthcare. This is particularly important in ensuring that these 
technologies do not exacerbate existing inequalities in access to 
medical services. Those with limited access to education may face 
additional barriers to understanding and trusting these systems, thus 
perpetuating healthcare disparities (LaFrance, 2015).

General discussion

One of the key challenges in healthcare resource management is 
scarcity. Often, the limited number of available healthcare 
professionals prevents the provision of high-quality services. This 
difficulty intensifies during demand surges or, as seen during the 
Covid-19 crisis, when a healthcare emergency arises (Khalid et al., 
2021). For these reasons, it seems logical to introduce various AI 
applications to help improve the healthcare system (Christ et  al., 
2010; Tang et al., 2021; Piliuk and Tomforde, 2023). AI’s high degree 
of automation and increasing accuracy enable it to handle tasks such 
as triage (Kang et al., 2020; Yu et al., 2020), emergency management 

(Frost et al., 2017; Mijwil et al., 2023), and assist with diagnostics 
(Al-Dury et al., 2020; Jamaludin et al., 2017; Herweh et al., 2016). 
However, despite these apparent advantages, as we have seen, several 
challenges risk hindering the implementation of these tools.

The success of AI applications in the healthcare sector will not 
solely depend on the technical solutions they offer. While Human-
Computer Interaction (HCI) is essential for the implementation of any 
device, it is even more critical in the healthcare field, an environment 
that is particularly sensitive due to the type of interaction between 
technology and users, and the life-or-death stakes for those involved. 
The implementation of AEVs exemplifies the opportunities and risks 
that AI can bring to this sector.

The shortage of ambulances is a recurring and significant issue. 
The time it takes for this aid to reach a patient in an emergency 
situation is crucial for their survival (Murray and Kue, 2017; Tahir and 
Javaid, 2019). AI can help solve this problem by efficiently assessing 
risk levels and prioritizing ambulance dispatch (Mijwil et al., 2023; 
Yoshida et al., 2023), determining fast and safe routes (Dresner and 
Stone, 2006; Khalid et al., 2021), or contributing to diagnostics before 
arriving at the designated hospital (Akca et al., 2020; Karkar, 2019). 
These opportunities will become more refined as technical capabilities 
improve, offering more precise and effective responses. Additionally, 
these technical developments will likely coincide with solutions to the 
problems identified during the deployment of these technologies, such 
as the need for a clear regulatory framework (Grant et al., 2020; So 
et al., 2020), establishing communication network priorities (Peelam 
et al., 2024; So et al., 2020), addressing liability in cases of malpractice 
(Elayan et al., 2021; Grant et al., 2020; Woo et al., 2021), or handling 
and protecting data (Tahir and Javaid, 2019).

However, despite the likely solutions that AI will offer in the near 
future to resolve some of the major implementation challenges, there 
remains a difficult-to-resolve issue that, at least for now, has garnered 
little attention. Interaction with healthcare professionals, and 
especially with patients, will be key to ensuring the success of this 
management solution. For instance, we know that healthcare workers 
prefer human-driven ambulances over autonomous ones (Goodison 
et  al., 2020). Despite the low propensity to use autonomous 
ambulances, training to improve healthcare workers’ readiness is 
practically non-existent (Almaskati et al., 2024), making it unlikely 
that this problem will be resolved in the short term.

Similarly, the relationship between patients and autonomous 
emergency vehicles has been scarcely studied. While real-world usage 
experiences are equally limited (Zarkeshev and Csiszár, 2020), all 
research points to the low level of support for the implementation of 
such vehicles. Many of these studies also argue that part of this 
reluctance stems from certain biases or variables, such as gender or 
nationality (Rice et al., 2019).

It is known that women show less willingness to use AEVs (Winter 
et al., 2018b; Rice and Winter, 2019). It is also known that nationality, 
and the cultural patterns associated with it, can negatively influence 
preferences for this type of vehicle (Rice et al., 2019). Although not 
many other biases affecting autonomous vehicles are known due to the 
limited number of existing studies, we do know that this resistance 
and its intensity are linked to the emotional response these vehicles 
trigger. For example, when the emotional response to these vehicles is 
anger, the willingness to use them decreases drastically (Winter et al., 
2018a). For this reason, incorporating strategies to improve empathy 
is essential to avoid a failure in the implementation of this technology.
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A device’s high degree of agency or the uncertainty generated by 
a new technology can lead to what we  call the “Uncanny Valley” 
(Chang et al., 2018; Ho and MacDorman, 2017; Mori, 1970; Mori, 
2020), which makes it harder for users to trust AEVs. To mitigate this 
issue, strategies that have proven effective include giving these devices 
anthropomorphic traits (Chattaraman et  al., 2019; Pitardi and 
Marriott, 2021). This approach improves empathy through the 
identification of certain social characteristics in those 
anthropomorphic traits, making the technology more predictable and, 
therefore, more trustworthy (van Pinxteren et al., 2019; Watkins and 
Pak, 2020; Portela and Granell-Canut, 2017). In this regard, 
incorporating a synthetic voice into AEVs could be particularly useful, 
as it is an effective tool for building a social connection with all types 
of technologies. However, despite its advantages, this is not without 
risks. The identification of social characteristics occurs through the 
activation of certain stereotypes, including gender stereotypes (Nass, 
1997; Nass and Brave, 2007).

The selection of a female voice is the most common choice when 
it comes to GPS navigators or autonomous vehicles (Abercrombie 
et al., 2021; Hoy, 2018). This choice may be driven by the default 
selection in most cases, but it transcends the technological realm. 
Using female voices can activate negative gender stereotypes, such as 
those linking virtual assistants with a submissive role for women 
(Anderson et al., 2014; Dou et al., 2021). Such a bias would severely 
hinder the development of this technology, as it would fail to meet 
ethical standards by not preventing the proliferation of discriminatory 
scenarios (Woo et al., 2021; Wu, 2020).

Moreover, the choice between a male or female voice, due to the 
activation of gender stereotypes, can affect expectations of what 
autonomous emergency vehicles should accomplish effectively—
whether that be  providing medical care or driving to the nearest 
hospital. Therefore, research should focus on patients and the 
emotional response these vehicles elicit. Identifying and determining 
what type of synthetic voice, which gender it should have, and what 
personality it should be assigned (whether more dominant or more 
compassionate) could facilitate the implementation of this technology. 
These devices are poised to become one of the most suitable solutions 
to ambulance shortages, particularly during health crises like 
Covid-19.
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