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Introduction

AI is widely accessible now, and it can fuel the spread of misinformation and

pose challenges for democracies across the globe. Year 2024, is a significant democratic

milestone is expected to occur as more than 60 nations, representing half the global

population, prepare to participate in crucial elections. These elections will involve over 4

billion voters and cover various presidential, legislative, and local contests (Ewe, 2023).

However, there are concerns about the integrity of specific electoral procedures due

to threats of AI-generated misinformation. Recently held parliamentary elections in

Bangladesh, on January 7, 2024, and Pakistan Elections, on February 8, 2024, are facing

controversy regarding AI-generated content, which claims there have been compromises

in the electoral framework. Elections held in Indonesia on February 14, 2024, also faced the

challenges of deep fakes. South Asia was vibrant when the elections were held in the largest

democracy India, inMay–June 2024. Disinformation andMisinformation also posedmany

challenges in the elections in India. AI-edited videos were circulated among voters in India

claiming that the ruling party would end the reservation and change the constitution if

they came into power again. Recently held UK elections also faced controversy about

the fake AI candidate. These are all the examples, where deepfake video and audio were

used to manipulate the voters, these controversies are alarming trends for the upcoming

elections in Europe and other countries The United States, with a population of 160million

registered voters, is scheduled to hold its presidential elections on November 5; according

to Jazeera (2024). Europe will also be a central focus as the European Union, where the

elections for more than 27 countries are due, with around nine other countries, including

Russia and Ukraine, preparing for significant national elections at different times during

the year. However, the concern of using AI-generated deep fake video, audio, and AI

content is challenging these democratic countries. This article examines the measures of

the EU for combating AI-generated misinformation in the election year 2024.

Understanding the threat

Misinformation, disinformation, and deep fakes are significant threats to democratic

societies and can potentially undermine the integrity of election processes. The

proliferation of misinformation due to the unrestricted and unverified distribution

of information on the internet is a growing concern (Dobber et al., 2020).
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During election cycles, different actors exploit weaknesses to

promote their agendas by spreading misinformation through

different means. The impact of misinformation on faith in

democratic institutions is that it undermines confidence in the

integrity of elections, leading to a decline in trust. Additionally,

deep fakes, AI-generated synthetic media, can be utilized by

malicious actors to achieve illegitimate political goals, potentially

influencing political attitudes and election outcomes (Ecker et al.,

2024).

Despite concerns about the persuasive effects of deep fakes

on voters and election outcomes, research has shown that

warnings about deep fakes in political videos may not necessarily

improve discernment, highlighting the challenges in combating

the spread of misinformation through deep fakes. The continuous

improvement and accessibility of deep fake technology make it

increasingly difficult to distinguish between real and manipulated

videos, posing a significant threat during political elections. The

potential misuse of deep fakes in mass voter misinformation

campaigns before elections is a growing worry, and individuals

struggle to detect deep fakes effectively, leading to concerns about

their use as deceptive tools in influencing election processes. The

realism and impact scopes of deep fakes, including fake images,

audio, and videos, have made them a real threat to society, with

the potential to back sophisticated disinformation campaigns that

undermine online trust and democratic processes. It is crucial

to address the problem of disinformation and deep fakes to

safeguard the integrity of democratic institutions and prevent the

manipulation of election outcomes.

Examples from recently held elections
of Bangladesh, Pakistan, and Indonesia

Recently held parliamentary elections in Bangladesh on January

7, 2024, and Pakistan Elections on February 8, 2024, faced

controversy regarding AI-generated content. Apart from this,

elections held in Indonesia on February 14, 2024, also faced

the challenges of deep fakes. For instance, several reports were

registered for promoting disinformation in the recently held

elections in Bangladesh. Facebook has taken down pages and

accounts of political parties and their supporters for engaging in

coordinated, inauthentic behavior (Dad, 2024). In September 2023,

the AFP fact-checking team uncovered a coordinated campaign of

op-eds by fake experts in Bangladesh. The country ranks low in

free speech and accessible media indicators. The Digital Security

Act has been used to arrest and imprison people for criticizing the

government on social media (Hasan, 2023).

Political parties in Pakistan have also used deep fake videos

to spread fake news and create confusion before the latest

national elections. Social media accounts posted videos featuring

AI-generated voices of the former Pakistan Prime Minister of

the country and his legal advisor, calling for a boycott of the

election. Apart from this, several media outlets, including the New

York Times, have reported that Imran Khan, the former Prime

Minister of Pakistan, announced his victory in the election using

a synthesized voice. Reports mentioned that Mr. Khan had been

incarcerated and disqualified from participating in the election

process. However, his party used artificial intelligence to generate a

voice that could convey his message to his supporters. Some media

houses even fell for these fake videos and reported them as genuine.

PTI workers also accused the Pakistan Muslim League (Nawaz) of

using deep fakes to spread confusion and influence election results.

The reports from Indonesian elections brought to light some

notable concerns regarding the use of AI in political campaigning.

Measures of the EU to combat the
threat of misinformation

The EDMO Task Force on 2024 European Parliament Elections

released a report on disinformation narratives during the 2023

elections in Europe. The report analyzed 900 fact-checking articles

published in 11 elections in 10 European countries until October

2023. It revealed that there was widespread disinformation about

the electoral process, fuelled by unfounded claims of voter fraud,

foreign influences, and unfair practices. The report identified

unique disinformation trends in each country, influenced by

national contexts and global events. The report emphasized the

need for robust fact-checking and awareness-raising initiatives to

preserve electoral integrity and democratic values (EDMO, 2023).

This report shows proper preparation for the 2024 European

Parliament elections is required. The European Union (EU) has

already started implementing preventative measures to counter

the possible impact of false information and AI-generated deep

fakes and employing a multi-faceted approach to tackle the

challenge. The EU’s plan includes several key initiatives, including

legal regulations, collaboration with tech companies, and public

awareness campaigns. Under the recently implemented Digital

Services Act (DSA; Roth, 2023), large online platforms like

Facebook and TikTok must identify and label manipulated audio

and imagery, including deep fakes, by August 2025. This regulation

aims to increase transparency and user awareness.

Recently, the AI Act (European Parliament, 2023) got the

final approval of the EU Commission. It aims to establish

a comprehensive legal framework for AI to mitigate the

risks associated with deep fakes. This includes measures like

transparency requirements for deep fake creators and distributors,

prohibitions on harmful deep fakes, and risk assessments for high-

risk AI uses like deep fakes. This act provides the risk-based

approach as follows (AI Act, 2024) (Figure 1):

Minimal risk: AI systems that do not pose any risk to citizens’

rights or safety, such as spam filters and video games.

Limited risk: AI systems like chatbots or assistants must be

transparent and quickly switched off.

High risk: AI systems that can harm people’s interests, such

as facial recognition, surgical robots, and applications to sort CVs

from job candidates. These systems will be carefully assessed before

being put on the market and throughout their lifecycle.

Unacceptable: AI systems that pose a clear threat to the

safety, livelihoods, and rights of people, such as social scoring by

governments, exploitation of vulnerabilities of children, and use of

subliminal techniques. The Commission will ban these systems.

This act also defines disinformation, deep fakes, and AI-

generated deep fakes in it Recital 60m, Recital 60v, Recital 70a,

Recital 70d, Article 52, Recital 70b, Article 3, first paragraph,

point (44) (bl), and Article 52 (3). However, it focuses mainly
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FIGURE 1

Risks classified by EU ACT. Source: https://www.trail-ml.com/blog/eu-ai-act-how-risk-is-classified.

on marking and watermarking AI content. Marking is necessary

but detecting, and removing disinformation after it has spread

is also important. Only marking will not help prevent the

dissemination of disinformation before it causes harm. It may only

be effective in reducing the harmful effects of false information

if the audience is well-informed about how to identify and

handle it.

Additionally, the EU urges significant tech companies to

develop and implement tools for detecting and removing deep

fakes from their platforms, especially during critical events

like elections. TikTok and Meta, for instance, are creating

fact-checking hubs and “election centers” for the upcoming

EU elections (AP, 2024). The EU is also investing in public

awareness campaigns to educate citizens on identifying deep

fakes and being critical consumers of online content. It includes

promoting media literacy initiatives and encouraging fact-

checking practices.

European Union has taken proactive steps to address this issue,

including supporting media literacy initiatives, funding research

and development, encouraging platform action, promoting

cooperation, considering regulations, and doing acts. It is visible

that by putting pressure on social media platforms and other

online services to develop clear policies against deepfakes, the EU

ensures that users have a safe and trustworthy online experience.

By promoting cooperation between online platforms, fact-checking

organizations, and law enforcement agencies, the EU creates a

more effective system for identifying and removing harmful

content. The EU is also educating citizens on critically evaluating

online content and improving deepfake detection technologies,

which empowers people to make informed decisions about the

information they consume. The EU also calls for creating an

independent European network of fact-checkers to help analyze

the sources and processes of content creation. By these means, the

EU ensures that our democratic processes are not manipulated by

false information, which is essential to maintaining the integrity of

our society.

It is too early to determine the effectiveness of the measures

against misinformation, but there are potential benefits and

challenges. The benefits include increased transparency, better

identification and removal of harmful content, and improved

media literacy skills for citizens. Apart from this, the challenges

include eradicating misinformation due to online content’s volume

and evolving nature, balancing freedom of expression with the

need to combat harmful content and ensuring the accuracy and

neutrality of fact-checking organizations. The EU’s multifaceted

approach offers promise, but the long-term effectiveness will

depend on continuous adaptation and collaboration between

various stakeholders.

Concluding remarks

Using AI-generated deep fakes and disinformation is a growing

concern for democratic societies during election cycles. The

potential impact of deep fakes on voter attitudes and election

outcomes must addressed. Recent reports from recent elections

in Bangladesh, Pakistan, and Indonesia highlight the alarming

trend of using deep fakes and AI-generated content to manipulate

election results. Therefore, it is crucial to combat the spread

of AI-generated misinformation to safeguard the integrity of

democratic institutions and prevent the manipulation of election

outcomes. Upcoming elections certainly serve as a crucial test for

the effectiveness of the measures taken to tackle disinformation,

misinformation, and AI deep fakes. The EU’s efforts to address

the problem of disinformation and deep fakes during the 2024

election year will be worth watching closely, including the impact
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of the AI Act. It will demonstrate the EU’s commitment to

safeguarding the integrity of elections by combating the spread

of misinformation.
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