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Regulating algorithmic
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discrimination in algorithmic
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This article considers the Court of Justice of the European Union’s assessment

and regulation of risks of discrimination in the context of algorithmic profiling

based on Passenger Name Records data (PNR data). On the June 21, 2022 the

court delivered a landmark judgment in Ligue des Droits Humains pertaining

to discrimination and algorithmic profiling in a border security context. The

CJEU identifies and seeks to regulate several risks of discrimination in relation

to the automated processing of PNR data, the manual review of the results

of this processing, and the resulting decisions taken by competent authorities.

It interpreted whether the PNR Directive that lays down the legal basis for

such profiling was compatible with the fundamental right to privacy, the right

to data protection, and the right to non-discrimination. In its judgment, the

CJEU seems to insu�ciently assess various risks of discrimination. In particular,

it overlooks risks relating to data quality and representativeness, automation

bias, and practical di�culties in identifying discrimination. The judges also

seem to prescribe safeguards against discrimination without guidance as to

how to ensure their uniform and e�ective implementation. Such shortcomings

can be observed in relation to ensuring the non-discriminatory nature of law

enforcement databases, preventing indirectly discriminatory profiling practices

based on collected PNR data, and configuring e�ective human-in-the-loop and

transparency safeguards. This landmark judgement represents an important step

in addressing algorithmic discrimination through CJEU adjudication. However, the

CJEUs inability to su�ciently address the risks of discrimination in the context of

algorithmic profiling based on the PNRDirective raises a broader concern. Namely,

whether the CJEU is adequately equipped to combat algorithmic discrimination

in the broader realm of European border security where algorithmic profiling is

becoming increasingly commonplace.
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1. Introduction

Law enforcement agencies (LEAs) are increasingly turning

to algorithmic profiling technologies to process greater amounts

of data. They hope that this will assist them in efficiently and

effectively detecting and preventing crime (Dimitrova, 2022, p.

304). Algorithmic profiling for law enforcement proposes can be

described as the process of generating and using profiles composed

of indicators to process large quantities of data and thereby guide

surveillance decisions (European Union Agency for Fundamental

Rights, 2018b, p. 17, 19). The use of such technologies enables

law enforcement agencies to, both reactively and proactively, target

individuals or groups that are deemed to pose the highest risk of

committing or having committed a crime (EuropeanUnionAgency

for Fundamental Rights, 2018b, p. 18, 19).

Within the European Union, the 2016 Passenger Name Records

Directive (hereafter PNR Directive) provides a legal basis for

the algorithmic profiling of passengers based on passenger name

records data (hereafter PNR data) for the purpose of preventing,

detecting, investigating, and prosecuting serious crime and terrorist

offenses (Migration and Home Affairs, 2022). PNR data refers

to data provided to air carriers by passengers. This can include

information such as travel dates and itineraries, ticket information,

contact information, payment information, and seat and baggage

information (Migration and Home Affairs, 2022). On the basis

of the PNR directive, this data is transferred prior to a flight’s

departure to Passenger information units (hereafter PIU) within

each Member State (Directive 2016/681, 2016 Art. 4, 6). The

PIU’s then automatically process the PNR data against relevant

databases as well as pre-established risk indicators in order to

identify potential threats and guide surveillance decisions at the

border (European Commission, 2020b, p. 24; United Nations, 2021;

Directive 2016/681, Art 4, 6; Dimitrova, 2022, p. 310).

While such profiling practices and technologies promise

to be useful, their irresponsible use has been found to present

risks of discrimination which can clash with the right to

non-discrimination (Borgesius, 2020, p. 1574–1576). Such

discriminatory systems result in the undermining of trust by

those under surveillance, as well as hindering the effectiveness and

accuracy of surveillance activities (European Union Agency for

Fundamental Rights, 2018b, p. 38, 39). In the context of algorithmic

profiling based on PNR data, concerns of discrimination have also

been raised in public and academic discourse. These concerns

relate in particular to the advanced assessment procedure used to

process PNR data against various databases and risk criteria, the

manual review of the output of the profiling, and the decisions

taken by authorities based on this procedure (Geulen and Klinger,

2019, p. 29; Privacy First, 2019; EpicenterWorks, 2020; Olsen,

2020; Gerards and Brouwer, 2022). In Ligue des Droits Humains,

the CJEU assesses these risks and prescribes several safeguards to

mitigate them (Opinion of A.G. Pitruzzella in Ligue des Droits

Humains, 2022).

In light of this landmark judgment, the following research

question will be explored: How does the CJEU assess and regulate

risks of discrimination in the context of algorithmic profiling

based on PNR data, and can its capacity for regulating algorithmic

profiling technologies through adjudication be improved? In

order to answer this question, the CJEU’s assessment of risks

of discrimination and prescribed regulatory safeguards will be

delineated and analyzed. In particular, it will be considered if

the risks of discrimination were adequately assessed and if the

prescribed safeguards are fit for the purpose of mitigating the

risks of discrimination present in the PNR context. These insight

are then used to reflect more generally on the ability of the

CJEU to effectively combat algorithmic discrimination through

adjudication in the context of algorithmic profiling in a European

border security context (Opinion of A.G. Pitruzzella in Ligue des

Droits Humains, 2022).

This article responds to a lack of robust academic literature

surrounding PNR following Ligue des Droits Humains that

examines the issue of algorithmic discrimination (Olsen, 2020;

Glouftsios and Leese, 2023). In answering the central research

question, the CJEU’s assessment of risks of discrimination and

prescribed regulatory safeguards will be delineated on the basis of

the Ligue des Droits Humains case andAdvocate General Pitruzella’s

opinion on the case (Opinion of A.G. Pitruzzella in Ligue des

Droits Humains, 2022). In delineating the concepts relevant to this

paper and in conducting the analysis, academic and gray literature,

such as blog articles, will be used. In addition, relevant legislation,

governmental and non-governmental reports, and recent case law

and preliminary references pertaining to the PNR context will be

used to also carry out a normative analysis.

In section 2, the regulatory framework of algorithmic profiling

and discrimination in the context of PNR will be described.

In this section, algorithmic profiling and the legal basis for the

use of such technologies as laid down by the PNR Directive

will be delineated. Subsequently, the legal framework regulating

algorithmic discrimination, both as prescribed by human rights

standards and the PNR directive will be explored. Lastly, the role

of courts in regulating algorithmic discrimination will be discussed

and Ligue des Droits Humains will be introduced. In section 3,

the CJEU’s assessment and regulation of risks of discrimination

in the context of algorithmic profiling will be analyzed. This will

be done by delineating and subsequently analyzing the CJEU’s

assessment and regulation of risks within each of the three stages

of the profiling process. Namely, the advanced assessment of

passengers through the analysis of PNR data against relevant

databases and predetermined criteria, the manual review of the

results of the advanced assessment, and the decisions taken based

on the advanced assessment and manual review. In section 4, the

analytical insights from section 3 will be used to reflect on the

broader challenges that exist in regulating risks of algorithmic

discrimination through adjudication and suggestions to address

these challenges will be delineated.

2. The regulatory framework
governing algorithmic profiling and
discrimination in the context of
passenger name records

2.1. Algorithmic profiling and the PNR
directive

LEAs tasked with controlling the borders must make a

distinction between conventional travelers and potential criminals

(Dekkers et al., 2019, p. 238). Profiling plays a crucial role
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in making such distinctions. Profiles composed of criteria or

indicators relevant to assessing the risk of someone engaging

in or having engaged in criminalized behavior are used to

inform surveillance decisions (European Union Agency for

Fundamental Rights, 2018b, p. 15). Such criteria can be based

on predictive characteristics relevant for proactively identifying

persons not yet known to law enforcement that may be engaging

or intend to engage in criminalized behavior (European Union

Agency for Fundamental Rights, 2018b, p. 18). Today, predictive

characteristics are often based on patterns and correlations found in

datasets through data mining techniques and are increasingly being

used to inform surveillance profiles and decisions at the border

(Custers, 2013, p. 11–13; European Union Agency for Fundamental

Rights, 2018b, p. 19; Eder, 2020, p. 27; Dimitrova, 2022, p.

306). Furthermore, criteria can also be based on intelligence

relevant to identifying specific individuals already suspected by

law enforcement of having committed a crime. For example, the

presence of a person in a national, international, or European

database pertaining to persons sought by law enforcement would

indicate that the person in question likely engaged in criminalized

behavior, thereby warranting their apprehension or additional

surveillance (European Union Agency for Fundamental Rights,

2018b, p. 18).

Algorithmic profiling refers to the process of using algorithmic

systems to automatically process data against such risk criteria

in order to guide surveillance decisions (Custers, 2013, p.

11–13; European Union Agency for Fundamental Rights,

2018b, p. 19; Eder, 2020, p. 27). Other terms often used in

literature and practice when referring to similar processes are

for example, risk assessments/profiling, automated processing,

automated/algorithmic decision-making, behavioral analysis, and

intelligence-led or data-driven policing (Custers, 2013, p. 11;

Darroch and Mazerolle, 2013, p. 22–23; Dekkers and van der

Woude, 2017; European Union Agency for Fundamental Rights,

2018b, p. 19–20; Dekkers et al., 2019; European Commission,

2020b; Pesch et al., 2022). Despite these various terms referring

to similar processes, the differences in terminology can result in

differing pictures, expectations, and thoughts about the process

or system in question (Langer et al., 2022 p. 2–3). To avoid such

confusion in this paper, algorithmic profiling is used in this paper

to refer to the automated processing of PNR data against both

relevant databases and predictive criteria in order to assess the risk

of terrorism and serious crime posed by passengers and thereby

guide surveillance decisions.

The PNR directive provides the legal basis for the collection,

retention, processing, and use of passenger name records for the

purpose of preventing, detecting, investigating, and prosecuting

terrorist offenses and serious crimes (Migration and Home Affairs,

2022). Terrorism refers to various acts that are committed with

the aim of intentionally causing intimidation of a population,

forcing a government or international organization to act or

refrain from acting in a certain way, or destabilize or destroy the

fundamental structures of a country or international organization

(Directive 2016/681, 2016 recital para 12; Directive 2017/541, 2017,

Art. 3). Serious crime refers to crimes such as the trafficking

of humans, drugs, and weapons, money laundering, cybercrime,

corruption, murder, and kidnapping that are punishable by at least

3 years imprisonment in aMember State (Directive 2016/681, 2016,

Annex II).

Data for this purpose that can be collected by air carriers under

the PNR Directive includes travel itinerary, address and contact

information, travel agencies used, the travel status of passengers,

baggage information, general remarks including information

related to unaccompanied minors, and any changes to these

categories of data (Directive 2016/681, 2016, Annex I). According

to the PNR Directive, Member States must ensure that air carriers

collect and transfer PNR data related to passengers on extra-EU

flights, and in justified instances, intra-EU flights, to their national

Passenger Information Unit (PIU), 24–48 h prior to the departure

of the flight [Directive 2016/681, 2016, Art. 4, 8(3), recital para 10].

Once the data is received, PIUs automatically assess, process, and

analyze these data against risk profiles composed of predetermined

criteria, as well as relevant databases in order to guide surveillance

toward those posing the highest risk of terrorism or serious crime

(Directive 2016/681, 2016, Art. 6). In practice, as delineated in

Ligue des Droits Humains, this process occurs via an advanced

assessment procedure.

The first stage of the advanced assessment procedure involves

automatically assessing the received PNR data against relevant

databases and a set of predetermined criteria to identify persons

involved in terrorist offenses or serious crime (Opinion of A.G.

Pitruzzella in Ligue des Droits Humains, 2022, para. 176, 177).

The databases can be on the national, European, or international

level and pertain to “persons or objects sought or under alert,”

or otherwise relevant to combating serious crime and terrorism

[Directive 2016/681, 2016, Art 6(3)(a)]. On the national level this

encompasses law enforcement databases pertaining to suspected or

known criminals. On the European level this includes, for example,

the SIS II database which is used to check alerts relating to persons

or objects, and on the international level the Interpol databases

are of relevance to identifying criminals and crimes (Dimitrova,

2022, p. 310; Interpol, 2023; Migration and Home Affairs, 2023).

The predetermined criteria used to automatically assess the risk

of passengers can be based on, for example, travels booked with

travel agencies or credit cards used by traffickers, inconvenient and

suspicious travel patterns and prices, and discrepancies between

baggage and passenger itinerary (European Commission, 2020b,

p. 24). The second stage involves manually reviewing any positive

matches to verify and decide whether actions must be taken by

competent authorities in response to the match (Case C-817/19,

2022, para. 176–177). The list of competent authorities who may

receive or request the results of the automated processing pertains

to those adopted by a Member State, other PIU’s, and Europol

(Directive 2016/681, 2016, Art. 7, 9, 10).

In terms of the technical systems used for the automatic

assessment of PNR data, there is a lack of publicly available

information specifying how exactly these systems work.

For example, in the Netherlands, the Travel Information

Portal is used as a gateway for the collection of passenger

name records, their storage and depersonalization, and their

processing and analysis (Staatscourant, 2019, article 3 and

5; Ministry of Justice and Security, 2019). However, there

is a lack of further technical specification regarding the

role of the portal in generating assessment criteria, and the

technical aspects of the assessment of PNR data against both
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the predetermined criteria and relevant databases (Irion and

Romy, 2021, p. 42, 43). This lack of technical specification

is a limitation for this research as it hinders the ability to

provide in depth analysis of concrete algorithmic systems used

within Member State PIU’s. In light of this limitation, this

paper focuses on introducing arguments surrounding risks of

algorithmic discrimination in the PNR context based on publicly

available information regarding the algorithmic profiling process

within PIU’s.

2.2. The legal framework regulating
algorithmic discrimination

Algorithmic profiling technologies are not immune to risks of

discrimination (Borgesius, 2020, p. 1574–1576). Discrimination in

this paper refers to unfair and unethical forms of differentiation

that clash with or violate the right to non-discrimination

(European Union Agency for Fundamental Rights, 2018b, p. 19–

380; Borgesius, 2020, p. 1573). The right to non-discrimination

under EU law is enshrined in article 21 of the Charter of

Fundamental Rights of the European Union (CFEU) (Charter of

Fundamental Rights of the European Union, 2000, Art. 21). This

article corresponds to article 14 of the European Convention on

Human Rights (ECHR) [European Convention on Human Rights,

1953, Art. 14; Charter of Fundamental Rights of the European

Union, 2000, Art. 52(3); (Stirn and Bjorge, 2017), p. 75, 76;

European Union Agency for Fundamental Rights, 2023].

The right to non-discrimination firstly prohibits direct

discrimination which refers to the less favorable treatment of a

person based on a protected characteristic such as sex, national

origin, race, religion, or ethnicity (European Union Agency for

Fundamental Rights, 2018a, p. 43, 155, 161). In the context of

algorithmic profiling, such direct discrimination can be constituted

and violate the right to discrimination where race and ethnicity

are used as selection criteria to guide surveillance decisions at the

border (Abdul-Aliyeva and van Eijk, 2023; Gerechtshof Den Haag,

2023). Under the right to non-discrimination, the use of seemingly

neutral practices or rules that has the effect of placing people or

groups at a disadvantage constitutes indirect discrimination and is

also prohibited (European Union Agency for Fundamental Rights,

2018a, p. 53, 155, 161). Algorithmic profiling could lead to indirect

discrimination if criteria that seem neutral, such as flying to or from

a specific country, were unjustifiably incorporated into a risk profile

and led to the disproportionate selection of persons with a specific

background (Geulen and Klinger, 2019, p. 29; Netherlands Institute

for Human Rights, 2021, p. 11, 18–19). According to the right to

non-discrimination, differences in treatment based on protected

characteristics are unjust and must be rebutted with proof that the

difference in treatment is not based on these characteristics, or is

justifiable (Gerards and Borgesius, 2022, p. 56).

The right to non-discrimination itself contains the substantive

prohibition of discrimination. However, the right to equal

treatment, the right to an effective remedy, and the right to

data protection and privacy together contribute to important

pillars safeguarding this prohibition (European Union Agency

for Fundamental Rights, 2018b, p. 19–38; Borgesius, 2020, p.

1576–1581; Eder, 2020; European Union Agency for Fundamental

Rights, 2020, p. 57–69, 75, 76; European Commission, 2020a, p.

9, 10). The right to equal treatment acts as a catch-all category

to ensure that any differences in treatment stemming from a risk

profile must be reasonable, fair, and can be reviewed by a court

(Eder, 2020, p. 32–35, 40–44; Gerards and Borgesius, 2022, p. 56,

57). The right to an effective remedy sets important standards

for effective access to justice in light of potentially discriminatory

decisions based on algorithmic profiling systems in a border

security context (European Union Agency for Fundamental Rights,

2020, p. 57, 58, 75–78; Amnesty International, 2023, p. 36, 37).

Furthermore, data protection legislation and the right to

privacy place important safeguards on the collection and

processing of personal data in the context of algorithmic

profiling that contribute to safeguarding the prohibition of

discrimination (Borgesius, 2020, p. 1578–1580). For example, the

Law Enforcement Directive regulates the processing of protected

categories of data, the use of automated processing technologies

such as profiling, and the governance of risks associated with

the use of automated processing technologies (Directive 2016/680,

2016, Art. 10, 11, 27). Furthermore, the retention, generation, and

use of information in a surveillance context to differentiate between

people and infer specific aspects of one’s personal life, such as their

ethnic origin, can also violate the right to privacy (Eder, 2020, p.

30–32; European Court of Human Rights, 2022, p. 8, 48, 56, 60–

62, 72, 73). Thus, while a case may be brought under the right to

privacy and data protection, the issue of discrimination may still

be dealt with within the case as an issue related to privacy and

data protection rather than non-discrimination (Gellert et al., 2013;

Autoriteit Persoonsgegevens, 2020; The Hague District Court,

2020; Case C-817/19, 2022).

The PNR Directive itself also contains a number of safeguards

against discrimination in the context of the automated processing

and use of PNR data. Firstly, in the preamble, it is emphasized

that the directive should be implemented in accordance with

the right to non-discrimination (Directive 2016/681, 2016, recital

para 20). It makes explicit that no decision based on the

automated processing of PNR data should discriminate on

grounds such as “sex, race, color, ethnic or social origin, genetic

features, language, religion or belief, political or any other

opinion, membership of a national minority, property, birth,

disability, age or sexual orientation” (Directive 2016/681, 2016,

recital para 36). Article 6(4) further specifies that assessments

prior to the arrival of passengers against the predetermined

criteria must be carried out non-discriminatorily and cannot

be based on the list of protected grounds [Directive 2016/681,

2016, Art. 6(4)]. These criteria must be defined in a way that

minimizes the incorrect identification of passengers as presenting

a risk and must be reviewed regularly (Directive 2016/681,

2016, recital para 7, Art. 6(5); European Commission, 2020b,

p. 6–7). Furthermore, article 13(4) stipulates that processing

PNR data in a manner that reveals sensitive information

corresponding to the list of protected grounds is prohibited

and must be deleted immediately [Directive 2016/681, 2016,

Art. 13(4)].

Any positive matches based on the automated processing

must subsequently be manually reviewed prior to a decision

being taken since the processing [Directive 2016/681, 2016, recital
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para 7, Art. 6(5), 7(6)]. Article 7(6) stipulates that the non-

discrimination principle also applies to any subsequent decisions

taken by competent authorities relying on the results of the

automated processing of PNR data [Directive 2016/681, 2016, Art.

7(6)]. Finally, article 13(1) provides a judicial remedy mechanism

by stating that all passengers have the right to the protection,

access, rectification and erasure of their personal data, and the right

to judicial redress and compensation [Directive 2016/681, 2016,

Art. 13(1)].

2.3. Regulating algorithmic discrimination
through adjudication

As the right to non-discrimination is regulated by EU law

and several articles in the PNR directive, the legislative framework

enables passengers to invoke their rights against a public body. This

enables the assessment of the legality of possible discriminatory

algorithmic profiling. Courts in these instances issue binding

interpretations of broad legal standards, such as the right to non-

discrimination and clarify their applications to specific situations,

such as algorithmic profiling at the border (Chalmers et al., 2019,

p. 180; Wachter et al., 2020, p. 19, 20; Fairfield, 2021, p. 55–

59). In this sense, courts provide much-needed guidance and

legal certainty to organizations relying on algorithmic profiling

technologies regarding when the use of such technologies may

be deemed just or unjust (Fairfield, 2021, p. 17–20; Gerards

and Borgesius, 2022, p. 7). This can be done by, for example,

clarifying what constitutes justified forms of unequal treatment

or discrimination, prohibiting certain profiling practices, and

prescribing necessary safeguard mechanisms in order to comply

with fundamental rights (Amnesty International, 2021; Gerards

and Borgesius, 2022, p. 34; Case C-817/19, 2022; Gerechtshof Den

Haag, 2023). Courts thus safeguard the right to non-discrimination

by developing legislative standards in response to specific cases

(Gerards and Borgesius, 2022, p. 18). As such, court decisions must

subsequently be considered when designing, implementing, and

deploying algorithmic profiling systems in the future (Gerards and

Borgesius, 2022, p. 34).

Regarding the right to non-discrimination, the CJEU has thus

far produced no cases in which discrimination in the context of

algorithmic profiling based on PNR data has been addressed. As

such, Ligue des Droits Humains is a landmark judgement in which

the Court of Justice of the European Union (hereafter CJEU)

adjudicates on this matter (Case C-817/19, 2022). Prior to Ligue

des Droits Humains, the aforementioned issue had been only briefly

touched upon in Opinion 1/15 CJEU. In Opinion 1/15 CJEU, due

to incompatibility with articles 7 and 8 CFEU, the CJEU prevented

the conclusion of an agreement between the EU and Canada that

would enable the transfer and processing of PNR data (Opinion

1/15 CJEU, 2016). Regarding discrimination, the CJEU stated that

such an agreement must ensure that the advanced assessment

procedure is carried out in a manner that targets, in a non-

discriminatory manner, those reasonably suspected of terrorism or

serious criminality (Opinion 1/15 CJEU, 2016).

In Ligue des Droits Humains, the CJEU responds to a

preliminary reference submitted by Belgium. The Court considered

the validity of the directive in light of the right to privacy and

data protection, namely article 7, 8 and 52(1) of the Charter of

Fundamental Rights. However, the Court also interprets various

aspects of the PNR Directive in light of the right to non-

discrimination as enshrined in article 21 of the Charter. In

particular, the CJEU goes further than Opinion 1/15 CJEU as

it assesses in greater depth the risks of direct and indirect

discrimination associated with algorithmic profiling based on

PNR data and prescribes a number of safeguards intended to

mitigate these risk. The judgment and prescribed safeguards carry

consequences for the PNR context, but may also be of relevance

to other systems under development or being used for profiling

at EU borders (Gerards and Brouwer, 2022). Such systems include

the under development Entry Exit System and the European Travel

Information System, as well as a number of databases such as SIS II,

VIS, and Eurodac (Dimitrova, 2022, p. 306).

3. Analyzing the CJEU’s assessment
and regulation of risks of
discrimination in algorithmic profiling
based on PNR data

In Ligue des Droits Humains, the court addressed the matter

of non-discrimination in relation to the algorithmic profiling of

passengers by PIU’s. The profiling process consists of three stages.

Namely, the automated processing of PNR data against relevant

databases and predetermined criteria, the manual review of the

results of processing, and decisions taken based on this process.

At each stage of the process, the CJEU’s identification of risks and

prescribed safeguards will be delineated and subsequently analyzed.

This is done to assess whether the CJEU sufficiently identifies the

risks of discrimination, and if the prescribed safeguards are fit

for the purpose of governing of these risks. This analysis draws

on literature, reports from the European and National level, and

information from civil society groups.

3.1. Processing PNR data against relevant
databases and predetermined criteria

3.1.1. PNR data
The CJEU acknowledged in its judgment that when taken

together, the categories of PNR data that can be collected and

automatically processed under the PNR Directive, are liable to

reveal sensitive information about passengers (Case C-817/19,

2022, para 100). Such sensitive data refers to PNR data that may

reveal a person’s race or ethnic origin, political opinions, religion or

philosophical beliefs, trade unionmembership, health, sexual life or

sexual orientation (Case C-817/19, 2022, para 120). Additionally, a

passengers name, address, or travel dates corresponding to specific

holidays could act as proxies enabling assumptions to be made

about ethnicity, religious affiliation or nationality and used to

evaluate the risk posed by passengers (Opinion of A.G. Pitruzzella

in Ligue des Droits Humains, 2022, para 184). Of particular

relevance to discrimination, it was found that the category of

‘general remarks’ left room for the inclusion of information, such as
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dietary preferences or requests for assistance, that could indirectly

reveal sensitive information (Opinion of A.G. Pitruzzella in Ligue

des Droits Humains, 2022, para 134, 135, 179, 180).

The CJEU went on to say that the data collected on the basis

of PNR Directive must be limited to what is strictly necessary for

combating serious crime and terrorism and exclude sensitive data

(Case C-817/19, 2022, paras 117, 128, 130). Furthermore, Advocate

General Pitruzella stated that the obligation to exclude information

revealing sensitive data applies already from the collection of data

and that the obligation on PIU’s to delete such information is

merely a safeguard against if air carriers send it bymistake (Opinion

of A.G. Pitruzzella in Ligue des Droits Humains, 2022, paras 179,

181). The CJEU went on to interpret a number of categories

of data listed in Annex I to meet the requirements of being

sufficiently clear and precise in order to be restricted to what is

strictly necessary in light of the right to privacy and data protection

(Case C-817/19, 2022, para 129, 130). In particular the problematic

category of ‘general remarks’ was interpreted to restrict the scope of

information that could be collected and transferred to PIU’s (Case

C-817/19, 2022, para 135). The CJEU thus decided that through

interpretation of this category that only the information explicitly

listed under the heading could be collected (Case C-817/19, 2022,

para 136).

3.1.1.1. Analysis of the CJEU’s risk assessment and

prescribed safeguards

In relation to the PNR data that may be collected on the basis

of the PNR Directive under Annex I, three key risks in relation

to the data categories that could be collected and automatically

processed were identified by the CJEU. Namely, that PNR data

when taken together can reveal sensitive information, the risk of

indirect discrimination through proxies, and the risk of sensitive

information being included in free text headings (Case C-817/19,

2022, para 100, 120, 134, 35; Opinion of A.G. Pitruzzella in

Ligue des Droits Humains, 2022, para 179, 180, 184). These same

risks have been identified and delineated in public and academic

discourse (Olsen, 2020, p. 19–20; Geulen and Klinger, 2019, p. 29;

Court of Justice of the European Union, 2019, p. 20–22; Court of

Justice of the European Union, 2020b, p. 5; Court of Justice of the

European Union, 2020a; Gerards and Brouwer, 2022).

With regards to the prescribed safeguards addressing these

issues, firstly a challenge arises in relation to the exclusion of

sensitive data. In practice some categories of information such

as name, address, or travel dates, that could act as a proxy and

enable sensitive inferences simply cannot be excluded without

rendering the data useless for assessment (Olsen, 2020, p. 19, 20).

Additionally, without the use of statistical analyses it may not

always be clear which information acts as a proxy or is liable to

indirectly lead to discrimination (Olsen, 2020, p. 20). Furthermore,

Advocate General Pitruzella stipulates that this obligation applies to

airline carriers collecting the PNR data (Opinion of A.G. Pitruzzella

in Ligue des Droits Humains, 2022, para 179, 181). In practice this is

challenging as airline carriers are primarily concerned with efficient

and cost effective passenger transport as opposed to collecting

factually accurate data and guaranteeing its non-discriminatory

nature (Glouftsios and Leese, 2023, p. 134). Finally, in relation to

the category of “general remarks,” the CJEU does take an important

step in regulating the possibility to transfer sensitive data via such a

free text heading (Case C-817/19, 2022, para 135, 136).

3.1.2. Relevant databases
The PNR directive enables comparing PNR data against

relevant databases including persons or objects sought or under

alert (Case C-817/19, 2022, para 183). The CJEU pointed out that

the PNR Directive does not clarify which other databases can be

deemed relevant, the nature of the data in those databases, their

required relationship to the objectives pursued by the directive,

and whether they may be public or private (Case C-817/19, 2022,

para 183; Opinion of A.G. Pitruzzella in Ligue des Droits Humains,

2022, para 217). The term ‘relevant databases’ was thus found to

be insufficiently clear and precise and leave room for the analyzing

and mining of PNR data in combination with these databases (Case

C-817/19, 2022, para 104, 183, 184; Opinion of A.G. Pitruzzella in

Ligue des Droits Humains, 2022, para 217, 218). Such analysis and

mining would enable further specific profiles and inferences to be

made about the private life of all passengers and give rise to a feeling

of seemingly constant surveillance (Case C-817/19, 2022, para 104,

183, 184; Opinion of A.G. Pitruzzella in Ligue des Droits Humains,

2022, para 217, 218).

However, the Court clarified that PNR data can only be

compared to databases explicitly listed in the text of the directive,

namely ‘databases on persons or objects sought or under alert, in

accordance with EU, international and national rules applicable to

such databases’ (Case C-817/19, 2022, para 187, 188). Additionally,

the databases must be used for combating serious crime and

terrorism and have at least an indirect link to air travel (Case

C-817/19, 2022, para 191). The Court went on to state that the

advanced assessment of PNR data against such databases must be

compliant with the right to non-discrimination, and the entry of

persons in these databases must also be done based on objective and

non-discriminatory factors (Case C-817/19, 2022, para 189, 190).

3.1.2.1. Analysis of the CJEU’s risk assessment and

prescribed safeguards

The CJEU seems to implicitly recognize the risk that historically

discriminatory policing practices, such as ethnic profiling, can be

reflected in databases and consequently influence the assessment

of PNR data against such databases (Rosenfeld and Richardson,

2019; EDRI, 2022). This can be especially problematic if these

databases are also mined in order to contribute to formulation of

predictive criteria that may reflect discriminatory policing practices

(Huggins, 2021, p. 1065; Gerards and Brouwer, 2022; Thönnes,

2022). Additionally, where databases are made interoperable, as

is increasingly the case in the EU, the chance of having access

to and relying on biased and discriminatory data within one or

more of these databases increases (European Union Agency for

Fundamental Rights., 2017, p. 44; Sooriyakumaran and Jegan, 2020,

p. 3–5; Statewatch, 2022).

Besides narrowing the scope of databases relevant to the

advanced assessment procedure, the CJEU states that both the

assessment of PNR data against relevant databases and the entry

into the databases must not be discriminatory (Case C-817/19,

2022, para 189, 190). The CJEU thus tries to reduce the scope of

databases that can be used to draw highly specific and potentially
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sensitive inferences and guarantee their non-discriminatory nature

(Case C-817/19, 2022, para 187, 88, 191). However, the CJEU

places the onus on PIU’s to ensure that the process is not

discriminatory, and that the entry of persons into other databases

is non-discriminatory. The CJEU offers no further guidance on

this point, and it is therefore unclear how and to what extent the

quality and non-discriminatory nature of “relevant databases” can

be verified and guaranteed by PIU’s (Sooriyakumaran and Jegan,

2020, p. 3–5; EDRI, 2022; Glouftsios and Leese, 2023, p. 127–133).

3.1.3. Predetermined criteria
Article 6(3)(b) of the PNR directive legislates for PNR data

to be processed against a set of predetermined criteria [Directive

2016/681, 2016, Art. 6(3)(b)]. Firstly, the Court importantly

acknowledged that when profiling based on predetermined criteria,

a risk exists of both direct and indirect discrimination based on

grounds protected by article 21 of the Charter and article 9(1) of the

GDPR (Case C-817/19, 2022, para 120, 197, 199). Additionally, the

Court found that besides the risk of discriminatory profiles, there

was a general risk of predetermined criteria leading to incorrectly

identifying passengers as a threat (Case C-817/19, 2022, para 106).

Secondly, the court stipulated that the use of autonomous machine

learning technologies would likely hinder the manual review

of any positive matches by making it potentially impossible to

understand why a passenger was selected for additional supervision

(Case C-817/19, 2022, para 194, 195). Furthermore, the opacity

of such systems would likely deprive data subjects of their

right to an effective remedy and ability to challenge the non-

discriminatory nature of the results of the system (Case C-817/19,

2022, para 195).

The Court addressed the identified risks by prescribing a

number of safeguards to guarantee non-discriminatory nature of

the predetermined criteria. Firstly, It was reiterated that these

criteria ‘are in no circumstance to be based on a person’s race

or ethnic origin, political opinions, religion or philosophical

beliefs, trade union membership, health, sexual life or sexual

orientation’ (Case C-817/19, 2022, para 196). The Court argued

that the phrase ‘in no circumstances’ covered both direct and

indirect discrimination, and thus the criteria must not only be

neutral in their wording but also should not place persons of

a protected group at a disadvantage (Case C-817/19, 2022, para

197). Furthermore, the Court stated in addition to being non-

discriminatory, the predetermined criteria must be defined so as

to be based on the factual conduct of passengers, and minimize

the amount of innocent people falsely identified as presenting a

risk (Case C-817/19, 2022, para 203). Thus, the criteria must be

regularly reviewed to ensure that they are still justified in their use,

and not unnecessary by way of resulting in a high number of false

positives (Case C-817/19, 2022, para 201). Secondly, with regards

to the use of machine learning techniques, the Court stipulated

that the term “pre-determined,” precluded the use of self-learning

artificial intelligence systems. Specifically, the Court prohibited

the use of self-learning artificial intelligence technologies capable

of modifying the assessment process, assessment criteria, and the

weighting of those criteria without human intervention or review

(Case C-817/19, 2022, para 194).

3.1.3.1. Analysis of the CJEU’s risk assessment and

prescribed safeguards

With regards to the predetermined criteria used in the profiling

of passengers, the CJEU recognizes the risk of direct and indirect

discrimination, problems of opacity related to the use of artificial

intelligence technologies, and the need for accurate risk profiles

(Case C-817/19, 2022, para 106, 120, 195, 197, 199). The Court

firstly prescribes that the criteria must not lead to direct and

indirect discrimination, and should be based on the factual

conduct of passengers (Case C-817/19, 2022, para 196, 197). The

reference to factual conduct seems to be aimed at preventing direct

discrimination through profiling based on physical characteristics

such as ethnicity, gender, and age (European Union Agency for

Fundamental Rights, 2018b, 18). The CJEU however provides no

guidance on the prevention of indirect discrimination. It thus

falls to PIU’s to operationalize this requirement in a uniform

manner and exercise necessary due diligence to identify indirect

discrimination (Olsen, 2020, p. 19, 20).

Secondly, the CJEU addresses the opacity associated with

artificial intelligence by prescribing the safeguard of human

intervention when relying on such technologies to modify the

assessment process, predetermined criteria and their weighting

(Case C-817/19, 2022; Gerards and Brouwer, 2022, para 194). With

regards to discrimination, this is an important risk to acknowledge

as black box systems can make it difficult to detect discriminatory

effects, audit the system, and explain the workings of the system

(Borgesius, 2018, p. 34, 35; Fountain, 2022, p. 6). Prescribing

a human-in-the-loop safeguard can be an important safeguard

against systems operating autonomously, and thus facilitate the

understanding, challenging and communication of system outputs

(Rosenfeld and Richardson, 2019, p. 680–683). However, here

again, the CJEU provides no guidance on how this safeguard is

supposed to be operationalized, which leaves it up to PIU’s to

configure their own safeguards. Such discretionary room assumes

that PIU’s are able to fill this discretion and design effective and

uniform human-in-the-loop safeguards.

Thirdly, while the CJEU acknowledges the high rate of false

positives, it overlooks the critical issue of data quality and quantity

in relation to generating reliable and representative predetermined

criteria based on PNR data (Case C-817/19, 2022, para 106). The

European Council in 2022, points out that the trustworthiness of

risk indicators relies heavily on the quality of data used to inform

these indicators (Council of the European Union, 2022, p. 57). This

is particularly problematic in the case of PNR data.

PNR data is declaratory in nature as it is filled in by passengers

and transferred by air carriers that are primarily concerned with

facilitating efficient travel as opposed to delivering high quality

data sets (Glouftsios and Leese, 2023, p. 134). Thus, often the

data received by PIU’s is riddled with mistakes in the data,

left out variables, and fictitious information such as names and

passport numbers filled in the case of last minute changes to

flight information (European Commission, 2020b, p. 42; Glouftsios

and Leese, 2023, p. 134). Furthermore, PNR data and the results

of its processing that are exchanged and received via request

by other PIU’s tends to be transferred unsystematically and in

a piecemeal fashion (Glouftsios and Leese, 2023, p. 139). This

makes interpreting this data and guaranteeing the reliability and
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non-discriminatory nature of the data a challenge for other PIU’s

(Glouftsios and Leese, 2023, p. 139). Lastly, few tangible results

related to the various forms of crime and terrorism have been

achieved based on the PNR regime that would lend themselves to

analysis and mining (Hypolite, 2018; Bundespolizei, 2020, p. 37, 69;

Irion and Romy, 2021, p. 4–5, 9; Glouftsios and Leese, 2023, p. 137).

This insufficiency of data quality and quantity makes it

difficult to analyze or mine the available PNR data and few

results of its processing for the purpose of generating effective

and representative profiles (Glouftsios and Leese, 2023, 132, 137,

138). Where this lack of data quantity and quality influences risk

criteria, the risk of unwarranted and discriminatory suspicion

being reflected in the algorithmic outputs and surveillance practices

increases substantially (Privacy First, 2019). The CJEU seems to

overlook the issue of insufficient data quality and quantity and

how this may impact the effectiveness and representativeness of

predetermined criteria. Thus, in the absence of good quality data

sets informing the predetermined criteria, it may be required that

profiles are generated on the basis of potentially biased experience

of enforcement agents (Glouftsios and Leese, 2023, 132, 137, 138;

Gerards, 2023).

3.2. Manual review of the results of the
automated processing

In Ligue des Droits Humains, the Court reiterated that the

automated analyses of PNR data present a certain margin of

error due to the analyses being conducted, based on unverified

data submitted by airlines, and predetermined assessment criteria

(Case C-817/19, 2022, para 106). However, in the case of the

PNR regime, this margin of error is particularly high, with five

out of six passengers being incorrectly identified by automated

means upon manual review Case C-817/19, 2022, para 106). The

Court, in assessing the interference of the automated processing

with the right to privacy and data protection, stated that

the ‘fairly substantial’ amount of false positives threatened the

appropriateness of the PNR system (Case C-817/19, 2022, para

123–125). In light of the inaccuracy associated with processing PNR

data, the Court stressed that the appropriateness of the system as

a whole is ‘essentially dependent’ on the effective functioning of

the manual review and verification of the positive results of the

advanced assessment (Case C-817/19, 2022, para 124).

The court introduced a number of safeguards regarding the

manual review of any positive matches through the automated

processing of PNR data. The court stipulated that the manual

review of positive matches stemming from automated processing

against relevant databases or pre-determined criteria, served to

identify and remove false positives generally and exclude any

discriminatory results (Case C-817/19, 2022, para 203). Themanual

review carried out by enforcement agents must therefore be guided

by clear and precise rules laid down by Member State PIU’s capable

of ensuring compliance with the right to privacy, data protection

and non-discrimination, (Case C-817/19, 2022, para 205, 206).

These rules must ensure a ‘uniform administrative practice’ that

safeguards passengers against any form of discrimination (Case C-

817/19, 2022, para 205). The Court further explains that agents

within a PIU must, on the basis of a set of clear and precise

objective review criteria, firstly be able to effectively verify positive

matches as a means to counter the “fairly substantial number of

false positives” (Case C-817/19, 2022, para 206). Secondly, the

objective review criteria must enable agents to verify the non-

discriminatory character of the automated processing of PNR data,

the predetermined criteria used, and the databases used (Case C-

817/19, 2022, para 206). PIU’s must also ensure that the manual

review is documented, as well as all other processing activities of

PNR data (Case C-817/19, 2022, para 207).

3.2.1. Analysis of the CJEU’s risk assessment and
prescribed safeguards

The CJEU acknowledges in its judgment that, five out of six

passengers between 2018 and 2019 were incorrectly identified via

automated processing as posing a threat once these signals were

manually reviewed by PIU’s (Case C-817/19, 2022, para 106). The

European Commission stated that the requirement to review the

matches generated by the algorithmic profiling system ensures the

elimination of any such false positive matches and ensures that

the PNR system delivers targeted results (European Commission,

2020b, p. 30). The CJEU, also takes this stance as it argues that

the appropriateness of the system depends on the manual review

effectively removing false positives and discriminatory results (Case

C-817/19, 2022, para 124, 203). However, in prescribing a human

review as a safeguard against inaccuracies, the CJEU seems to still

ignore the underlying data issues and also overlook the issue of

automation bias (Gerards, 2023).

Research has demonstrated that humans often overly rely

on the output of algorithmic systems due to cognitive laziness,

insufficient skills to challenge the output, and perceptions of

superiority or infallibility of algorithms (Huggins, 2021, p. 1067;

Alon-Barkat and Busuioc, 2023, p. 155). Additionally it has been

demonstrated in literature that detrimental outcomes may also

emerge in situations where enforcement agents selectively deviate

or follow the output of algorithmic systems according to their own

biases and discriminatory views (Green, 2022, p. 7, 8; Alon-Barkat

and Busuioc, 2023, p. 155, 156; Thönnes, 2023). Thus, where the

output of those automated systems are inaccurate, discriminatory,

or otherwise biased, a risk exists that those verifying the matches

overly rely or selectively adhere to the output of the algorithmic

systems used (McDermott, 2019; Alon-Barkat and Busuioc, 2023).

Lastly, reduced adherence to effective rules and procedures can

negatively impact the quality of decisions taken by civil servants

working with ICT systems (Busch and Zinner Henriksen, 2018,

p. 11).

Though not mentioned in the judgment, in 2019 it was

discovered that the automated system used to process PNR records

in Germany had a false positive rate of 99.7% (Endt, 2019).

Similarly, in Austria it was found that only 0.1% of hits from

the automated system were actually correct (EpicenterWorks,

2020). The inaccuracies of the automated processing systems

demonstrates that the predetermined criteria are not effective and

accurate, which could, at least in part, be due to the underlying data

quantity and quality issue used to inform the predetermined criteria

(Council of the European Union, 2022, p. 57). These inaccuracies
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increase the risk that inaccurate, biased, or discriminatory outputs

may be reflected in the surveillance decisions taken. This risk

is compounded as reviewing such false positives, according to

Member State PIU’s and the European Commission, ‘significantly

increases’ the workload passenger information units (European

Commission, 2020b, p. 46) and thereby the chances of errors.

Furthermore, the CJEU does not provide parameters on how the

manual review or the criteria guiding it should be formulated

(Case C-817/19, 2022, para 203–207). In the absence of effective

and uniform procedures for reviewing automated signals, a risk

exists that enforcement agents may be more susceptible to errors

stemming from a lack of effective rules and procedures (Busch and

Zinner Henriksen, 2018, p. 11; Green, 2022, p. 8). Thus, a risk

of errors and automation bias emerges due to unreliable data and

profiling systems, a lack of prescribed procedures for reviewing the

output, and the increased workload faced by enforcement agents

within PIUs that are tasked with reviewing these signals.

3.3. Decisions based on the automated
processing of PNR data

Subsequently the Court briefly devoted attention to the

subsequent decisions taken by competent authorities on the

basis of the automated processing of PNR data and manual

review. Firstly, the CJEU highlighted that decisions taken on

the basis of the advanced assessment that produce adverse

legal effects on a person must not be taken solely on the

basis of automated processing (Case C-817/19, 2022, para 208).

Secondly, the Court stated that such decisions must be lawful

and cannot be discriminatory (Case C-817/19, 2022, para 209).

Thirdly, the CJEU highlighted the importance of passengers being

enabled to exercise their right to judicial redress, in the event

of a discriminatory decision being taken (Case C-817/19, 2022,

para 210).

The Court firstly prescribed that competent authorities

taking decisions that produce adverse legal effects for passengers

must take into account and give priority to the result of the

manual review of the positive match (Case C-817/19, 2022,

para 208). Secondly, competent authorities must additionally be

able to guarantee that the automated processing and subsequent

manual review are non-discriminatory in nature (Case C-

817/19, 2022, para 209). Thirdly, in the context of judicial

redress, competent authorities must guarantee that the passenger

concerned can understand the predetermined assessment criteria,

systems, and manual review criteria to the extent that they

are able identify possible discrimination and exercise their

right to an effective remedy (Case C-817/19, 2022, para 210).

Where such a remedy is exercised, save for cases of national

security, both the court reviewing the legality and the concerned

passenger must be able to examine the grounds and evidence

that led to a decision being taken (Case C-817/19, 2022,

para 211). Finally, the CJEU stated that, the data protection

officer within the PIU, and national supervisory authority are

also tasked with the role of monitoring that the processing

of PNR data is not discriminatory (Case C-817/19, 2022,

para 212).

3.3.1. Analysis of the CJEU’s risk assessment and
prescribed safeguards

The court firstly acknowledges that decisions taken by

competent authorities cannot be solely based on the automated

processing of PNR data and the decisions should be lawful and non-

discriminatory (Case C-817/19, 2022, para 208, 209). The Court

thus prescribes that preference is given to the manual review of the

positive match, and that competent authorities must guarantee the

non-discriminatory nature of the advanced assessment procedure

(Case C-817/19, 2022, para 208, 209). As discussed under the

previous section regarding the manual review, giving preference

to the manual review does not guarantee the exclusion of false

positives and discriminatory results. Competent authorities must

not only give priority to the manual review but also guarantee

its non-discriminatory nature, yet the CJEU is silent on how

this is to be achieved. This formulation is rather strange as the

criteria guiding the manual review to ensure the accuracy and non-

discriminatory nature of processing are laid down byMember State

PIU’s themselves (Case C-817/19, 2022, para 205–206). As such it

seems that competent authorities can at most simply check that

the manual review was conducted according to the procedures

laid down by PIU’s, which does not per se guarantee the non-

discriminatory nature of the advanced assessment.

Furthermore, the CJEU stated that passengers must be able

to identify possible discrimination and exercise their right to

judicial redress (Case C-817/19, 2022, para 210). The issue of

being able to identify discrimination in the context of algorithmic

profiling is crucial to ensuring the legal protection of passengers

against discrimination. Identifying that one may be the victim of

automated discrimination is difficult as it often requires statistical

evidence, knowledge of the use of an algorithmic profiling system

and its workings, and an understanding of the effects of a system

(Borgesius, 2018, p. 19, 34; Wachter et al., 2020, p. 2). Thus, in

order to effectively contest decisions based on algorithmic profiling

systems, passengers must at least be aware that a profiling system

is being used and have sufficient information about the system

and its use that enables them to make a complaint (European

Union Agency for Fundamental Rights, 2020, p. 13). While this is

a procedural goal, it also entails that systems must be designed to

be explainable to those affected by decisions stemming from the

output (European Union Agency for Fundamental Rights, 2020,

p. 13).

The CJEU recognizes this risk and prescribes a number of

important safeguards to help facilitate the exercising of judicial

redress in the context of discriminatory decisions. Namely, it

prescribes that passengers, competent authorities, and courts, must

be able to understand the advanced assessment procedure and

reasons leading to a decision being taken (Case C-817/19, 2022,

para 211). This safeguard is particularly important in the context of

passenger name records as passengers are often not aware to begin

with that they are being subjected to algorithmic profiling based

on their submitted data (Gerards and Brouwer, 2022). Thus, the

CJEU prescribes important safeguards to facilitate the awareness

and understanding of the profiling process. Furthermore, requiring

that passengers, competent authorities, and courts can understand

the profiling process could act as an incentive for PIU’s to

document their processing activities and ensure that they are
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understandable and communicable. However, difficulties may still

arise for PIU’s in determining which information to communicate

and how to communicate it in a manner that enables the

exercising of judicial remedies while still ensuring the security

of the system (Rosenfeld and Richardson, 2019, p. 8; Varosanec,

2022, p. 98). Despite information being communicated, it may

nonetheless be difficult for passengers to process and understand

the information to the extent that they can identify discrimination

(Varosanec, 2022, p. 97–99). In identifying indirect discrimination

and proxies this may be especially difficult as it often requires

statistical analysis demonstrating that a particular group has been

discriminated against (European Union Agency for Fundamental

Rights, 2018a, p. 25; Wachter et al., 2020, p. 2; Gerards and

Brouwer, 2022).

3.4. Reflecting on the CJEU’s regulation of
algorithmic discrimination in Ligue des

Droits Humains

This landmark judgement represents an important step in

addressing algorithmic discrimination through CJEU adjudication,

and contains some noteworthy positive aspects. Firstly, the

CJEU assesses risks and prescribes safeguards against algorithmic

discrimination throughout the profiling process relating to the

automated profiling process, the manual review of the results,

and the decisions subsequently taken. Such an approach is

in line with the idea that discrimination through algorithmic

profiling is the result of social and technical risks, as they are

present and interact throughout various stages of the algorithmic

profiling process (Marabelli et al., 2021; Tilburg University,

2021).

Within this process, the court identifies risks relating to direct

and indirectly discriminatory PNR data and selection criteria,

issues of opacity when usingmachine learning systems, the problem

of false positives, and the need for algorithmic discrimination to

be understandable and identifiable to external parties (Case C-

817/19, 2022, para. 100, 106, 120–125, 134–135, 194–199, 210–

212) The CJEU also prescribes important safeguards against

algorithmic discrimination. In particular, it restricts the scope of

open-text fields and relevant databases, highlights that selection

criteria must be based on factual conduct, and prescribes that

systems are understandable by those using them and external

parties (Case C-817/19, 2022, para. 135–136, 187–189, 191, 210–

212). Secondly, despite Ligue des Droits Humains being brought

under the right to privacy and data protection, the CJEU also

considered the validity of the PNR Directive under the right to

non-discrimination (Case C-817/19, 2022). This highlights that

the potentially discriminatory impact of algorithmic profiling

technologies often affects - and therefore must be addressed

through – the lens of more than one fundamental right (Borgesius,

2020; Eder, 2020).

This approach to identifying and regulating risks of algorithmic

discrimination is generally of value. Yet in the judgment itself,

the CJEU falls short in a number of ways. One such way is

that the CJEU acknowledges some risks of discrimination, but

simultaneously overlooks several key risks relating to algorithmic

discrimination. Firstly, in the context of profiling against or based

on relevant databases, the CJEU seems to implicitly acknowledge

the risk of discriminatory data in such databases. However, it does

not actually examine this risk and how it may be exacerbated by

interoperable databases and the use of machine learning systems

(Case C-817/19, 2022, para 189–190). Secondly, with regards

to the predetermined criteria, the CJEU clearly acknowledges

the problem of inaccurate predetermined criteria but directs

no attention to how insufficient data quantity and quality may

affect this problem and exacerbate discrimination (Council of

the European Union, 2022, p. 57; Case C-817/19, 2022, para

106). Thirdly, the CJEU also states that the appropriateness

of the PNR system depends on the proper functioning of the

manual review, but seems oblivious to the factors that are

likely to cause errors and automation bias (Case C-817/19, 2022,

para 124).

The second, and perhaps most critical way that the CJEU falls

short is in regards to the safeguards it prescribes against algorithmic

discrimination. Firstly, the CJEU requires that PIU’s and airline

carriers exclude sensitive information, yet seems oblivious to the

challenges associated with identifying indirectly discriminatory

data as well as the organizational realities of PIU’s and airline

carriers (Case C-817/19, 2022, para 117, 128, 130; Opinion of A.G.

Pitruzzella in Ligue des Droits Humains, 2022, para 179, 181).

Secondly, with regards to profiling based on or against relevant

databases, the CJEU states that the process and entry into the

relevant databases should be non-discriminatory, yet offers no

parameters on how PIU’s should verify this (Sooriyakumaran and

Jegan, 2020, p. 3–5; Case C-817/19, 2022, para 189–190; Glouftsios

and Leese, 2023, p. 127–133). Thirdly, the court stated that pre-

determined criteria must not be indirectly discriminatory, yet

does not specify how this is to be achieved or demonstrated

(Case C-817/19, 2022, para 196, 197). Thirdly, in the context

of human intervention where artificial intelligence systems are

used, and in the manual review of the advanced assessment, the

CJEU provides no instructions to PIU’s regarding the uniform

configuration of this human-in-the-loop safeguard (Case C-

817/19, 2022, para 194, 205, 206). Lastly, it remains up to PIU’s

to determine how to communicate information regarding the

algorithmic profiling process to passengers seeking to bring a

claim of discrimination and other relevant external parties (Case

C-817/19, 2022, para 210).

Courts, such as the CJEU, have an important role to

play in clarifying and facilitating the uniform application of

broadly formulated legal standards, such as the right to non-

discrimination, to specific situations (Chalmers et al., 2019, p.

180; Wachter et al., 2020, p. 19–20; Fairfield, 2021, p. 55–

59). In Ligue des Droits Humains, the CJEU fails to offer the

guidance and clarification necessary for facilitating a uniform

approach to mitigating risks of discrimination in the context of

algorithmic profiling based on PNR data (Gerards, 2023). The

CJEU often prescribes broadly formulated safeguards without

additional guidance as to their uniform operationalization.

This places are tremendous amount of discretion on PIU’s to

operationalize them in a manner that uniformly safeguards the

right to non-discrimination (Musco Eklund, 2021; EDRI, 2022).
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This is challenging as the complexity of algorithmic discrimination

necessitates multidisciplinary expertise within an organization to

effectively identify and mitigate risks of discrimination in an ex-

ante fashion (Marabelli et al., 2021; Tilburg University, 2021, p.

11–13). Additionally, a risk exists that PIU’s may simply try to

circumvent the safeguards in pursuit of increasing surveillance

(Statewatch, 2022).

Beyond the scope of the PNR context, the shortcomings

of the CJEU in clarifying the application of the right to non-

discrimination to the context of algorithmic profiling may also

transpose to a broader ‘emerging European security architecture’

(Thönnes, 2023). This security architecture is composed of

increasingly interoperable databases coupled with the use of

algorithmic profiling systems by organizations other than PIU’s

(Statewatch, 2022; Thönnes et al., 2023). Such profiling systems

include the European Travel Information and Authorization

System (ETIAS) and profiling based on the proposed regulation

to prevent and combat child sexual abuse [Regulation COM

(2022) 209 Final, 2022; Statewatch, 2022; Thönnes et al., 2023].

With regards to both of the aforementioned systems, similar

to the PNR context, risks of algorithmic discrimination have

also been raised (Pesch et al., 2022, p. 63–65; European

Parliamentary Research Service, 2023). This increase in algorithmic

profiling systems coupled with similar risks of algorithmic

discrimination, demonstrates that a framework clarifying the

application of the right to non-discrimination in this context

is needed.

4. Suggestions for future regulation of
algorithmic discrimination through
adjudication

This paper highlights several ways in which the CJEU

fell short in assessing and prescribing effective and uniform

safeguards against algorithmic discrimination. Literature and

practice highlights that these shortcomings could, at least

in part, stem from a lack of expertise regarding algorithmic

discrimination and experience in adjudicating on the matter of

algorithmic discrimination. In particular, it has been highlighted

that judges often lack the sociotechnical expertise necessary

for understanding algorithmic profiling technologies, the

associated risks of discrimination, and how to regulate these

risks effectively (European Commission, Directorate-General

for Justice and Consumers, Gerads and Xenidis, 2021, p. 119;

Passchier, 2020, p. 920, 921; UNESCO, 2023). The lack of

expertise regarding the regulation of algorithmic discrimination

is also not particularly surprising, given a general scarcity

of dedicated legislation and case law regulating algorithmic

discrimination (European Commission, Directorate-General for

Justice and Consumers, Gerads and Xenidis, 2021, p. 28). On

the EU level there are likewise few cases addressing the right to

non-discrimination in the context of algorithmic profiling and

law enforcement at the border. Thus, insufficient expertise of

the technology and its risks, coupled with a lack of regulatory

experience may explain the shortcomings of CJEU in assessing

and addressing risks of algorithmic discrimination in the

PNR context.

Given the shortcomings of the prescribed measures in the

PNR context and the presence of algorithmic discrimination risks

in the “emerging European security architecture,” it is inevitable

that the CJEU will need to adjudicate on algorithmic profiling

and discrimination again. As such, overcoming the challenge of

expertise is imperative. In this regard, several initiatives can be

identified to strengthen the capacity of judges and the CJEU

when adjudicating on such cases in the future. Firstly, several

initiatives exist that are aimed at educating and training judges

about algorithmic discrimination in order increase their capacity

to adjudicate on such matters. For example, UNESCO’s Global

Judge Initiative course on AI and the rule of law is being used to

help educate judges on addressing issues of bias and discrimination

in the context of AI UNESCO (2023). In the EU, the Justice,

fundamentaL rIghts and Artifical intelligence (JuLIA) project aims

to develop trainings and a handbook for judges adjudicating

on matters pertaining to (semi-)automated decision making and

fundamental rights, such as algorithmic discrimination (European

Commission, 2021).

Secondly, human rights reports based on instances of

algorithmic discrimination and relevant dedicated case law may

offer inspiration for the prescription of regulatory safeguards at the

European level. For example, the Netherlands Institute for Human

Rights developed a framework based on instances of algorithmic

discrimination and relevant case law that enables the assessment

of discrimination in the context of risk-profiling (Netherlands

Institute for Human Rights, 2021). Additionally, the European

network of legal experts in non-discrimination wrote a report

considering solutions for preventing and remedying algorithmic

discrimination (European Commission, Directorate-General for

Justice and Consumers, Gerads and Xenidis, 2021, p. 140–150).

Finally, the Future of Privacy Forum published a report outlining

how national courts and Data Protection Authorities have used the

GDPR to regulate matters of algorithmic discrimination (Future of

Privacy Forum, 2022). The combination of these sources can enable

judges at the European level to prescribe effective safeguards against

algorithmic discrimination based on past cases, best practices, and

the application of complimenting human rights, such as the right to

non-discrimination and data protection (Borgesius, 2020, p. 5–11).

Finally, the capacity of the CJEU to adjudicate on matters

pertaining to algorithmic discrimination and the application of the

right to non-discrimination can be bolstered by the use of experts.

Judges in the CJEU may entrust individuals, bodies, authorities,

committees, or other organizations with the task of giving expert

opinions in order to enable the delivery of a judgment (Official

Journal of the European Union, 2012, Art. 70; Official Journal of

the European Union, 2015, Art. 96; European Parliament of the

Council, 2016, Art. 25). Thus, where judges within the CJEU lack

the necessary expertise to adequately assess risks of algorithmic

discrimination or prescribe safeguards capable of facilitating the

mitigation of these risks, the use of experts can help to bridge

this knowledge gap (Riddell, 2013, p. 849, 869). Given that

algorithmic discrimination is the product of social and technical

factors interacting throughout the profiling process, it may be

necessary to appoint experts from various disciplines (Sarker et al.,
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2019, p. 696, 697; Ferrer et al., 2021; Marabelli et al., 2021, p.

2). In particular, experts in the sociotechnical, technical, legal,

and public administration domain can provide insights relevant to

delivering effective judgments as to the application of the right to

non-discrimination in an algorithmic profiling and discrimination

context (Sarker et al., 2019, p. 696, 697; Marabelli et al., 2021, p.

2, 4).

5. Conclusion

In Ligue des Droits Humains the CJEU delivered a landmark

judgment at the European level which tackles the issue of

discrimination in the context of algorithmic profiling based on PNR

data. While the judgment focuses on the context of algorithmic

profiling based on PNR data, the contents may carry implications

for other profiling systems used or under development in the

European Union. The CJEU identifies several risks of algorithmic

discrimination in the profiling process pertaining to discriminatory

data and selection criteria, the opacity of AI systems, and issues

of transparency. It also introduces measures regulating open-text

fields and databases, selection criteria, and the need for systems

to be understandable and discrimination to be identified. The

judgment importantly highlights that regulating discrimination

resulting from algorithmic profiling requires using more than

one fundamental right – such as privacy, data protection, non-

discrimination, and a right to an effective remedy – to implement

safeguards throughout the profiling process.

However, the judgment also underscores the challenges

of regulating algorithmic discrimination through adjudication.

In Ligue des Droits Humains, the CJEU falls short in the

assessment of the risks of discrimination. This is reflected in

several instances where the CJEU overlooks important risks of

algorithmic discrimination. These risks pertain to historically

biased and discriminatory in law enforcement databases, issues

of data quality and quantity, and automation bias and human

errors. The CJEU subsequently fails to prescribe safeguards to

regulate risks of discrimination that were overlooked. Additionally,

where risks of discrimination were correctly identified, the CJEU

prescribes safeguards that are rendered somewhat ineffective due

to a lack of clarity as to their operationalization. Problematic

safeguards can be observed in relation to ensuring the accuracy

and non-discriminatory nature of PNR data and relevant

law enforcement databases, preventing the use of indirectly

discriminatory profiles, configuring effective human-in-the-loop

and transparency safeguards. This results in a considerable amount

of discretion in PIU’s and a lack of guidance regarding the

application of the right to non-discrimination when developing

effective and uniform risk mitigation strategies. The shortcomings

translate to the broader context of the various systems being

used and developed within the European Union, thus leading

to a broader issue of poor legal protection in the context of

algorithmic discrimination.

Finally, the judgment reflects a challenge regarding the extent

to which courts have the expertise and experience to prescribe

safeguards that effectively regulate algorithmic discrimination.

Here three suggestions are offered to address these issues

of expertise and experience. Firstly, educating judges through

trainings and courses centered around algorithmic discrimination

and adjudicating on such matters. Secondly, using human rights

reports based on instances of algorithmic discrimination and

relevant dedicated case law to help CJEU judges in the formulation

of effective safeguards against algorithmic discrimination. Finally,

making use of experts from various disciplines to bridge knowledge

gaps when assessing and addressing algorithmic discrimination.

Addressing the issue of expertise and experience is crucial

for the CJEU to effectively regulate algorithmic discrimination

through adjudication in future and inevitable cases pertaining to

algorithmic profiling.
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