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Several scholars have demonstrated a positive link between political polarization and the

resistance to COVID-19 prevention measures. At the same time, political polarization

has also been associated with the spread of misinformation. This study investigates

the theoretical linkages between polarization and misinformation and measures the flow

of misinformation about COVID-19 in the comment sections of four popular YouTube

channels for over 16 months using big data sources and methods. For the analysis,

we downloaded about 3.5M English language YouTube comments posted in response

to videos about the pandemic. We then classified the comments into one of the two

following categories by applying a supervised Natural Language Processing classifier:

(1) fake: comments that contain claims and speculation which are verifiably not true;

and (2) legitimate: comments that do not fall into the fake category. The results

show that the level of misinformation in YouTube comment sections has increased

during the pandemic, that fake comments attract statistically more likes, and that

the ratio of fake comments increased by 0.4% per month. These findings suggest

that once introduced into an online discussion, misinformation potentially leads to an

escalating spiral of misinformation comments, which undermines public policy. Overall,

the results signal alarming pandemic-related misinformation and, potentially, rising levels

of affective polarization. We place these results in context and point out the limitations of

our approach.

Keywords: misinformation, affective polarization, fake news, pandemic, computational social science, social

media

INTRODUCTION

The COVID-19 pandemic has taken a tragic toll on human wellbeing and gave rise to a severe
global economic contraction (Baker et al., 2020), renewed scientific controversies (Fleerackers et al.,
2021), and a worldwide upsurge of negative emotions such as anger, fear, and trauma (Han et al.,
2020; Shanahan et al., 2020; Trnka and Lorencova, 2020). While the pandemic wrought havoc
on the economy and the health of individuals, it has also affected ongoing tendencies in politics
and media consumption. For instance, there is evidence of an association between party affiliation
and the willingness to be vaccinated against COVID-19 (Fridman et al., 2021). Partisanship also
influences the implementation of and compliance with public health measures (Grossman et al.,
2020; Adolph et al., 2021). In addition, media scholarship indicates that social media platforms, as a
primary source of news about the pandemic (Cinelli et al., 2020), contribute to the dissemination of
inaccurate information about the virus and the pandemic (Allington et al., 2021). In a similar vein,
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Bridgman et al. (2020) found evidence of a positive association
between social media exposure and non-compliance with social
distancing rulesmediated bymisperceptions about the pandemic.

Given these findings, social media platforms play an essential
part in political factionalism and the expression of negative
emotions, such as anger, that are associated with the spread
of dubious information, COVID-19 misperceptions, and non-
compliance with preventive measures (Garrett et al., 2019;
Bridgman et al., 2020; Milosh et al., 2021). “To the degree
that informational uses of social media promotes political
participation, this increased participation can lead to the spread
of misinformation” regarding governmental affairs, science,
and natural disasters (Valenzuela et al., 2019). Therefore, it
is indispensable to understand the state and dynamics of
misinformation dissemination on social media platforms in
critical times like these (Milosh et al., 2021).

For that reason, this paper examines the flow of COVID-19
related misinformation and its potentially polarization-induced
nature. The study is structured as follows. First, we provide
an overview of previous theory and empirical evidence about
the causal role of anger and the mediating role of affective
polarization on the spread of misinformation in conversations
on social media platforms. Based on this overview, we formulate
the research questions. After that, we present a unique data set
containing 2.5M comments and 900k replies, downloaded via
the official YouTube API from the comment section of four
YouTube channels, including CNN, The Epoch Times, theWorld
Health Organization, and Fox News.We then apply a deep neural
network-based supervised Natural Language Processing (NLP)
classifier to this data to classify user comments as legitimate or
fake. Finally, we answer the research questions, contextualize
the findings in the discussion, and point out the limitations of
our approach.

THE SPREAD OF MISINFORMATION AND
ITS ANTECEDENTS

The term fake news gained traction during the US presidential
election in 2016 (Lazer et al., 2018; Van Duyn and Collier, 2019).
However, the term predates this moment and has been used
to describe various phenomena such as news satire, parody,
fabrication, manipulation, advertising, and propaganda (Coe
et al., 2014; Wardle and Derakhshan, 2017). Moreover, the use
of the term by former US president Trump added a polemic
meaning that is often used to discredit legacy news media
(Quandt et al., 2019). The idea of fake news has also been
employed to draw attention to the extensive spread of deceptive
information in the form of misinformation, disinformation,
hyperpartisan news, or conspiracy theories about the pandemic
on social media platforms like Facebook, Twitter, YouTube, and
Tiktok (Pennycook and Rand, 2021; Shahrezaye et al., 2021). In
this study, when we use the term “fake news,” we refer to social
media posts that make claims and put forward verifiably untrue
speculations according to our analysis using a pre-trained BERT
classifier. Additionally, a legitimate social media post is one that
cannot be classified as fake (Patwa et al., 2021).

The spread of fake news via comments and videos (Li et al.,
2020) on YouTube has been addressed in general as well as in the
particular case of COVID-19. For instance, Davidson et al. (2017)
used a combination of linguistic and parser features to identify
misinformation comments on YouTube. Chen et al. (2012)
reported the widespread occurrence of offensive comments
on YouTube. Moreover, Serrano et al. (2020) showed that
misinformation comments help to detect fake and conspiratorial
videos about COVID-19 on YouTube. However, to the best of our
knowledge, no study examined the pandemic’s misinformation
dynamics over an extended time period and on a large scale on
the YouTube platform.

In the following paragraphs, we present three primary
contributing factors that explain why people fall for
misinformation and how onlinemisinformation and polarization
relate to each other.

Political Partisanship
Individuals don’t necessarily update their perception about
matters by assigning equal weight to various signals such
as experts’ opinions, scientific facts, or online news pieces.
Based on identity protective cognition theory, the consistency
of signals with existing values and cultural outlooks affects
the weight or importance individuals attribute to signals
when they update their perceptions (Pogarsky et al., 2017).
In other words, people pursue evidence and signals that
reinforce their group predisposition and culture. Identity
protective cognition can partly explain the ideological conflicts
and polarization over scientifically well-established matters
like climate change, gun violence, and vaccination (Kahan,
2012). In addition, Van Bavel and Pereira (2018) used
identity protective cognition to establish that individuals
fail to discern misinformation because they place their
political identity and predispositions above the inherent
value of the evidence they are exposed to. Put differently, on
average, people have a propensity to believe in news pieces
congruent with their predispositions (Druckman and Bolsen,
2011).

Relying on partisan affection as a certain type of
predisposition, Garrett et al. (2019) argued that selective
media consumption leads to increased compliance with
inter-group social norms and greater willingness to endorse
negative stereotyping of the out-group, which provokes
the spread of misperceptions. They claim that “affective
polarization is likely to encourage both these behaviors:
the more unfavorable the attitude toward the outgroup,
the more the individual will want to promote the ingroup,
and to reinforce his or her position within it.” Therefore,
we argue that affective polarization is an important
mediator linking partisan media exposure and the spread
of misinformation.

However, two counterarguments challenge the scope
and validity of this theorem. First, new empirical evidence
suggests that “people are somewhat better at discerning
truth from falsehood when [being asked to carefully judge]
politically concordant news compared with politically discordant
news” (Pennycook and Rand, 2021). This indicates that the
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effect of partisanship might not be as strong as previously
thought. Second, a pattern of association between political
identity and belief in specific ideas cannot be interpreted as a
causal relationship because these variables are confounded
with other latent variables and beliefs (Tappin et al.,
2020).

Heuristics
People rely on various heuristic shortcuts when dealing with
complex and emotional matters. One latent feature of news pieces
that increases people’s propensity to fall for misinformation
is the source heuristic. Individuals are more likely to believe
in the information provided by elites and politicians who
hold congruent beliefs (Gallagher et al., 2021). For instance,
attributing a false claim to former President Trump decreased
Democrats’ belief in that claim while increasing that of
Republicans (Swire et al., 2017).

Additionally, positive social feedback measured by the
number of likes and shares increases the probability of believing
misinformation content regardless of who posted the content
(Avram et al., 2020). Similarly, repetition or prior exposure to
fake news affects individuals’ belief in misinformation. “A single
prior exposure to a fake news headline increases later belief in
the headline. Remarkably, this is evident even if the headline
is extremely implausible and inconsistent with one’s political
partisanship” (Pennycook and Rand, 2021).

Anger
Finally, there is what is called the emotionally evocative
misinformation heuristic. Online moral outrage, online users
shaming, and punishing supposed wrongdoers are an inevitable
reality of online communication. Users “can express outrage
online with just a few keystrokes, from the comfort of their
bedrooms, either directly to the wrongdoer or to a broader
audience. With even less effort, people can repost or react to
others’ angry comments. Because the tools for easily and quickly
expressing outrage online are literally at our fingertips, a person’s
threshold for expressing outrage is probably lower online than
offline” (Crockett, 2017). This may explain why misinformation
content is often provocative, shocking, and intended to intensify
anger (Gervais, 2015). Martel et al. (2020) found causal
evidence that exposure to such morally and emotionally charged
information increases belief in misinformation. Additionally,
Weeks (2015) provided causal evidence that anger and
resentment heighten the effect of partisan reasoning, leading
to partisan processing of misinformation. Furthermore, he
speculated that “political attitudes alone are not enough to
drive partisan processing of misinformation, but rather attitudes
that are tied to anger or resentment.” In other words, the
existence of anger in combination with partisan affections
may exacerbate the propensity of forming misconceptions and
spreading misinformation.

RISING MISINFORMATION DURING THE
PANDEMIC?

Scholars have established that the levels of polarization about
issues related to COVID-19 have increased in many countries.

For instance, Sides et al. (2020) investigated more than 400,000
interviews covering all US states for a period longer than a
year and concluded that the “partisan divide open[ed] up as
Republican concern and support [for COVID-19 containment
measures] drop[ped] more quickly.” In a study of self-identified
Democrats and Republicans, Fridman et al. (2021) observed
an asymmetric polarization in the USA between March and
August 2020 concerning vaccination hesitancy. Similarly, prior
studies have shown that in various countries, the level of
negative emotions, such as fear and anxiety, has increased as
the pandemic, the preventive measures, and negative economic
effects prolonged (Benke et al., 2020; Shanahan et al., 2020; Smith
et al., 2021; Manchia et al., 2022).

Therefore, based on the articulated association between
polarization, affect, and misinformation, we expect the levels of
pandemic-related misinformation to follow an upward trend.
However, the literature shows contradictory results. For instance,
employing a survey of 1050 Americans, Romer and Jamieson
(2020) showed that belief in misinformation about the pandemic
and in conspiracy theories remained stable between March and
July 2020. But belief in pandemic-related misinformation and
conspiracy theories grew inNovember 2020 and afterward, which
might have occurred due to the emergence of mass vaccination
drives as a salient issue in media reports at that time (Hornsey
et al., 2021; Islam et al., 2021). Thus, existing evidence about
the prevalence of misinformation is inconclusive mainly because
the findings of prior studies are limited by a small number of
observations and a short time frame of analysis.

In contrast to prior studies, we will rely on a large-scale dataset
of millions of wild non-experimental social postings collected
over a time span longer than a year to test if the prevalence of
misinformation has increased. Due to a rise in polarization and
because of the negative emotions incited by the pandemic, we
expect an increase in misinformation. As part of the analysis, we
will also measure what portion of the information shared in the
comment sections contains misinformation.

RQ1: What percentage of YouTube comments constitute
fake content?
RQ2: Did the level of misinformation increase as the
pandemic has progressed?

In addition to these questions, we will examine the extent of
engagement misinformation creates. Because misinformation
tends to be controversial or contain emotionally charged
messages, we assume that comments which contain
misinformation attract more engagement in terms of likes and
responses. An additional research question follows from this:

RQ3: Do misinformation comments create more engagement
than legitimate comments?

DATA

Video messages as a medium of communication have been
extensively used throughout the pandemic (Covolo et al., 2017;
Li et al., 2020; Serrano et al., 2020). Because new media are often
characterized by their interactive possibilities, researchers have
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TABLE 1 | Simple statistics.

YouTube channel Number of

videos

Number of

comments

Average number

of comments

per video

Number of

replies

Average number

of replies

per video

Average number

of replies

per comment

CNN 395 1,242,169 3,145 474,551 1,201 2.419

Fox News 521 1,139,424 2,187 405,745 779 2.477

The Epoch Times 310 40,823 132 13,385 43 2.294

World Health Organization (WHO) 339 26,760 79 12,188 42 2.204

increasingly focused on commenting features and their impact on
user attitudes and behaviors (Su et al., 2018). Such features enable
users of social media platforms to express their opinions, find out
about the viewpoints of others and participate in the production
and interpretation of news (Stroud et al., 2016). At the same time,
YouTube has been implicated in the spread of misinformation
and polarization (Ribeiro et al., 2020). These circumstances make
YouTube a particularly suitable case to analyze.

YouTube API offers a search functionality to look for videos
with specific keywords in their title or description. However,
this function returns only the most recent videos and is not
practical when searching for older videos. Therefore, we relied
on the Crowdtangle API (Silverman, 2019) and looked for the
Facebook posts with YouTube videos with one of the following
COVID-19 pandemic related keywords in their Facebook text:
“pandemic,” “hygiene,” “health,” “lockdown,” “school,” “Fauci,”
“covid,” “corona,” “vaccine,” “virus,” “AstraZeneca,” “Pfizer,”
“BioNTech,” “Johnson,” “J&J,” and “Wuhan.”

Then, we filtered out YouTube videos posted after the
11th of March 2020, the day the World Health Organization
declared the spread of the virus a pandemic, by the following
YouTube channels: “CNN,” “The Epoch Times,” “World Health
Organization (WHO),” “Fox News.” We chose these channels
because their pandemic-related videos reached a wide audience
on other social media platforms, such as Facebook, and they
represent different degrees of partisanship across the political
spectrum (Morris, 2005). Furthermore, the comment sections of
these channels have been open for comments by the public during
the pandemic.

We selected videos containing at least one of the keywords
mentioned above in their YouTube title or YouTube description.
The final list includes 1,565 videos posted by one of the four
YouTube channels between the 11th of March 2020 and the
29th of July 2021. As a next step, we used the YouTube Data
API1 to download the comments posted in the comment section
belonging to the videos. Table 1 shows some simple statistics on
the data.

METHOD

The scale of this study and the size of its data set prohibit a
manual approach to data analysis and make probabilistic deep
learning methods the most viable option available. Supervised

1https://developers.google.com/youtube/v3

TABLE 2 | Sample fake and legitimate social media posts extracted from the

training data.

Label Text

Fake It’s being reported that NC DHHS is telling hospitals that if

they decide to do elective surgeries, they won’t be eligible to

receive PPE from the state. The heavy hand of government. I

hope Secretary Cohen will reverse course. #NCDHHS

#COVID19NC #ncpol

Fake #Watch Italian Billionaire commits suicide by throwing himself

from 20th Floor of his tower after his entire family was wiped

out by #Coronavirus #Suicide has never been the way, may

soul rest in peace May God deliver us all from this time.

Fake Scene from TV series viral as dead doctors in Italy due to

COVID-19

Legitimate Almost 200 vaccines for #COVID19 are currently in clinical

and pre-clinical testing. The history of vaccine development

tells us that some will fail and some will succeed-@DrTedros

#UNGA #UN75

Legitimate Heart conditions like myocarditis are associated with some

cases of #COVID19. Severe cardiac damage is rare but has

occurred even in young healthy people. CDC is working to

understand how COVID-19 affects the heart and other

organs.

Legitimate ICMR has approved 1000 #COVID19 testing labs all across

India. There was only one government lab at the beginning of

the year. #IndiaFightsCorona. #ICMRFightsCovid19

language-based classification methods are implemented widely
in similar fake news and misinformation detection studies
(Singhania et al., 2017; Kaliyar et al., 2020; Chen et al., 2021). In
the context of pandemic-related misinformation, Serrano et al.
(2020) used supervised language-based classification methods to
classify YouTube comments into fake or legitimate categories.
Furthermore, they used this information to group COVID-
19 YouTube videos into misinformation or factual classes
with an accuracy of 89.4%. Das et al. (2021) relied on an
ensemble of supervised language-based classifiers and achieved
98% accuracy in detecting pandemic-related misinformation in
social media posts.

In line with Serrano et al. (2020) and Das et al. (2021), this
study relies on a baseline neural language modeling method to
train a supervised text classifier. Specifically, we use Bidirectional
Encoder Representations from Transformers (BERT) (Devlin
et al., 2018) to train a fake COVID-19 comment classifier.
BERT classifiers generally do better than most other methods for
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TABLE 3 | The performance of the supervised BERT classifier on the test data.

Precision Recall F1-score

Class: Legitimate 0.91 0.95 0.93

Class: Fake 0.93 0.86 0.89

accuracy 0.91

classifying text data (Reveilhac and Morselli, 2022). Additionally,
text classification based on the BERT model requires no text
cleaning as this model can process stop words. For the details
about this model, we refer interested readers to Gupta et al.
(2020) and Serrano et al. (2020).We used 10,700manually labeled
COVID-19 fake news social media posts as the training data set
(Patwa et al., 2021). Additionally, we enriched this data set by
combining it with Serrano et al.’s (2020) conspiratorial YouTube
comments. The final dataset included 11,771 social media posts
related to misinformation about COVID-19, 4,798 of which were
labeled as misinformation.

It is essential to get a good grasp of what information
our classifier interprets as fake and legitimate. Patwa et al.
(2021) collected social posts from sources like Facebook,
Instagram, news articles, and other public sources that fact-
checking websites, such as PolitiFact, Snopes, and Boomlive,
have tagged as fake or “verified to be not true.” We excerpt the
following table from Patwa et al. (2021) (Table 2) to provide an
illustrative overview.

We trained the BERT-based classifier on 90% of the manually
labeled data and tested its performance on the other 10% out-
of-bag sample to examine the accuracy of the classifier. We
could achieve 91% accuracy of prediction using a baseline BERT
classifier (Table 3). Table 4 shows 10 of the YouTube comments
classified as fake using our BERT classifier. The highlighted ones
are those that the classifier has classified mistakenly.

RESULTS

RQ1: To answer the first research question, we applied the pre-

trained BERT classifier to the retrieved YouTube comments
and to the replies to these comments. Overall, the classifier

categorized about 21% of the comments and 15% of the
replies as fake. Among the four channels studied, the World

Health Organization received the highest ratio of fake comments
followed by CNN and Fox News. The Epoch Times received the
fewest fake comments. This pattern replicates for the replies,
although the ratio of misinformation in replies is lower than
that in comments for all four channels. Figure 1 below illustrates
these findings.

RQ2: This research question addresses the level of
misinformation and its development during the time of
observation. We computed the monthly average proportion
of fake comments for all users. This statistic is defined in two
steps. First, we calculated the monthly number of fake comments
divided by the number of all comments for each user. We
then averaged these values over all the users. This statistic is

TABLE 4 | Sample fake YouTube comments classified using our BERT classifier

(highlighted = wrong classification).

There is no pandemic, but the seasonal flu miraculously went away. Weird but

cool. This is a scamdemic.

China have to apologize to rest of the world for spreading Wuhan Virus...

WHO(UN) is already taking over by China... Only China got most benefit out of

this crisis...

Can’t believe Americans will still rush out to get an vaccine with no long term

testing, even after they are the Autism capital of the world. Around 1 in 50

children in USA now, that’s a real epidemic.

CNN kept reporting on the Russia bounties conspiracy..... that turned out false.

I’m willing to “waste” money on investigating the wuhan conspiracy. Cmon man!

It’s not politics. It’s about control. CNN does not do journalism. Masks do not

help. Follow the science. And keep on keeping on, Governor Noem.

I don’t know one single person that has said they will take this vaccine.

Covid isn’t that bad I had it. People get sick and die it is life.we want to live free

A couple from Turkey founded Physer. Biotech is a German company. This

covid19 vaccine was created in Germany. And here in America we taking it from

all of them as we are the ones that did it all.

COVID-19 COVID-19 COVID-19 COVID-19 COVID-19 COVID-19 COVID-19

COVID-19 COVID-19 COVID-19 COVID-19 COVID-19 COVID-19 COVID-19

COVID-19 COVID-19 That’s all CNN ever talks about.

I voted for Obama and this is what I get? #ABQ4

based on the comments only and ignores the replies because
responses are a function of the original comment. Including
responses would thus bias the results. Figure 2A depicts
the development of the mean users’ ratio of fake comments
during the measurement period. The regression results show
a statistically significant coefficient of 0.004, implying that the
portion of misinformation increases by a rate of 0.4% per month
(see Table 5).

Furthermore, we computed the monthly ratio of the number
of users who only posted misinformation to those who only
post legitimate information. Figure 2B visualizes the timeline
of this ratio. Based on the regression results, the ratio of the
number of users posting only fake comments to those posting
only legitimate comments increased, on average, by 0.5% per
month (Table 6).

RQ3: To address research question 3, we used a t-test and
compared the average likes of fake comments to the likes received
by legitimate comments. Fake comments collect 5.753 likes on
average compared to legitimate comments that receive 5.626
likes. Based on the one-sided t-test results, fake comments
receive statistically more likes than legitimate comments. In
addition, we tested the assumption that misinformed comments
aremore likely to attract replies that containmisinformation than
comments that contain no misinformation. Figure 3 provides
visual evidence that supports the plausibility of this assumption.
That is, silhouette (B) in Figure 3 is fatter than silhouette
(A). We used a one-sided t-test to verify that the average
ratio of fake replies to fake comments (0.21%) is statistically
notably larger than the average ratio of fake replies to legitimate
comments (0.13%).

Finally, we regressed the total number of comments
against the number of fake comments for each video
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FIGURE 1 | The ratio of misinformation in (A) comments and (B) replies (legitimate = class 0, fake = class 1).

FIGURE 2 | Misinformation timelines: (A) average proportion of fake comments per user and month (averaged over all users) and (B) ratio of the number of users

posting only fake comments to those posting only legitimate comments. The gray areas represent the 95% confidence interval.

to test if the proportion of fake comments increases as
the discussions get more involved. Figure 4 shows the
results in the logarithmic scale. Table 7 summarizes the
coefficients of the log-log regression models (we excluded
the intercepts).

As Figure 4, Table 7 depict, we can observe that the absolute
number of fake comments increases as the total number of
comments increases. In more detail, Table 7 demonstrates that
an increase of 1% in the number of comments on videos of the
Epoch Times YouTube channel, on average, leads to a 1.05%
increase in the number of fake comments. WHO, CNN, and
Fox News show an opposite trend and are in the second to
fourth order considering this statistic. These results are partly

in contrast to what Coe et al. (2014) underlined. Analyzing
newspaper website comments, they suggested that “the frequency
of incivility [is] not associated with the number of comments
made during a given discussion.” However, The Epoch Times
represents a significantly positive association.

DISCUSSION

Public discourse has always had its share of misinformation
and misperception. Still, the digitization of communication and

the proliferation of social media platforms in the 21st century

have increased the speed and expanded the dissemination
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TABLE 5 | Report of regressing average proportion of fake comments per user

against time.

Term Coefficient Std error P-value

(Intercpet) 0.172 0.0100 p < 0.001

X (The variable representing the

average proportion of fake comments

per user and month)

0.004 0.0009 p < 0.001

TABLE 6 | Report of regressing proportion of the number of users posting only

fake comments against time.

Term Coefficient Std error P-value

(Intercept) 0.140 0.0115 p < 0.001

X (The variable representing the ratio of the

number of users posting only fake

comments to those posting only legitimate

comments)

0.005 0.0011 p < 0.001

boundaries (McIntyre, 2018), exacerbating the potential social

and political damage of misinformation. Many scholars have
portrayed the deleterious nature of this phenomenon. For
instance, Anderson et al. (2014), in their pioneering work,
introduced the concept of the “nasty effect,” which demonstrates
that “exposure to uncivil blog comments can polarize risk
perceptions of [unfamiliar issues] along the lines of religiosity
and issue support.” Furthermore, uncivil comments can also lead
to the impression of more social polarization and segregation
(Hwang et al., 2014). Additionally, higher narrow-mindedness
and less satisfaction with online discussions are among the other
harmful consequences of the spread of uncivil comments on
social media platforms (Gervais, 2015, 2017).

In extreme situations, such as the COVID-19 pandemic,
distorting information and the promotion of misinformation
and polarizing narratives on social media platforms endanger
the public’s collective health and cause considerable uncertainty
and anger (Han et al., 2020; Milosh et al., 2021). Bridgman
et al. (2020) established that “misperceptions regarding the
virus are in turn associated with less compliance with social
distancing measures, even when controlling for a broad range
of other attitudes and characteristics. [...] Association between
social media exposure and social distancing non-compliance is
eliminated when accounting for the effect of misperceptions,
providing evidence that social media is associated with non-
compliance through increasing misperceptions about the virus.”

To shed light on the spread of pandemic-related
misinformation on the YouTube platform, this study examined
the spread of misinformation about COVID-19 in the comment
section of four YouTube channels with a data set of 2.5M
comments and 900k replies. To phrase the research questions,
we called on prior literature about the relationship between
misinformation and polarization. We then applied a supervised
NLP classifier to the data and found the following. Depending
on the YouTube channel, we observed that between 16% and
25% of comments contained misinformation and that between

FIGURE 3 | The distribution of the ratio of fake replies to (A) legitimate and (B)

fake comments.

FIGURE 4 | The total number of comments against the number of fake

comments for each video.

13 and 19% of replies included misinformation. Most notably,
we provide evidence for a steep increase of misinformation in
discussions about COVID-19 on YouTube, illustrated by two
main findings. First, the portion of misinformation increased
by a rate of 0.4% per month. Second, the number of users
that post misinformation only has increased by 0.5% each
month. Consistent with our expectations, we also find that fake
comments receive more attention and attract more fake replies
than factual comments.

Among other things, these results are noteworthy because
they imply that users flock to politically moderate outlets
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TABLE 7 | Regression report (log-log linear model).

Coefficient of the total

number of comments

P-value

WHO 0.994 p < 0.001

CNN 0.909 p < 0.001

Fox News 0.857 p < 0.001

The Epoch Times 1.05 p < 0.001

to spread misinformation. The YouTube channel run by the
WHO and CNN attracted the most misinformation. In contrast,
Fox News and The Epoch Times, two staunchly partisan
outlets, attract considerably less misinformation. This effect may
come about because partisan social media users produce more
misinformation content (Grinberg et al., 2019) and tend to
post it to express dissatisfaction (Chipidza, 2021). Even though
the four channels under consideration do not allow for widely
generalizable conclusions, these results are noteworthy because
they highlight the role that misinformation plays in challenging
the legitimacy of news outlets, especially of politically moderate
outlets like the WHO or CNN.

As discussed earlier, the ratio of the number of users posting
sheer misinformation comments to those who post exclusively
legitimate comments has increased by 0.5% each month. Three
potential reasonsmay explain this development. First, a rich body
of literature shows a positive association betweenmisinformation
content on social media and polarization (Sobieraj and Berry,
2011; Hwang et al., 2014; Jiang et al., 2020; Shahrezaye et al.,
2021). The emergence of new conspiracy theories, such as
those about vaccines (Hornsey et al., 2021; Islam et al., 2021),
might have increased the belief in misinformation about the
pandemic and, accordingly, affective polarization. Second, new
evidence shows that the YouTube search algorithm and other
social media platforms amplify political extremism (Ribeiro et al.,
2020; Huszár et al., 2021; Kolomeets and Chechulin, 2021). This
kind of algorithmic bias may steer users toward higher levels
of polarization as time passes. Third, individuals have different
threshold levels for mobilization. While relatively few users with
low thresholds mobilize against a particular topic at the earliest
stages, large parts of users with higher thresholds slowly activate
as the viability signals of mobilization increase (Margetts et al.,
2015). We speculate that, with the passage of time, prolonged
exposure to discussions on social media platforms that include
misinformation serves as strong cues to incrementally mobilize
against public health measures.

Limitations
Our study relies heavily on the BERT-based supervised classifier
that achieved an accuracy of 91% on the test sample. Further

research could rely on ensemble methods (Das et al., 2021) or
dictionary-based approaches (Reveilhac and Morselli, 2022) to
improve the accuracy of the results. Additionally, our classifier
uses a combination of two data sets (Serrano et al., 2020;
Patwa et al., 2021) to train the fake comment classifier. Both
of these data sets were compiled in the early days of the
pandemic and, therefore, do not include any training data
on recent COVID-19 misinformation and conspiracy theories.
Additionally, we did not distinguish between bots or automated
accounts and human users (Kolomeets and Chechulin, 2021).
Future research might use more current training data and may
distinguish between comments posted by humans and by bots
to ameliorate any inaccuracies resulting from this. Furthermore,
our results apply to English-speaking YouTube audiences only.
Future research could compare other social media platforms
and online discussions in different languages. Such an approach
might shed light on the effect of platform affordances and
of cultural contingencies on misinformation and may provide
more empirical evidence to improve our understanding of
misinformation and polarization about the pandemic. Finally,
because this is a single-platform study based on data from
one social network and deliberately examines the divisive issue
of COVID-19, we need to be cautious about generalizing to
whole populations. Discussions on other social media platforms
and about other less divisive topics might be subject to
different dynamics.
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