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Distributed control of agriculture picking multi-robot systems has been widely used in the

field of smart agriculture, this paper aims to explore the distributed averaging problems

of agriculture picking multi-robot systems under directed communication topologies by

taking advantage of the sampled data. With the algebraic graph theory concepts and the

matrix theory, a distributed protocol is proposed based on the nearest sampled neighbor

information. It is shown that under the proposed protocol, the states of all agents can be

guaranteed to reach average consensus whose value is the averaging of the initial states

of all agents. Besides, when considering time-delay, the other distributed protocol is

constructed, in which a time margin of the time-delay can be determined simultaneously.

The necessary and sufficient consensus results can be developed even though the

time delay exists. Simulation results are given to demonstrate the effectiveness of our

developed consensus results.

Keywords: average consensus, directed communication topologies, distributed protocol, smart agriculture,

sampled data

1. INTRODUCTION

Recently, the issue of smart agriculture has attracted wide attention. Driven by the digital
revolution, agriculture has entered a new era of digital and intelligent development (Yang et al.,
2013; Alsamhi et al., 2019a; Horng et al., 2019; Fuentes et al., 2021; Li and Chao, 2022; Teng et al.,
2022). Smart agriculture is a modern agricultural production mode with information, theoretical
knowledge, and hardware equipment as the core elements, and it is an important direction of the
development of modern agriculture (Chen and Yang, 2019). Realizing precision agriculture is a
goal of smart agriculture (Luo et al., 2016), the present stage of agriculture at a relatively low level
of agricultural mechanization, especially in the area of vegetable picking. The traditional way of
vegetables is picked manually, which requires a lot of labor during the picking season. Although
some plantations have begun to mechanize agricultural picking, the level of automation is low, and
vegetable picking is usually carried out by a single mechanical equipment (Brondino et al., 2021),
which is inefficient and costly. Therefore, it is urgent to improve the efficiency and mechanization
of vegetable picking agriculture.

The emergence of the multi-agent system provides a new trend for the development
of smart agriculture. Multi-agent systems are composed of some agents and interactions
among agents to solve problems that are impossible for a single agent, which can
be applied in many aspects, such as multi-robots (Yu et al., 2020), unmanned aerial
vehicles (Lian and Deshmukh, 2006; Alsamhi et al., 2021; Liang et al., 2021), unmanned
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ground vehicles (Ma et al., 2006), etc. To realize the cooperation
between the agents, communication is the fundamental
problem, many scholars have carried out a lot of research on
communication. In Alsamhi et al. (2019b), the development
status of artificial intelligence in the field of the communication
among robots is reviewed, and new ideas for its future research
directions are provided. In order to better realize the cooperation
between robots and ensure effective communication between
robots, Alsamhi et al. (2020) fully analyze and discusses robots in
different spatial positions through the fusion of machine learning
and communication. A sufficient overview is provided for the use
of various machine learning techniques in the communication
among robots, and it is shown that machine learning plays an
important role in improving the communication among robots.
In practical application, information communication will be
delayed, which may result in the instability of the control system
(Seuret et al., 2018). In Zhang et al. (2022), a more general
communication mode between delay subsystems and studies of
the effect of time delay on the performance of interconnected
systems by using the hybrid system theory with memory has been
considered. Agriculture picking multi-robot systems consist of
multiple robots and interactions among robots, which can be
regarded as a kind of multi-agent system. Distributed control of
the multi-agent system is also an important issue in the study of
multi-agent systems. Cooperative control tasks of multi-agent
include clustering, swarming, clustering, formation, tracking,
and other tasks. These collective behaviors can all be unified
as consensus problems. As the core problem of distributed
cooperative control, consensus means that the state values of all
agents tend to be the same as time goes to infinity. The average
consensus problem is a special consensus problem, which means
that the final convergence value of all agents is the average of
the initial value (Hu et al., 2020). In smart agriculture, average
consensus plays an important role in improving the precision
of agriculture. It can better realize the state consensus among
agents through the initial state value of each agent, and complete
cooperative agricultural tasks among agricultural multi-agents.
Particularly, the average consensus of multi-agent systems also
has been widely concerned in computer science, energy ecology,
social economics, and other fields.

The development of distributed cooperative control has
aroused the attention of many researchers in the fields of
automatic control. In Olfati-Saber and Murray (2004), the
Laplacian potential has been introduced for calculating the
difference among agents, with which the distributed control
protocol can be induced to ensure the average consensus of
multi-agent systems under the undirected graph. The consensus
problems have been extended to multi-agent systems whose
topologies are switching (Ren and Beard, 2005), in which
the consensus objective can be guaranteed if the topologies
are joint connected. In the practical application, due to the
limitation of speed and bandwidth of network transmission,
the problem of time delay certainly exists (Sun and Wang,
2009; Chen et al., 2017; Yan and Huang, 2017). Besides, how
to improve the convergence rate should be considered. In Hu
et al. (2019), Zou et al. (2019), Dong et al. (2020), and Ran et al.
(2020), the distributed control protocols and their convergence

analyses have been investigated for finite-time consensus of
multi-agent systems.

At present, continuous control protocols are used in most

research, so the requirements for network communication are

increased. Sampling control can not only reduce the control cost
of the system by reducing information transfer redundancy but

also improve the robustness of the system (Guan et al., 2012;

Ding and Zheng, 2016; Park et al., 2016). Therefore, how to select
the appropriate sampling time and sampling mechanism has
become a concern of researchers. In Gao et al. (2009), a sampling
control protocol is proposed to analyze the consensus of multi-

agent systems with fixed and switched topologies, respectively. In
Gao andWang (2011), the consensus of second-order dynamical

systems with time-varying topologies is studied by sampling data.
The study shows that the system can be consensus by designing
appropriate controller gain and the sampling period when the

union graph has a spanning tree. To the best of our knowledge,
there are quite limited results concerning distributed averaging
problems of multi-agent systems, which are suitable for practical
applications (e.g., picking multi-robot systems).

Motivated by the above discussions, we aim to reduce

information transfer redundancy and control costs of smart
agricultural multi-agent systems by sampling control. There
are many kinds and complex communication structures in

agricultural multi-agent systems. In this article, we explore the
distributed averaging problems of the multi-robot systems for

vegetable picking agriculture under directed communication
topologies. We design a distributed control protocol by taking
advantage of the nearest neighbor sampled information for
the agriculture picking multi-robot system. With this protocol
being used, the necessary and sufficient conditions can be
provided for the average consensus objective of the agriculture
picking multi-robot system. We further give how to select the
sampled period. Besides, in the practical application of multi-
agent systems, communication delays may exist. Especially when
carrying out agricultural cooperation tasks, information needs to
be transmitted between agents. Excessive communication delay
will lead to the failure of agricultural multi-agent systems to
achieve state consensus and thus fail to complete agricultural
tasks. Therefore, we also consider the existence of time-delay
among agents. We use the bilinear transformation method
to develop the associated convergence analysis, which can
simultaneously determine the time margin. It is shown that the
agriculture picking multi-robot system can achieve the average
consensus if and only if both sampled period and time delay
satisfies the appropriate conditions. In addition, simulation
examples are carried out to verify the theoretical results. Different
from other existing sampling control studies, we carry out an
average consensus analysis on picking multi-robot systems with
fixed communication topology as a directed graph. The major
contributions of this article include:

(i) the average consensus of agricultural multi-agent systems
with fixed communication topology as a digraph is studied,
and a distributed control protocol based on sampling
information is proposed to ensure the average consensus of the
agricultural multi-agent system.
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(ii) considering the communication time-delay, another
communication protocol is proposed to ensure that
the agricultural multi-agent systems can achieve average
consensus even with time-delay.

(iii) through the proposed distributed control protocols, the
necessary and sufficient conditions for the system to achieve
average consensus without time-delay and with time-delay
are obtained. Because the average consensus of the system
is achieved through the proposed control protocols, the
relationship between the initial value and the state value is
determined, and the control of the system can be realizedmore
conveniently.

The remainder is outlined below. In Section 2, we introduce
some preliminaries for graph and matrix theory. In Section 3,
we introduce the problem statement for the distributed averaging
of agricultural multi-agent systems for vegetable picking. Section
4 addresses the average consensus of directed the agriculture
picking multi-robot system without and with communication
time-delay, respectively. Simulation examples are introduced in
Section 5. We give comprehensive conclusions in Section 6.

2. PRELIMINARIES FOR NOTATIONS AND
GRAPH THEORY

In this section, some basic concepts related to notations and
graph theory are introduced as follows.

We denote In = {1, 2, · · · , n}, Rn is the set of n-
dimensional real numbers, Rn×n is a set of real matrices with
n-dimensional row vectors and n-dimensional column vectors,
1n = [1, 1, · · · , 1]T ∈ Rn, and 0n = [0, 0, · · · , 0]T ∈
Rn, and diag{α1, α2, · · · , αn} is a diagonal matrix in which
diagonal elements are α1, α2, · · · , αn, zero are the value of
non-diagonal elements.

Let G = (V , E ,A) represent a directed digraph, where V =
{v1, v2, · · · , vn} is a node set, E ⊆ V × V is an edge set and
A = [aij] ∈ Rn×n with aij > 0 ⇔ (vj, vi) ∈ E and aij =
0 ⇔ (vj, vi) /∈ E . Besides, all neighbors of vi are denoted as
N(vi) = {vj :(vj, vi) ∈ E}(i 6= j). An edge (vi, vj) ∈ E means
that the data can be transmitted from the node vi to the node
vj. Let Q = {(vi, vr1 ), (vr2 , vr3 ), · · · , (vrn , vj)} stand for a directed
way from vi to vj, where vi, vr1 , vr2 , · · · , vrn , vj are different. The
digraph G is called strongly connected on condition that G have
at least one directed way between any twain different nodes. Let
1 = diag{

∑n
j=1 a1j,

∑n
j=1 a2j, · · · ,

∑n
j=1 anj} be the in-degree

matrix of G. The Laplacian matrix L ∈ Rn×n of G is defined as
L = 1 − A. Benefiting from L, we can introduce the following
diagonal matrix

W = diag{det(L11), det(L22), · · · , det(Lnn)}

where Lii ∈ R(n−1)×(n−1) is induced from the Laplacian matrix
L by deleting its ith row and ith column, det (Lii) represents
the determinant value of the matrix Lii. The Laplacian matrix
L of a strongly connected digraph G has a zero eigenvalue and
all other eigenvalues with positive real parts. It follows from
Li and Jia (2009) that if G is strongly connected, then wl =

[det(L11), det(L22), · · · , det(Lnn)]T is the left eigenvector of L
associated with the zero eigenvalue, i.e., wT

l
L = 0Tn . With the help

of W, we can construct a new graph G = (V , E ,A), where the
element aij of A = [aij] satisfies

aij =
det(Lii)aij + det(Ljj)aji

2
, ∀i, j ∈ In. (1)

By taking advantage of (1), we can easily obtain

A = WA+ ATW

2
. (2)

With (2), we can establish the relationship between L and L.

Lemma 1. For any digraph G and G, let L and L be the Laplacian
matrix of G and G, respectively. The Laplacian matrices L and
L satisfy

L = WL+ LTW

2
. (3)

proof We can directly derive this result with the help of (2)
and the definition of Laplacian matrices

Lemma 2. Consider a partitioned matrix P =
[

A B
C D

]

∈

R(r+s)×(r+s), where A ∈ Rr×r , B ∈ Rr×s, C ∈ Rs×r , and D ∈
Rs×s.

1. If A is an invertible matrix, then |P| = |A||D− CA−1B|;
2. If D is an invertible matrix, then |P| = |D||A− CD−1B|.

In the analysis of discrete-time systems, by using a bilinear
transformation, the problem of determining Schur stability of
a discrete-time system can be transformed into the problem
of determining Hurwitz stability of a continuous-time system.
Given a polynomial with complex coefficients:

g(s) = ρns
n + ρn−1s

n−1 + · · · + ρ1s+ ρ0 (4)

where ρ ∈ C, i ∈ In. Perform a bilinear transformation z =
s+ 1

s− 1
on g(s), a new polynomial is deduced

f (z) = (z − 1)ng(
z + 1

z − 1
) = χ0 + χ1z + · · · + χnzn (5)

where χi = ai+ιbi, ai, bi ∈ R, i = 0, 1,. . . , n. The Hurwitz stability
of f (z) implies the Schur stability of g(s). Substituting z = wι into
f (z), we get

f (ω) = fω(ω)+ ιfι(ω) (6)

where fω(ω), fι(ω) ∈ R(ω), and

fω(ω) = a0 − b1ω − a2ω
2 + b3ω

3 + a4ω
4 − · · · (7)

fι(ω) = b0 + a1ω − b2ω
2 − a3ω

3 + b4ω
4 − · · · (8)

fω(ω) and fι(ω) constituent interlaced polynomial, to determine
whether f (z) Hurwitz stable, the Hermite-Biehler theorem is
given as follows
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Lemma 3. (Ogata, 1995) The polynomial f (z) is Hurwitz stability
if and only if the related pair fω(ω), fι(ω) is interlaced, and

fω(0)fι
′(0)− f

′
ω(0)fι(0) > 0.

3. PROBLEM STATEMENTS

In the picking process of vegetables, such as cucumbers, a device
with multiple mechanical arms is used to pick the vegetables.
In the actual picking process, multiple mechanical arms pick
vegetables at the same time and then put vegetables into the
picking robot which runs on a specific track. To accurately
collect vegetables picked by mechanical arms, the corresponding
collection robots should achieve position states consensus, to
better pick and collect vegetables. To solve the problem, a
consensus analysis of the robot’s position state is needed. In
this article, we treat each robot as an intelligent agent and all
agents constitute an agriculture multi-agent system. To analyze
the consensus of the agriculture multi-agent system, we use a
digraph G = (V , E , A) of the agricultural multi-agent system
to denote the communication topology of the agriculture picking
multi-robot system, in which the set of all agents can be described
by V , and the relationships among agents can be represented
by E and A. Let xi ∈ Rn be the position state of agent vi and
x(t) = [x1(t), x2(t), · · · , xn(t)]T ∈ Rn denote the state vector.
Every agent has the following dynamics

ẋi(t) = ui(t), ∀i ∈ In (9)

where ui is the control protocol to be designed.
Generally, the decision value of the agriculture multi-agent

system not only depends on the topological structure but also on
the initial states. However, the average-consensus problems only
rely on the initial states and have no relation to the topological
structure. That is to say, for random initial states xi(0), ∀i ∈ In,
the average consensus of the system (9) can be reached if

lim
t→∞

xi(t) =
1

n

n
∑

i=1

xi(0),∀i ∈ In. (10)

The agricultural multi-agent system (9) can reach average
consensus means that we can infer the final position of agents
from the initial position, so the control difficulty is reduced,
and the controllability of the agriculture multi-agent system (9)
is improved.

Since continuous control will increase the communication
burden of agricultural multi-agent systems, in order to prevent
information redundancy and reduce the cost of systems, we
use sampling data to complete the distributed control of
the agricultural multi-agent system. The sampling control can
improve the robustness of the picking robot system. In what
follows, the purpose of this article is to design a distributed
control protocol so that the agricultural multi-agent system
(9) under the strongly connected digraph G accomplishes
the average consensus objective via sampled information.
Besides, when considering the communication time-delay, we
further explore how to develop the time margin of the
communication time-delay.

4. MAIN RESULTS

In this section, we investigate the average consensus problems
of the agricultural multi-agent system (9) whose communication
topologies are directed. Besides, information needs to be
transmitted between agents, and the excessive communication
time-delay will cause the oscillation or divergence of agricultural
multi-agent systems so that the robots in agriculture cannot
achieve position state consensus, which means that the robots
cannot accurately load the picked vegetables. Thus, we further
explore the average consensus problems of agricultural multi-
agent systems when there exist communication time-delays
among agents.

4.1. Distributed Control Protocol Without
Time-Delay
In this subsection, to reduce the communication cost of smart
agricultural multi-agent systems, we aim to solve the average
consensus problems of the agriculture multi-agent system by
taking advantage of sampled data. Toward this end, we introduce
a distributed control protocol by employing the sampled data
as follows:

ui(t) =
∑

j∈N(i)

aij(xj(kp)− xi(kp)), t ∈ [kp, kp+ p),

∀i, j ∈ In, k = 0, 1, 2, · · · (11)

where p is the sampled period. Based on L, we can rewrite (9) and
(11) as a compact form

x(kp+ p) = ψx(kp), k = 0, 1, 2, · · · (12)

where ψ = I − pL.
In the following, we explore the convergence problems of the

system (12). We propose a tree transformation for the system
(12). We first introduce a series of states as follows:

y1(kp) = x1(kp)

y2(kp) = x1(kp)− x2(kp)

y3(kp) = x1(kp)− x3(kp)

...

yn(kp) = x1(kp)− xn(kp).

(13)

Denote

Q =















1 0 0 · · · 0
1 −1 0 · · · 0
1 0 −1 · · · 0
...

...
...

. . .
...

1 0 0 · · · −1















=
[

C ∈ R1×n

E ∈ R(n−1)×n

]
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and the inverse matrix of Q is given by

Q−1 =















1 0 0 · · · 0
1 −1 0 · · · 0
1 0 −1 · · · 0
...

...
...

. . .
...

1 0 0 · · · −1















=
[

wr ∈ Rn×1 F ∈ Rn×(n−1)
]

.

With the help of Q, the states y1(kp), y2(kp), · · · , yn(kp) are
defined by

y(kp) ,











y1(kp)
y2(kp)

...
yn(kp)











= Qx(kp).

Substituting y(kp+p) = Qx(kp+p) and y(kp) = Qx(kp) into the
system (12) leads to

y(kp+ p) = (I − pH)y(kp) (14)

where H = QLQ−1 =
[

0 CLF

0n−1 ELF

]

. We denote ŷ(kp) =

[y2(kp), y3(kp), · · · , yn(kp)]T and the system (14) can be divided
into two subsystems:

y1(kp+ p) = y1(kp)− pCLFŷ(kp) (15)

and

ŷ(kp+ p) = (I − pELF)ŷ(kp). (16)

From (16), we can easily see that the reduced system (16)
achieving stability implies the consensus of the system (12).
Hence, the consensus problem of (12) turns into the asymptotic
stability problem of a reduced-order system (16).

With protocol (11) being employed, the average consensus
results can be obtained in the following theorem.

Theorem 1. For the system (9) whose communication topology
is the strongly connected digraph G, let the distributed control
protocol (13) be used. Then, the system (9) can achieve the average
consensus objective if and only if the following condition holds.

0 < p < minλi 6=0
2

λi
, ∀i ∈ In. (17)

Proof. The digraph G is strongly connected, its Laplacian
matrix L has a zero eigenvalue and n−1 non-zero eigenvalue with
positive real parts. It follows from Lemma1 that L is a symmetric
matrix. The eigenvalues of L contain a zero eigenvalue and n− 1
positive real numbers. Based on our defined H, we realize that
the eigenvalues of ELF are positive real numbers. To ensure the
reduced-order system (16) is stable, the condition ρ(I− pELF) <
1. Next, we target at exploring how to ensure ρ(I− pELF) < 1 by
picking up the sampled period p.

We introduce an inverse matrix T such that

T−1ELFT = 3 =













λ2 ∗

λ3
. . .

. . . ∗
λn













(18)

where λ2, λ3, · · · , λn are the nonzero eigenvalues of L and the
elements ∗maybe 0 or 1. Then, employing ỹ(kp+p) = P−1ŷ(kp+
p), ỹ(kp) = P−1ŷ(kp), we can convert the reduced-order system
(16) into

ỹ(kp+ p) = (I − p3)ỹ(kp). (19)

The stability of the systems (16) and (19) are equivalent. We can
further induce

ρ(I − p3) < 1 ⇔ |1− pλi| < 1 for all eigenvalues of L. (20)

Therefore, ρ(I − p3) < 1 holds if and only if p meets the
condition (17) holds. Based on the condition (17), the reduced
system (16) can reach stability, which denotes that the system (9)
is able to achieve the consensus.

Next, we calculate the convergence value of the dynamic
system (9). Let wr and wl denote the right eigenvector and left
eigenvector of L associated with its eigenvalue 0, respectively,
which satisfy wT

l
wr = 1. Correspondingly, we can easily obtain

that wr and wl are also the right eigenvector and left eigenvector
ofψ = I− pL associated with the eigenvalue 1. Since the digraph
G is strongly connected, we can develop that G is undirected and
connected. Without loss of generality, we select wr and wl that
satisfy wr = wl = 1√

n
1n. With (9), we can deduce

x(kp+ p) = ψx(kp)

= ψ
k+1

x(0).

Because ψ has an eigenvalue 1 and n − 1 eigenvalues whose
module is less than 1. Hence, we can develop

lim
k→∞

x(kp) = lim
k→∞

ψ
k
x(0)

= wrw
T
l x(0) =

1

n

n
∑

i=1

xi(0)

which implies the system (9) can achieve the average consensus
objective via sampled control. The sampled control can be used
to reduce the communication cost of the agricultural multi-agent
system (9). We complete this proof.

4.2. Distributed Control Problems With
Time-Delay
It is shown that under the proposed protocol without time-delay,
the states of all agents can be guaranteed to reach a consensus
whose value is the averaging of the initial states of all agents.
However, in the practical application of agriculture multi-agent
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systems, it may suffer from the effect of communication time-
delay. Especially in the completion of agricultural cooperative
tasks, information needs to be transmitted between agents, and
the excessive communication delay will cause the oscillation or
divergence of multi-agent systems, so the time-delay problem
needs to be considered.When considering the existing time-delay
τ which is less than 1 sampling period, the distributed control
protocol is constructed by

ui(t) =



















∑

j∈N(i)

aij(xj(kp− p)− xi(kp− p)), t ∈ [kp, kp+ τ )

∑

j∈N(i)

aij(xj(kp)− xi(kp)), t ∈ [kp+ τ , kp+ p)

∀i, j ∈ In, k = 0, 1, 2, · · · , 0 < τ < p.

(21)

We rewrite (9) and (21) as follows





x(kp+ p)

x(kp)



 = φ





x(kp)

x(kp− p)



 , k = 0, 1, 2, · · · (22)

where

φ =





In − (p− τ )L −τL

In 0



 . (23)

We can deduce from (22) and (23) that

x(kp+ p) = [In− (p− τ )L]x(kp)− τLx(kp− p), k = 0, 1, 2, · · ·
(24)

In the following, we also use the tree transformation for the
system (22), the consensus problem of (22) turns into the
asymptotic stability problem of a reduced-order system.

Substituting y(kp + p) = Qx(kp + p), y(kp) = Qx(kp), and
y(kp− p) = Qx(kp− p) into the system (22) leads to





y(kp+ p)

y(kp)



 =
[

In − (p− τ )H −τH

In 0n×n

]





y(kp)

y(kp− p)



 (25)

where H = QLQ−1 =
[

0 CLF

0n−1 ELF

]

.

We denote

ŷ(kp) = [y2(kp), y3(kp), · · · , yn(kp)]T ,
ŷ(kp− p) = [y2(kp− p), y3(kp− p), · · · , yn(kp− p)]T

and the system (25) can be divided into two subsystems:





y1(kp+ p)

y1(kp)



 =
[

1 0

1 0

]





y1(kp)

y1(kp− p)





−
[

(p− τ )CLF τCLF

0 0

]





ŷ(kp)

ŷ(kp− p)



 (26)

and





ŷ(kp+ p)

ŷ(kp)



 =





In−1 − (p− τ )ELF −τELF

In−1 0(n−1)×(n−1)









ŷ(kp+ p)

ŷ(kp− p)



 . (27)

From (27), we can easily see that the reduced system (27)
achieving stability implies the consensus of the system (9). With
the protocol (21) being employed, the average consensus results
can be obtained in the theorem below.

Theorem 2. For the system (9) whose communication topology
is the strongly connected digraph G, let the distributed control
protocol (21) be used. Then, the system (9) can achieve the average
consensus objective if and only if the following condition holds.

τ < minλi 6=0
1

λi
, 0 < p < minλi 6=0

2

λi
+ 2τ , ∀i ∈ In. (28)

Proof. Since the digraph G is strongly connected, its Laplacian
matrix L has a zero eigenvalue and n−1 non-zero eigenvalue with
positive real parts. It follows from Lemma1 that L is a symmetric
matrix.

We introduce an inverse matrix T such that

T−1ELFT = 3 =













λ2 ∗

λ3
. . .

. . . ∗
λn













(29)

where λ2, λ3, · · · , λn are the nonzero eigenvalues of L and the
elements ∗may be 0 or 1. Then, employing ỹ(kp+p) = T−1ŷ(kp+
p), ỹ(kp) = T−1ŷ(kp), and ỹ(kp − p) = T−1ŷ(kp − p) we can
convert the reduced-order system (27) into





ỹ(kp+ p)

ỹ(kp)



 = ζ





ỹ(kp+ p)

ỹ(kp− p)



 (30)

where

ζ =





In−1 − (p− τ )3 −τ3

In−1 0(n−1)×(n−1)



 . (31)

The stability of the systems (27) and (30) are equivalent. The
characteristic polynomial of ζ is given by

det(sI2n−2 − ζ ) =
∣

∣

∣

∣

sIn−1 − [In−1 − (p− τ )3] τ3

−In−1 sIn−1

∣

∣

∣

∣

. (32)
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TABLE 1 | Comparison of conditions for achieving average consensus in

distributed control protocols.

Number Distributed control protocols Conditions

1 ui (t) =
∑

j∈N(i) aij (xj (kp)− xi (kp)), t ∈ [kp, kp+ p) 0 < p < min 2
λi

2 ui (t) =



















∑

j∈N(i)
aij (xj (kp− p)− xi (kp− p)), t ∈ [kp, kp+ τ )

∑

j∈N(i)
aij (xj (kp)− xi (kp)), t ∈ [kp+ τ , kp+ p)

τ < min
1

λi

0 < p < min
2

λi
+ 2τ

From (32), we can easily obtain that ξ is a partitioned matrix. It
follows from Lemma 2 that

|ξ | = |sIn−1|
∣

∣sIn−1 − [In−1 − (p− τ )3]+ In−1(sIn−1)
−1τ3

∣

∣

=

∣

∣

∣

∣

∣

∣

∣

∣

s

. . .

s

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

s− [1− (p− τ )λ2]+ 1
s
τλ2

. . .

s− [1− (p− τ )λn + 1
s
τλn]

∣

∣

∣

∣

∣

∣

∣

∣

=
n

∏

i=2

[s2 − (1− pλi + τλi)s+ τλi]

=
n

∏

i=2

gi(s).

(33)

Then, by applying bilinear transformation s = z + 1

z − 1
, we have

fi(z) = pλiz
2 + 2(1− τλi)z + (p− 2τ )λi + 2 (34)

We can prove the polynomial gi(s) is Schur stable by making sure
that the polynomial (34) is Hurwitz stable. Let z = ωι, we can
further deduce

fi(ω) = −pλiω
2 + 2(1− τλi)ωι+ (p− 2τ )λi + 2. (35)

The real part and imaginary part of (35) are given by

fω(ω) = −pλiω
2 + (p− 2τ )λi + 2 (36)

and

fι(ω) = 2(1− τλi)ωι (37)

The polynomial (35) is Hurwitz stable if and only if the following
conditions hold.

C1) fω(ω) = 0 has two distinct roots γ1 < γ2.
C2) The real root γ3 of fι = 0 satisfies γ1 < γ3 < γ2.

C3) fω(0)f
′
ι (0)− f

′
ω(0)fι(0) > 0.

The condition C1) can be guaranteed by

1fω = 4(pλi)[2− (p− 2τ )λi] > 0. (38)

Noticing p > 0 and λi(i = 2, 3, . . . ,N). Based on (38), we
further induce

0 < p < minλi 6=0
2

λi
+ 2τ , ∀i ∈ In. (39)

If 1fω > 0, we can calculate two roots γ1 and γ2 of fω(ω) = 0 as
follows:

γ1 = −
√

1fω

2pλi
, γ2 =

√

1fω

2pλi
.

Based on fι = 0, we can get its root γ3 = 0. The condition
C2) is naturally satisfied. It is mainly because that γ1 <

0 and γ2 > 0 hold. Motivated by the condition C3), we
can deduce

[2− (h− 2τ )λi](1− τλi) > 0. (40)

With (39) and (40), we can develop that the
system (35) is Hurwitz stable if and only if p and
τ meet (28). Therefore, we can develop that the
reduced system (27) achieves asymptotic stability.
It denotes that the system (22) can achieve the
consensus objective.

Next, we calculate the convergence value of the system (22).
One of the eigenvalues of L is 0, Correspondingly, we can
infer that 1 are the eigenvalues of φ and the module value of
other eigenvalues is less than 1. Because G is undirected and
connected, we can pick up the right eigenvector and the left
eigenvector of the matrix φ corresponding to the eigenvalue 1
as follows:

wr = wl =
1√
n
1n

which satisfy wT
l
wr = 1. According to (24), we have

[

x(kp+ p)
x(kp)

]

= φ

[

x(kp)
x(kp− p)

]

= φk
[

x(0)
x(0)

]

.

Because φ all the other eigenvalues are in the unit circle. Hence,
we can develop

lim
k→∞

[

x(kp+ p)
x(kp)

]

=
[

wrw
T
l
0

wrw
T
l
0

] [

x(0)
x(0)

]

=
[

1
n

∑n
i=1 xi(0)

1
n

∑n
i=1 xi(0)

]

which implies that the system (9) can achieve the
average consensus even if the sampled instance p and the
communication time-delay τ satisfy the condition (28). This
proof is complete.

4.3. Analysis and Comparison of Protocols
We compare and analyze the condition of achieving the average
consensus of the agricultural multi-agent system without time-
delay and with time-delay. The protocols in different cases and
the conditions for achieving average consensus in agricultural
multi-agent systems are given in Table 1, where λi 6= 0 and
∀i, j ∈ In, k = 0, 1, 2, · · · , n, 0 < τ < p. As shown in
Table 1, number 1 is the distributed control protocol in the case
of no time-delay, it can be found that the upper limit of the
sampling period depends on the eigenvalue of L through the
control protocol (11) proposed by Theorem 1. For the case with
time delay is number 2, by applying control protocol (21) and
observation Theorem 2, we can find that the upper limit of
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FIGURE 1 | Agriculture picking multi-robot system.

time-delay τ depends on the eigenvalue of L, and the sampling
period is not only related to the eigenvalue of L but also related
to the value of τ . This means that on the premise that τ
meets the value condition, the upper limit of sampling period
p can be further calculated, and to obtain the corresponding
value range of sampling period p under different time-delay
τ values.

5. SIMULATIONS

This section will introduce two simulations to illustrate the
correctness of our developed theoretical results. Here, we
consider agriculture picking a multi-robot system including six
robots in Figure 1, in which robots can pick the vegetables
along the track. From Figure 1, we can see that the mechanical

arm length of multi-robots needs to satisfy the distance
between multi-robots and two plant areas for the purpose
of conveniently gathering the vegetables. Hence, we should
select a suitable orbital position to meet the distance d.
Without loss of generality, we assume that the position
state of the orbit is 5 such that the distance between
orbit and planting area is d. Motivated by distributed
averaging, we can pick up the initial states of six robots
as follows:

x(0) = [2, 6, 7, 3, 4, 8]T .

Example 1. The communication topology of multi-robots can
be described in Figure 2. We can easily see from Figure 2 that
the digraph G1 is strongly connected and weight unbalanced,
in which only the weight 1 is considered. We can get the
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FIGURE 2 | Strong connected digraph G1.

FIGURE 3 | The simulation result with p = 0.1.

Laplacian matrix L of G1. By Lemma 1, the specific values
of the matrix L are computed, and the eigenvalues of L are
further obtained. With the help of Theorem 1, then we can

compute the upper bound value of p is 0.16198. Hence, the
system (12) can reach the consensus objective if and only if p <
0.16198 holds.
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FIGURE 4 | The simulation result with p = 0.17.

FIGURE 5 | The simulation result with τ = 0.06,p = 0.25.

Frontiers in Plant Science | www.frontiersin.org 10 July 2022 | Volume 13 | Article 898183

https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/plant-science#articles


Ma et al. Agriculture Picking Multi-Robot Systems

FIGURE 6 | The simulation result with τ = 0.04,p = 0.24198.

With the distributed control protocol (11) being employed,
the state evolution of the system (12) with the sampled period
p = 0.1 is plotted in Figure 3 and with the sampled period
p = 0.17 in Figure 4. It is obvious from Figures 3, 4 that
the system (12) can achieve the average consensus objective
with value 5 when the sampled instant is p = 0.1 and the
system (12) is divergent when the sampled instant is p =
0.17, which coincide with the results of Theorem 1. Therefore,
our designed protocol can ensure the multi-robots reach the
arbitrary expected position by selecting the initial states of
the robots.

Example 2. When considering the communication time-
delay that is inevitable in communication among agents, we
can calculate that the time margin τ satisfies τmax = 0.081
and p < 2

λmax
+ 2τ based on (28). The state evolution

of the system (22) with τ = 0.06, p = 0.25, τ =
0.04, p = 0.24198, and τ = 0.081, p = 0.3 are plotted
in Figures 5–7, respectively. From Figures 5–7, we can see
that the system (12) can accomplish the average consensus
objective if τmax = 0.081 and p < 2

λmax
+ 2τ hold and

diverge, otherwise. Hence, the effectiveness of Theorem 2 can
be verified.

6. CONCLUSION

To prevent information transfer redundancy and reduce the
cost of the agricultural multi-agent systems, this article has
investigated the distributed averaging problems of directed
agriculture picking multi-robot systems with sampling control.
We have designed the distributed control protocols with and
without time-delay by neighbor information to accomplish
the average consensus objective, respectively. It is shown that
the necessary and sufficient conditions have been provided
for the average consensus, and the robots of the agriculture
picking multi-robot system can achieve the purpose of consensus
position state by setting the initial value. Two simulation
examples have been introduced to demonstrate the effectiveness
of our derived results. The distributed control protocols designed
by sampling control can achieve the average consensus, which
means that the agents of smart agricultural multi-robot systems
can achieve state consensus, and the robots of agricultural
multi-robot systems can accurately collect vegetables picked by
mechanical arms. The protocols we designed also can reduce the
information redundancy and control costs of smart agricultural
multi-agent systems by sampling control, even agricultural
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FIGURE 7 | The simulation result with τ = 0.081,p = 0.3.

multi-agent systems with time-delay, and provide a feasible
method to improve the mechanization level of smart agriculture.
At present, the proposed protocols are only applicable to the
structure proposed, and only apply to the case where the
sampling period is fixed, but we have further studied whether it is
still applicable in other environments. In the future, we attempt
to change the problem of the fixed sampling period into the study
of the variable sampling period, so that the multi-robot systems
can achieve average consistency under more working conditions
and further promote the smooth completion of cooperative tasks
among robots.
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