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High-quality orchard picking has become a new trend, and achieving the

picking of homogeneous fruit is a huge challenge for picking robots. Based

on the premise of improving picking efficiency of homo-chromatic fruit in

complex environments, this paper proposes a novel homo-chromatic fruit

segmentation model under Polar-Net. The model uses Densely Connected

Convolutional Networks (DenseNet) as the backbone network, Feature

Pyramid Network (FPN) and Cross Feature Network (CFN) to achieve feature

extraction and feature discrimination for images of different scales, regions of

interest are drawn with the help of Region Proposal Network (RPN), and

regression is performed between the features of different layers. In the result

prediction part, polar coordinate modeling is performed based on the

extracted image features, and the instance segmentation problem is reduced

to predict the instance contour for instance center classification and dense

distance regression. Experimental results demonstrate that the method

effectively improves the segmentation accuracy of homo-chromatic objects

and has the characteristics of simplicity and efficiency. The new method has

improved the accuracy of segmentation of homo-chromatic objects for

picking robots and also provides a reference for segmentation of other fruit

and vegetables.

KEYWORDS

homo-chromatic fruit, Polar-Net, DenseNet, instance segmentation, green fruit
1 Introduction

At present, among the various aspects of fruit and vegetable production management,

yield prediction and picking operations are important supports to realize their scientific

management, but at present, they are still mainly manual operations, presenting such

phenomena as high labor, high production costs, and low operational efficiency. As the
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population ages and urbanization intensifies, agricultural labor is

increasingly scarce, bringing many difficulties to agricultural

production. In order to alleviate the above-mentioned difficulties

in fruit and vegetable production and improve the

competitiveness of the product market, it is necessary to

improve the automation and intelligent operation level of fruit

and vegetable production management. Accurate segmentation

and identification of target fruits is the basic guarantee for fruit

and vegetable yield prediction and automatic picking operations

(Witus et al., 2018; Fu et al., 2020; Jia et al., 2020; Tang et al.,

2020). At present, in the complex unstructured actual orchard

environment, the interference of various factors such as light,

branch and leaf shading, and fruit color poses a great challenge

for the accurate segmentation of target fruits. Exploring efficient

and accurate segmentation algorithms for green target fruit,

reducing the rate of missed and misidentified green fruit,

improving the recognition accuracy of target fruit, and helping

scientific management of fruit and vegetable production has

attracted the attention of many scholars.

Traditional machine learning theory and optimal algorithm

have played an important role in the field of image segmentation

(Ilea and Whelan, 2011; Sharma and Suji, 2016; Li et al., 2020; Li

et al., 2022), and many scholars have conducted in-depth

research on the accurate segmentation and recognition of

green target fruits with the help of machine learning, and

promising results have been achieved in both spherical fruit

segmentation and long fruit segmentation. Li (Li et al., 2016)

proposed a fusion of Fast Normalized Cross Correlation (FNCC)

(Li et al., 2020) and Circular Hough transform (CHT) (Pedersen,

2007) method to detect immature green citrus with a success rate

of 84.4%. FNCC and CHT methods to detect immature green

citrus, which can effectively reduce false positive detection, and

the success rate of the new method reached 84.4% to establish an

initial yield localization system in orchards. Arefi (Arefi et al.,

2011) proposed segmentation algorithm using a machine vision

system knowing robot picking arm for picking ripe tomatoes, the

adopted algorithm extracts ripe tomatoes by removing the

background from RGB images and locates ripe tomatoes using

morphological features of the images with 96.36% accuracy.

Huang (Huang et al., 2018) used a graph segmentation

algorithm to segment green peach images into multiple layers,

calculate the saliency map of each layer and fuse them to obtain

discriminative regional feature integration (DRFI) saliency map,

which reduced the miscommunication of low probability fruits

with 88.3% correct recognition rate. Wang (Wang et al., 2021)

proposed a new kernel density estimation optimized clustering

segmentation algorithm kernel density clustering (KDC), for the

segmentation problem of orchards affected by complex

environments, which significantly reduces the computational

complexity by simple iterative clustering simple linear iterative

clustering (SLIC) (Noh and Woodward, 1976) algorithm. It

achieves efficient segmentation of target images. Most of the

above methods use features based on color, texture, and shape as
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the basis for target fruit segmentation, however, these features

are easily disturbed by light and environmental changes,

resulting in color distortion or weaker texture features; branch

and leaf occlusion or overlap also easily lead to the absence of

target fruit shape features; and the color characterization ability

of green target fruit is reduced by background color interference.

All these factors affect the segmentation, identification and

positioning accuracy of the target fruit, and it is difficult to

meet the operational requirements of various intelligent devices.

With the gradual entry of deep learning, more and more

computer vision problems are beginning to be solved with the

help of neural network architecture. The end-to-end processing

of deep learning has achieved better results in the direction of

image processing, thus drawing attention to agriculture, and

better progress has been made with the help of deep learning to

solve the problem of leaf homo-chromatic system, using the

advantages of end-to-end automatic detection process and deep

extraction of image features, eliminating many complex

operations of traditional vision algorithms, and the accuracy

has been significantly improved, and the segmentation speed has

been somewhat improvement. Li (Li et al., 2021) proposed a

segmentation model U-Net (Ronneberger et al., 2015) suitable

for small sample datasets, merged edge features and high-level

features of U-Net with the help of Atrous Spatial Pyramid

Pooling (ASPP) (Sullivan and Lu, 2007) structure, combined

with ASPP to achieve the acquisition of boundary semantic

information of the target image, as well as to resolve the

resolution of the feature map and the receiving field to achieve

accurate segmentation of fruits in the target image. Jia (Jia et al.,

2021) proposed a robust segmentation model RS-Net developed

specifically for fruit production, which extended Mask R-CNN

(He et al., 2017) by embedding an attention mechanism to focus

more on informative pixels and suppress the segmentation

disadvantages caused by natural environments such as

occlusion and lighting, thus achieving accurate and effective

recognition and segmentation of apples in natural orchards. Liu

(Liu et al., 2021) proposed a DLNet segmentation model for the

severe occlusion problem in complex orchard environments,

which extends the fully convolutional one-stage (FCOS) (Tian

et al., 2019) model by embedding a double-layer graph attention

networks (GAT) (Veličković et al., 2017) structure and attention

mechanism to segment the occluded and occluded objects with

the help of the GAT structure to achieve accurate detection and

segmentation of the occluded region. Sa (Sa et al., 2016)

proposed two feature extraction algorithms, multi-scale

multilayer perceptron and convolutional neural network,

which were used for apple segmentation and localization, but

knowledge was identified for a single class of fruit of the same

color family. Among the above fruit recognition algorithms

designed based on CNNs, they outperformed traditional

machine learning vision methods in several dimensions.

However, these methods rely on setting predefined anchor

frames to the original image during detection and then
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adjusting the network to get the bounding box, which can be

seen that these methods require high computational and storage

resources, slow recognition speed, poor real-time, and stability

and power consumption during normal operation are not

guaranteed, which cannot yet be directly applied to fruit and

vegetable picking equipment.

After analyzing the above domestic and international status

quo, this paper proposes a Polar-Net segmentation model to

achieve accurate segmentation of homochromatic fruits, which

is an anchor-frameless, single-stage, fully convolutional

approach to compress the model capacity and reduce

computational and storage resources without losing the

accuracy of anchor-frame-based target detection. This method

can accelerate the training and detection speed of the model,

which solves the contradiction between accuracy and speed in

previous fruit recognition and detection methods, and takes

good care of the detection accuracy of green fruits and their

working efficiency. In addition, to better adapt to the complex

orchard environment where the persimmon dataset in this paper

is located, the original PolarMask (Xie et al., 2020) model is

therefore improved based on its backbone network by replacing

the Residual Network (ResNet) (He et al., 2016) in the backbone

network with the Densely Connected Convolutional Networks

(DenseNet) (Huang et al., 2017) to reduce the computation;

Polar-Net embeds the Criss-Cross Attention (CCA) module

(Huang et al., 2019) in Feature Pyramid Network (FPN) (Lin

et al., 2017a) to fuse into Cross Feature Network (CFN) so that it

focuses on local The model incorporates RegionProposal

Network (RPN) (Girshick, 2015) in the feature extraction stage

to optimize the extraction of Region Of Interest (ROI) regions

for subsequent accurate segmentation and improve the model’s

detection accuracy under the interference of leaf occlusion,

overlap, and background of the same color. The Polar-Net

model can meet the multiple requirements of speed, accuracy,

and robustness in applying various intelligent technologies.
2 Data collection and dataset
creation

2.1 Data collection

In this study, the immature persimmon is used as the

research object, which fits the characteristics of green spherical

fruit. The accurate segmentation of the target fruit is very

challenging due to the influence of light and branch

background. The acquired image objects are immature

persimmons (green), and the varieties are oxheart persimmon,

chicken heart yellow, and mirror persimmon. The image

acquisition locations were the back mountains of Shandong

Normal University (Changqing Lake Campus) and the

southern mountains of Jinan City. Canon EOS 80D SLR
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camera was used for image acquisition, and the camera used

CMOS (complementary metal oxide semiconductor) image

sensor. The image resolution was 6000 pixels × 4000 pixels,

saved as JPG format, 24-bit color image. Considering the

operational scenarios of orchard yield measurement and

automatic machine picking, the image acquisition was as

comprehensive as possible, simulating different camera

positions and multiple angles around the fruit trees to obtain

images of the target fruit in different poses. The acquisition time

includes multiple time periods during the day and night, where

the daytime acquisition is a natural light environment (including

the case of downlight and backlight) and the night acquisition

uses LED as an auxiliary light source. During the acquisition

process, different time periods (with different light intensities),

different weather, different light angles, and different camera

angles should also be considered, i.e., the complex actual

operating environment of the orchard. A total of 568 images

of green persimmons under different environments were

collected, as shown in Figure 1, including nighttime,

overlapping, backlighting, down-lighting, shading, after rain,

and many other situations.

From Figure 1, it can be seen that the target fruit boundary is

not clear in the branch-obscured or fruit-overlapping images;

the target fruit surface is weakly lit in the backlit images, making

the segmentation boundary of the fruit not obvious, and even the

naked eye is difficult to identify its boundary; for the images with

shadows or raindrops, the segmentation accuracy of the target

fruit is also affected; the images at night are partially noisy due to

the influence of the acquisition environment, making

segmentation more difficult. In addition, the similar color of

the target fruit and the background will also bring some difficulty

to the segmentation.

The collected image samples maximally considered the

complex actual environment of the orchard, and 568 images

were sorted and classified, including overlapping, parasite, after

rain, backlight, nighttime, same color system, different color

system overlapping, etc. The detailed information of the sample

distribution is shown in Table 1.
2.2 Data set production

To meet the requirements of real-time detection of orchard

targets, the image resolution is compressed and processed from

6000×4000 to 600×400, which significantly reduces the

computational volume of the model without affecting the

segmentation accuracy. To further improve the image quality,

the images are scaled, randomly flipped and normalized.

The dataset was obtained using LabelMe software, labeling

the target fruit to produce a COCO format (Lin et al., 2014)

dataset. The edge contours of the target fruit were labeled using

LabelMe using labeling points and given labeling labels. The

labeling points divide the image into two parts, with the green
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target fruit inside the labeling points and the rest as the

background. All the labeling information such as label, label

point coordinates, etc. will be saved in a json file corresponding

to the original image. After that, the json file will be converted

into COCO format dataset using LabelMe. After the dataset is

created, it is divided into training establish and testing set, where

the number of images in the training set is 398 and the number

of images in the test set is 170.
3 Polar-Net: Same color fruit
instance segmentation model

To improve the segmentation accuracy and speed of green

target fruit in a complex real orchard environment, a fast and

efficient Polar-Net instance segmentation model is proposed in

this study. The network framework of this model uses Densely

Connected Convolutional Networks(DenseNet) as the backbone

network for feature extraction, introduces the FPN structure to

adapt to the multi-scale variation of feature extraction, and adds

CCA fusion to CFN on top of FPN to achieve feature extraction

of insignificant regions, and subsequently adds the RPN

structure to achieve feature discrimination to realize accurate

extraction of fruit features. The extracted features are output to

the head network and enter the parallel classification and
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regression branches to realize the construction of the poles

and pole coordinates of the fruit according to the extracted

features and output the final segmented instance contour. The

overall network structure of the original model is shown

in Figure 2.
3.1 Backbone

The Polar-Net model selects DenseNet as the backbone

network for the initial extraction of image features, and

outputs the feature map from the dense block, whose feature

maps are fused according to the top-down and lateral

connection, thus making the deep feature map and the shallow

feature map have the same level of semantic capacity to obtain

the feature pyramid FPN. Introducing FPN, realizing the

extraction of multi-scale The FPN is introduced to achieve the

extraction of multi-scale and multi-level features, thus satisfying

the extraction of small feature areas caused by the small green

fruit areas due to external factors such as lighting and shading.

3.1.1 DenseNet
DenseNet is a network that starts from features and aims to

use the least number of parameters to see more feature

information. Compared with ResNet, DenseNet improves
TABLE 1 Sample distribution details of green fruit images (The following table lists the number of persimmons in the dataset under different
scenarios).

Conditions overlapping Direct sunlight After the rain Backlight Night Cover No occlusion overlap

Number of persimmon images 523 109 113 207 125 518 98
B C

D E F

A

FIGURE 1

Images of green target fruits of persimmon under different environments ((A-F) are listed for green fruits at various angles and under different light).
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feature reusability by one level, and each layer uses the

summation of feature maps from all previous layers as input,

which in turn greatly enhances feature transmission and

encourages feature reuse. Dense blocks ensure that low-

dimensional features are not completely discarded and can

enhance the sensitivity to small target regions. The output of

each cell establishes a short connection with the output of each

convolutional layer of the next cell, thus achieving continuous

transmission of information, and the specific network structure

is shown in Figure 3.

For a convolutional network, assuming an input of x0 to the

image. The network is composed of L layers. Each layer

implements a nonlinear transformation Hi(.), where i denotes

the ith layer, and then what the ith layer obtains is a feature

mapping map x0, x1, x2,…xi-1 of all previous layers as input

x  1 = H1 x0, x1, x2,…, xi−1½ � (1)

Here, Fd-1 denotes the cascade of feature mappings. Defining

the input and output of the dth layer as Fd and Fd-1, respectively,

and the number of feature mappings as G0, Since the connection

between the input side of the cell and the convolution layer is

used, it is necessary to compress the feature map at the end of the

cell, and therefore the number of feature maps is controlled. The

convolution by 1×1 will be represented when:

Fd,LF = Hd
LFF Fd−1, Fd,1,…Fd,c

� �
(2)

the output of the cth convolutional layer can be expressed as:

Fd,c = H Fd� 1, Fd,1,…Fd,c−1
� �

(3)
FIGURE 3

DenseNet structure diagram (including three dense block blocks, three con
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Thus the final output unit will be expressed as:

Fd = Fd−1 + Fd,LF (4)

In this study, DenseNet is set up with three dense blocks,

each of which contains a 3×3 convolutional structure. In order to

decrease the number of input feature maps, a transition layer is

added in front of each dense block, aiming at both

dimensionality reduction to reduce the computation and

fusion of the features of each channel. The overlayer is set at a

1×1 convolutional layer, the number of channels is 4k, k is the

growth rate, and the growth rate 4k means that the

dimensionality of the output feature map of each dense layer

is four. To ensure the maximum flow of information between

each layer, all network layers are directly related. The input of

each layer is the sum of the mapped outputs of the previous

layer, and its peculiar feature mapping results are also used as the

input of the subsequent layers to further maintain the

feedforward features of the network and achieve the reuse

of features.

3.1.2 FPN
Although the final output feature map of DenseNet network

contains rich semantic information, its resolution is very low

after continuous up sampling, and detail information such as

boundary is basically lost, so it is suitable for extracting large

scale target features. While in the complex orchard environment,

the interference of external factors such as shading and lighting

makes the target fruit area small, in order to achieve feature

extraction for small area fruits, FPN is introduced. FPN is used
FIGURE 2

Polar-Net structure diagram (including three parts of feature extraction, ROI Align, and result prediction).
volution and pooling operations).
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to solve the multi-scale prediction problem by fusing the

semantic information of the deep feature map and the detail

information of the shallow feature map to construct a feature

pyramid, and distributing the targets to be detected at different

scales to the features at different levels of the pyramid graphs

responsible for prediction. By applying FPN to fruit recognition,

it can effectively improve the detection effect of the model for

different scales, especially small-scale target fruit, and thus can

better guide the recognition picking and path planning of fruit

and vegetable picking robots.

In this paper, the feature maps C1, C2, C3 output from the

three dense blocks in DenseNet are used to construct the feature

pyramid. C1, C2, C3 are fused by 1×1 convolutional lateral

connect ions with 2-fold up-top-winning top-down

connections to obtain P1, P2, P3, as shown in Figure 4A. Then

P4, P5 is obtained by P3 after two down sampling, as shown in

Figure 4B, to obtain the constructed feature pyramid {P1, P2, P3,

P4, P5}.

The features extracted by the DenseNet network will lead to

errors in the localization information of the deep layer network

after multiple down-sampling and up-sampling operations, and

the low layer network can provide more accurate feature location

information. FPN constructs feature pyramids with deeper

semantic information through top-down and lateral

connection connections, and accumulates the low layer

features and high layer features, making the FPN structure can

fuse the shallow layer with high resolution and the deep layer

with rich semantic information, enabling the construction of a

feature pyramid from a single input image at a single scale to a

feature pyramid with strong semantic information at all scales

quickly, without incurring significant time and space costs.
3.1.3 CFN
In the actual orchard environment, the target fruit area

brought by irresistible factors (lighting, shading) is too small,

and this small area will be continuously diluted with semantic

feature information after the continuous up sampling operation

of FPN, which increases the difficulty of target fruit feature

extraction. In addition, the extracted features should be the

balanced information of semantic features on each image, and
Frontiers in Plant Science 06
after the FPN structure will make more focus on the feature

information of adjacent information, so that the semantic

feature information of non-adjacent level will be continuously

diluted in each fusion. To alleviate the above problem, the Criss-

Cross Attentio (CCA) module is proposed to be embedded in the

FPN to fuse into a balanced feature pyramid CFN, which uses

lightweight computation and memory to model the contextual

relevance of local feature processes with the help of attention

mechanism, and the CCA module collects contextual feature

information in horizontal and vertical directions to enhance the

representation of pixel features. Thereby highlighting epistemic

features, the structure of which is shown in Figure 5 below.

After the feature map F obtained by DensNet + FPN

network extraction, the convolutional layer is first used to

obtain the reduced-dimensional feature map RF, and the RF
feedback is embedded into the CCAmodule. Space size of RF is C

× H × W. After entering CCA, the feature maps M and N are

generated after two 1×1 onvolutions, and their space size is C’ ×

H ×W; M and N are calculated by Affinity operation to obtain L,

and the space size of L is (W × H-1) × W × H. The SoftMax

operation is performed on the dimension of L to obtain A, and

the space size of A is still (W × H-1) × W × H. For X at any

position in the feature map, the features of C’ channels are

extracted and obtained to form the feature map at that position

Cx, the size is 1×1×C’, and a similar operation is performed to

extract the feature vector at the cross position, noted asWx, there

are H+W-1 positions, so the vector size is (H+W-1) × C’.

RF after 1×1 convolutions of to obtain R’F,W of size C×H×W,

define the feature vector Vx of size 1×1×C’, obtain the cross

feature vectorWx of size (H+W-1)×C’ at position x, and perform

aggregation to obtain RF,RF of space size C×H×W.

R 0
F =oi∈ Wxj jZi,xWi,x   +RF (5)

In Eq. 5, Zi,xWi,x is the position corresponding elements are

multiplied by it and context information is added to the local

features RF to enhance the local features and to enhance the

pixel-wise representation. The feature map R’F is obtained after

the CCA module to provide remote contextual information for

each pixel in a crisscross manner, aggregating contextual

information in horizontal and vertical directions. Thus, it
BA

FIGURE 4

FPN connection method (pi denotes the output of each layer, the income of both (A) and (B) plots are the output of DenseNet network).
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makes a wide range of contextual views and selectively

aggregates contextual information based on the spatial

attention map.

3.1.4 RPN regional generation network
After the DenseNet + FPN and CFN networks, the extracted

feature information concerns all the information elements of the

input image’s location, and the RPN is introduced to obtain the

region of interest in the target fruit segmentation, whose

structure is shown in Figure 6. Firstly, after a convolution of

3×3, a feature map of 256×16×16 is obtained, which can be

regarded as 16×16 256-dimensional feature vectors, and then

after two convolutions of 1×1, a feature map of 18×16×16 and a

feature map of 36×16×16 are obtained respectively, that is,

16×16×9 results, each containing two scores and four

coordinates, and then combined with the pre-defined anchor

frame, after post-processing, the candidate region ROI

is obtained.

In this paper, for the predefined anchor boxes, due to the

large differences in the size of the target fruits in the images, as

well as the overlap between the target fruits and the influence of
Frontiers in Plant Science 07
branch and leaf occlusion factors, which make the horizontal

and vertical ratios of the exposed area vary greatly, according to

the image characteristics, three different area scales of 16×16,

64×64 and 128×128, three in the aspect ratios of 1:1, 1:2 and 2:1

are randomly combined, and the above 9 bounding boxes are

used in the extracted 9 anchor boxes are generated on the

extracted feature map. Finally, the feature candidate boxes are

input into the classification branch of the head structure to get

two scores, foreground (object) and background score, to judge

the candidate box categories.
3.2 Result prediction

After obtaining the candidate frame of the target region, an

efficient instance segmentation model based on Polar-Net green

target fruit is further constructed, and the specific segmentation

process is as follows: based on the given instance mask, the

central sample (xcen, ycen) and the points on the instance contour

are sampled based on the instance; the distance from the center

of the sample to the points on the contour is predicted {l1, l2, l3,
FIGURE 6

RPN structure workflow diagram (to generate the final effect of the candidate box for simple and beautiful, selected four candidate boxes).
FIGURE 5

CCA module (RF feature maps are processed by the CCA module to highlight tabular features).
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…,ln} and a ray of length {l1, l2, l3,…,ln} is drawn from the center

of the sample at a fixed angle (here n=36).

Based on the points on the ray, the points on the contour are

determined using NMS, and the specific contour of the instance

is inscribed. The newmethod can obtain the center sample based

on the pre-training of the network, and the outline of the

instance is obtained by polar coordinate construction based on

the predicted distance and the center sample, from which the

problem is converted into a prediction that determines the

distance to the outline point.
3.2.1 Selection of the central sample
To obtain the masked contour of the target fruit, a polar

coordinate system is established for the ROI region obtained

through the above network, and the range of polar sitting system

pole samples is selected first. According to the classification

branch of Polar-Net model, the pixel regions in the four

directions above and below the center of gravity are selected

based on the center of gravity of the image, and a total of N~M

pixel points are selected, and the selected pixel points are taken

as the center samples. There are various choices for the selection

of the center sample, and the center of gravity of the target fruit

is selected as the center of gravity sample in this study.
3.2.2 Prediction {l1, l2, l3,…,ln}
The polar coordinate system is established with the selected

central sample as the center and the polar axis , with the specified

length unit and clockwise as the positive direction; specifically, a

ray is drawn from the center of the pole as the polar axis, one is

selected as the length unit, and the polar coordinate system is

established with the clockwise direction as the positive direction.

After the polar coordinate system is established, the distance

from the center sample to the contour boundary {l1, l2, l3,…,ln}

needs to be obtained to obtain the contour points of the green

target fruit. First, a direction is selected from the center of polar

coordinates, and then the selected direction is scanned outward

pixel by pixel to determine whether it belongs to the target

object, until all pixels of the whole picture are judged, and finally

the farthest pixel point belonging to the object is selected as the

length of the ray emitted from that direction by that point.

The number of rays is chosen, according to experiments, the

more the number of rays will bring more gain, but too many will

also cause saturation, because after the number reaches a certain

level, it is close to the actual value. The best results were obtained

through experimental studies when the number of rays was

chosen to be 36. Therefore, when predicting the length, 36 rays

are selected, and one predicted length is selected at 10° intervals.

3.2.3 Center-ness
In this model, the centrality concept is introduced with the

help of FCOS ideas, which is used to suppress some low-quality

detection frames without introducing additional hypermutate.
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Unlike the FCOS idea, Polar-Net is concerned with instance

segmentation under one stage rather than target detection.

When predicting the result of a certain instance segmentation,

a set of distances from the centroid of the contour can be

obtained {l1, l2, l3,…,ln}. As a result, Polar Center-ness can be

obtained as following.

Polar Center� ness  =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
min l1, l2,…, lnf gð Þ
max l1, l2,…, lnf gð Þ

s
(6)

The network outputs two branches: classification and

centrality, multiplying the above centrality with the number of

classifications (k) to obtain the final confidence score, and then

after setting the confidence score threshold to 0.05, assembling

the instance profile based on the maximum 1k highest scoring

predictions for each FPN level, merging the highest predictions

for each level, and applying a non-maximum suppression

(NMS) with a threshold of 0.5 to generate the final result.

3.2.4 Contour masking
In the polar coordinate system, the specific coordinates of

the points on the outline of the green target fruit are further

obtained from the coordinates of the center point (xcen, ycen) and

the set of 36 ray lengths {l1, l2, l3,…,ln}, so as to obtain the real

outline image of the green fruit.

xa=cos∂a∗la+xcen (7)

ya = sin ∂a ∗ la + ycen (8)

Where, the obtained (xa, ya) is the coordinate point on the

Perspex contour, la is the specific ray that the calculated

coordinate point depends on, ∂a is the angle of the offset of

the center point of the with under the selected ray, and (xcen, ycen)

is the selected center sample coordinate. The coordinates of the

points on the contour are calculated according to the formula,

and an arbitrary point is selected, and the instance contour is

obtained by connecting these contour points in sequence along

the clockwise direction, at an interval of 10° each time.
3.3 Loss function

The model is trained by iteratively predicting the loss

between the prediction frame and the real frame after model

training to achieve the green fruit segmentation ability, and

updating the model training parameters according to the back

propagation speed of the loss value until the loss is reduced and

converges to a value interval to obtain an optimal loss function

for model training. The loss function in Polar-Net model is based

on the prediction target of each branch of the model, the task

type, the proportion of positive and negative samples. The loss

function consists of Lcls、 Lcen、 Lmask three parts, Lcls、 Lcen、

Lmask which are calculated by Focal Loss (Lin et al., 2017b),

BCE Loss (De Boer et al., 2005), and IoU Loss (Yu et al., 2016),
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respectively, and its loss function is shown as follows.

L = Lcls + Lcen + Lmask (9)

Where the loss function of the classification branch Lcls , and

the loss function of the centrality branch Lcen , is calculated as

showed below.
Lcls =

1
Npos

ox,yLcls clx,ycl
∗
x,y

� �
(10)

Lcen =
∂

Npos
ox,ycl

∗
x,yLcen(cenx,y , cen

∗
x,y) (11)

In Eq. clx,y, cenx,y are the predicted values of classification

branch and centrality branch at spatial position (x, y),

respectively; cl∗x,y , cen∗x,y corresponds to the training value at

spatial position (x, y); Npos denotes the number of positive

samples; ∂ is the balance coefficient of the loss term.

The mask branch in the Polar-Net model is mainly used to

realize the regression of dense distances. When actually building

the regression model, the following two problems are likely to

arise: first, for the regression of the distance from the centroid to

the outline of the instance actually regresses the length of n rays

(n=36), which is still relatively dense compared to the

classification part, thus causing an imbalance between the

regression loss and the classification loss. Second, for instance,

the 36 rays to be regressed should all be regressed as a whole,

rather than individually. In order to better solve the regression

problem of this model, Polar IoU loss is introduced in the Polar-

Net model based on IoU loss, and the area intersection ratio

(IOU) between the predicted area and the true value area is

calculated in polar coordinates, as shown in Figure 7. That is:

IoU =
∫□ 2p

0

1
2
min(l, l ∗ )2d ∂

∫□ 2p
0

1
2
max(l, l ∗ )2d ∂

(12)

Here the regression target l and the predicted l* are the

lengths of the rays.
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This equation is then converted to the discrete state as:

lmin□ = min(l, l∗), lmax□ = (l, l∗) (13)

IoU = lim
N!∞

oN
i=1

1
2
l2minD ∂i

oN
i=1l

2
maxD ∂i

(14)

Then if the power form is discarded and simplified to the

following form, the impact on performance is minimal. The final

Polar Iou Loss is a binary cross-entropy loss. Since the optimal

IoU is always one, the loss is actually the negative logarithm of

Polar Iou:

Polar  IoU Loss  =  logo
no
i=1 lmax

o
no
i=1 lmin

(15)

The loss function proposed here for the regression problem

can solve the 36-ray overall regression problem on the one hand,

and on the other hand it is differentiable, can be back-

propagated, and is very easy to implement parallel

computation, thus facilitating a fast-training process for overall

prediction of regression metrics. By conducting experimental

comparisons with other loss functions, it is shown that the

method improves the overall performance of the system and is

able to automatically maintain a balance between classification

loss and regression loss for dense distance prediction.
4 Results and analysis

4.1 Experimental design and parameter
setting

The processing platform for both the experimental

algorithms and their comparison algorithms are run on a

server equipped with Ubuntu 18.04LTS operating system,

32GB GPU Tesla V100 and V10.0 CUDA environment, and

all programs are written in Python language and based on

Pytorch 1.4 deep learning library.

Migration learning can solve the overfitting problem of the

model in the training process; therefore, we use a pre-trained

model based on the COCO dataset as the initial weight model for

this experiment, based on which the loss function can converge

to a stable value as soon as possible and speed up the training

data. The model is optimized using stochastic gradient descent

stochastic gradient descent (SGD) (Bottou, 2010), and we set the

initial learning rate to 0.0025, the weight decay to 0.0001, and the

momentum of 0.9. The maximum number of iterations is 24

when performing algorithm training, and the model is stored

once per iteration. The goodness of the model is not better with

more iterations, the training accuracy of the model increases

rapidly with the number of iterations and is generally stable. Too
FIGURE 7

Polar IoU loss representation diagram.
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much training may lead to overfitting, so the trained model

needs to be tested and assessed.
4.2 Model training

The efficient instance segmentation optimization model for

green target fruit proposed in this study is as follows. Rich green

fruit images are collected in an orchard environment using a

Canon EOS 80D DSLR camera. Compress captured green fruit

images and reduce the image resolution from 6000×to 4000 to

600×400. Images were labeled using LabelMe software, and each

target fruit was labeled as an independent connected domain to

produce a COCO format dataset. Use the produced dataset as the

input of the cavernous convolutional network. Build the Polar-

Net base network framework and analyze the network structure.

Polar-Net base network framework, get the optimal network

training model, and train the input data to get the green fruit

segmentation model. Input test to evaluate the segmentation

results of the obtained green fruit segmentation model utilizing

evaluation metrics, and adjust the parameters of the model

according to the evaluation structure. Repeat the training to

improve the model until the optimal network model is generated.
4.3 Evaluation metrics

In order to evaluate the effectiveness of this model for green

spherical fruit recognition segmentation, two indicators,

accuracy and running time, are used to evaluate the model in

this paper, and the values of accuracy are both in the range of

[0,1], where Averagetime is defined as the evaluation indicator of

average running time, as follows.

Precision =
TP

TP + FP
(16)

Averagetime = o
n
i=1t

n
(17)
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Where TP is the number of true positive samples, FP is the

number of false positive samples, t is the time required for each

iteration, and n is the number of iterations.
4.4 Green target fruit splitting effect

In real orchard scenes, the target fruit is not the same in the

images, and the segmentation effect will be affected to different

degrees. For example, in images with sparse fruits, the

recognition will be clearer and more obvious; but for those

overlapping, same color images, it will not be easy to segment in

the actual segmentation process; at night or in images with

backlight or water drops, it is also difficult for segmentation. In

this study, the Polar-Net instance segmentation model is used to

segment the green unripe persimmons, and the segmentation

effect is shown in Figure 8.

As can be seen in Figure 8, we acquired persimmon images

with denser fruits, a larger number of fruits, the presence of a

situation where they are heavily obscured by leaves and

branches, a small target fruit sampled in the distant view, a

more complex image acquisition environment, and persimmon

fruit images in a variety of complex environments were selected.

The performance of this optimization model is evaluated for

these images in complex environments for fruit segmentation,

selection accuracy and time required.

Since the model is based on detection followed by

segmentation, to demonstrate its performance, the accuracy for

detection and segmentation is recorded separately, and Table 2

below shows the accuracy of segmentation and detection of

Polar-Net after testing on the Persimmon sub-dataset.

where, APb
50 , APs

50 are the accuracy of the model’s

prediction borders and mask segmentation under the threshold

of IoU=0.5; mAPmb, mAP□
ms are the accuracy of the model’s

prediction borders and prediction masks for the network under

10 IoU thresholds of [0.5, 0.55, 0.6,…, 0.95] and averaging the 10

APs obtained; furthermore, mAPs , mAPm, mAPl are the

combined results of the model for small-scale fruit, medium-
FIGURE 8

Effect of segmentation on unripe persimmon(The first row represents the original data set, and the second row shows the effect after
segmentation by Polar-Net model).
frontiersin.org

https://doi.org/10.3389/fpls.2022.1054007
https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org


Jia et al. 10.3389/fpls.2022.1054007
scale fruit, and large-scale fruit prediction results in the three

scales of [0,322], [322,962], and [962,INF], respectively.

4.4.1 Algorithm comparison
To further illustrate the effectiveness of the model for green

fruit recognition segmentation, the current advanced algorithms

for target detection and segmentation were selected from two

performance perspectives, respectively, including anchor-frame-

based two-stage algorithm: Faster R-CNN; anchor-frame-based

single-stage algorithms: SSD512 (Liu et al., 2016), YOLACT

(Bolya et al., 2019), SOLO (Wang et al., 2020) and single-stage

algorithms without anchor frames: FCOS, FoveaBox (Kong et al.,

2020) and the original PolarMask method comparison algorithm

with Polar-Net model using the same persistence sub-dataset, on

the same configuration of the experimental platform, the initial

learning rate are set to 0.0025, the weight decay are set to 0.0001,

both set the momentum to 0.9, run and evaluate the algorithm

performance in detecting or segmenting fruits under complex

natural conditions. When evaluating the algorithm, in addition

to assessing the accuracy of the algorithm’s detection or

segmentation, we also need to consider the time the algorithm

takes to actually detect or segment the target. We are able to

reduce the detection or segmentation time while ensuring

accuracy, and if the segmentation time does not meet the
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real-time requirements to be truly operational, it loses its

relevance. Table 3 below lists the differences in recognition

performance between the comparison algorithms and Polar-

Net, and the specific experimental evaluation results are

presented in Table 3.

where mAPb indicates the detection accuracy, mAPs

indicates the segmentation accuracy, Averagetimeb indicates

the time required by detecting, Averagetimeb indicates the time

required by segmentation, and “-” indicates that the model does

not have the ability to predict borders or masks, for example,

Faster R-CNN is a target detection algorithm, which can only

predict the border to locate the target fruit in the image, but

cannot segment the fruit mask, so the value ofmAPs is “-”; SOLO

is an instance segmentation algorithm, but its segmentation does

not need to rely on the border predicted by the detector, but to

segment each fruit directly Therefore, the value of mAPb is “-”.

In terms of detection performance, the method in this paper

has further improved on PolarMask and has good performance

in segmentation performance. In the comparison of many

algorithms, the Polar-Net method clearly achieves better

results in the evaluation on the persistence sub-dataset and is

only slightly inferior to Faster runs in detection, but both in

terms of model capacity, complexity and detection speed, Polar-

Net makes up for its small loss in accuracy with a cleaner
TABLE 3 Recognition detection segmentation effect of each model on persimmon data set.

methods mAPb Averagetimeb mAPs Averagetimes

Two-stage anchor-based

Faster RCNN 70.0% 0.50s — —

One-stage anchor-based

YOLACT 64.7% 0.46s 61.0% 0.45s

SSD512 64.1% 0.85s — —

SOLO — — 58.6% 0.49s

One-stage anchor-free

FCOS 66.0% 1.19s — —

Foveabox 68.1% 1.24s — —

PolarMask 66.4% 0.44s 63.6% 0.52s

ours 69.8% 0.41s 65.1% 0.44s
TABLE 2 Accuracy of detection and segmentation under the data set.

Detection Segmentation

Metric Value Metric Value

mAPb 69.8% mAPs 65.1%

APb
50

89.9% APs
50 88.7%

APb
75

76.6% APs
75 71.9%

mAPb
s

22.9% mAPs
s 13.6%

mAPb
m

68.9% mAPs
m 64.5%

mAPb
l

81.5% mAPs
l 79.7%
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architecture, less computation and faster detection speed. Polar-

Net, on the other hand, is more efficient in detection, takes less

time, and further improves the operation speed while ensuring

accuracy. Therefore, after the above analysis, our method

achieves excellent results in terms of both segmentation

accuracy and segmentation time, and can basically meet the

real-time requirements with strong generalization ability

and robustness.
5 Conclusion

In the real complex unstructured orchard environment, for

the challenge of efficient segmentation of green target fruit, this

study proposes Polar-Net green target fruit instance

segmentation model with unripe green persimmon as the

research object. The new model uses are DenseNet as the

backbone network for feature extraction, and introduce FPN,

CFN, and RPN structures to achieve different scale feature

extraction and obtain ROI regions as the input of Polar-Net

head network. The target centroids are found in polar branch

and polar coordinates are completed to establish, and the target

fruit contours are found together with mask branch to complete

the instance segmentation of the target fruit. During the training

process, Polar IoU loss is used for the loss function. Testing the

model on both the persimmon dataset and coco dataset showed

substantial improvement in accuracy over existing model

algorithms. The Polar-Net model achieves accurate

segmentation of green fruit in complex environments with its

simple model architecture and less computational storage.

The Polar-Net model achieves accurate detection and

segmentation of green fruit in complex environments, and the

segmentation speed is greatly improved. Moreover, the model is

a single-stage anchoress frame, and its generalization ability is

strong, so the model can be applied to the production detection

of other fruit and vegetables. In future research, the complexity

of the orchard environment needs to be further considered, and

the model needs to be further improved for the existence of force

major such as shading in the orchard environment to improve

the real-time working ability of the model, so that it can be better

applied to work in the miscellaneous orchard environment.
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Veličković, P., Cucurull, G., Casanova, A., Romero, A., Lio, P., Bengio, Y., et al.
(2017). Graph attention networks. arXiv preprint arXiv.

Wang, Z., Jia, W., Mou, S., Hou, S., Yin, X., Ji, Z., et al. (2021). KDC: A green
apple segmentation method. Spectrosc. Spectral Anal. 41 (9), 2980–2988.
doi: 10.3964/j.issn.1000-0593(2021)09-2980-09

Wang, X., Kong, T., Shen, C., Jiang, Y., and Li, L. (2020). Solo: Segmenting objects
by locations. European conference on computer vision (Cham: Springer), 649–665.

Witus, I. K., On, C. K., Alfred, R., Ibrahim, A., Ag, A., Guan, T. T., et al. (2018). A
review of computer vision methods for fruit recognition. Advanced Sci. Lett. 24 (2),
1538–1542. doi: 10.1166/asl.2018.10786

Xie, E., Sun, P., Song, X., Wang, W., Liu, X., Liang, D., et al. (2020). “Polarmask:
Single shot instance segmentation with polar representation,” in Proceedings of the
IEEE/CVF conference on computer vision and pattern recognition (IEEE). 12193–
12202.

Yu, J., Jiang, Y., Wang, Z., Cao, Z., and Huang, T. (2016). “Unitbox: An advanced
object detection network,” in Proceedings of the 24th ACM international conference
on Multimedia (Amsterdam: ACM). 516–520.
frontiersin.org

https://doi.org/10.11975/j.issn.1002-6819.2018.23.017
https://doi.org/10.11975/j.issn.1002-6819.2018.23.017
https://doi.org/10.1016/j.patcog.2011.03.005
https://doi.org/10.1177/1729881420925310
https://doi.org/10.1007/s11119-021-09846-3
https://doi.org/10.1109/TIP.2020.3002345
https://doi.org/10.1109/TASE.2021.3062979
https://doi.org/10.1109/TASE.2021.3062979
https://doi.org/10.1016/j.jclepro.2019.119464
https://doi.org/10.1016/j.compag.2020.105900
https://doi.org/10.1007/s11119-016-9443-z
https://doi.org/10.1007/s11119-016-9443-z
https://doi.org/10.1016/j.jksuci.2021.09.023
https://doi.org/10.3390/s16081222
https://doi.org/10.14257/ijsip.2016.9.5.18
https://doi.org/10.1038/sj.bjc.6603525
https://doi.org/10.3389/fpls.2020.00510
https://doi.org/10.3964/j.issn.1000-0593(2021)09-2980-09
https://doi.org/10.1166/asl.2018.10786
https://doi.org/10.3389/fpls.2022.1054007
https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org

	Polar-Net: Green fruit instance segmentation in complex orchard environment
	1 Introduction
	2 Data collection and dataset creation
	2.1 Data collection
	2.2 Data set production

	3 Polar-Net: Same color fruit instance segmentation model
	3.1 Backbone
	3.1.1 DenseNet
	3.1.2 FPN
	3.1.3 CFN
	3.1.4 RPN regional generation network

	3.2 Result prediction
	3.2.1 Selection of the central sample
	3.2.2 Prediction {l1, l2, l3,&hellip;,ln}
	3.2.3 Center-ness
	3.2.4 Contour masking

	3.3 Loss function

	4 Results and analysis
	4.1 Experimental design and parameter setting
	4.2 Model training
	4.3 Evaluation metrics
	4.4 Green target fruit splitting effect
	4.4.1 Algorithm comparison


	5 Conclusion
	Data availability statement
	Author contributions
	Funding
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages false
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 1
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU (T&F settings for black and white printer PDFs 20081208)
  >>
  /ExportLayers /ExportVisibleLayers
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


