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Character-interested binary-like
image learning for text image
demoiréing

Zhanpei Zhang, Beicheng Liang, Tingting Ren, Chengmiao Fan,
Rui Li and Mu Li*

Department of Computer Science and Technology, Harbin Institute of Technology, Shenzhen,
Guangdong, China

Despite the fact that the text image-based optical character recognition (OCR)
methods have been applied to a wide range of applications, they do suffer
from performance degradation when the image is contaminated with moiré
patterns for the sake of interference between the display screen and the
camera. To tackle this problem, we propose a novel network for text image
demoiréing. Specifically, to encourage our study on text images, we collected
a dataset including a number of pairs of images with/without moiré patterns,
which is specific for text image demoiréing. In addition, due to the statistical
differences among various channels onmoiré patterns, a multi-channel strategy
is proposed, which roughly extracts the information associated with moiré
patterns and subsequently contributes to moiré removal. In addition, our
purpose on the text image is to increase the OCR accuracy, while other
background pixels are insignificant. Instead of restoring all pixels like those
in natural images, a character attention module is conducted, allowing the
network to pay more attention on the optical character-associated pixels
and also achieving a consistent image style. As a result from this method,
characters can be more easily detected and more accurately recognized.
Dramatic experimental results on our conducted dataset demonstrate the
significance of our study and the superiority of our proposed method compared
with state-of-the-art image restoration approaches. Specifically, the metrics of
recall and F1-measure on recognition are increased from 56.32%/70.18% to
85.34%/89.36%.

KEYWORDS

multi-sensor imaging, deep learning, text image, demoiréing, multi-channel, moiré
pattern, optical character recognition

1 Introduction

Due to the huge number of text images, the automatic text recognition from
a given image is quite necessary in recent years. Thanks to the techniques of
optical character recognition (OCR) [1–3], image-based text detection [4, 5] and
recognition [6] have been effectively improved and are widely applied to many
applications, such as ID card recognition [7], table recognition [8], and license plate
recognition [9, 10]. Despite the fact that these methods have achieved satisfactory
performances, they are sensitively influenced by the quality of images. As displayed
in Figure 1, it is a general and inevitable phenomenon that the captured image
is corrupted with diverse moiré patterns due to interference between the display
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FIGURE 1
OCR on the images with (A) or without (B) moiré patterns. Characters in green denote the accurate recognition, and characters in red denote the
inaccurate recognition. Making a comparison between (A) and (B), recognition accuracy on the text image is significantly influenced by the
moiré patterns.

screen and the camera, resulting in significant performance
degradation in both character detection and recognition. Thus, in
this paper, we focus on the moiré pattern removal from the text
images for OCR.

It is particularly challenging to remove moiré patterns from
photographs. Different from other corruptions, such as noise [11,
12], rain [13, 14], and haze [15, 16], the moiré pattern exhibits a
diverse range of characteristics. Specifically, as shown in Figure 1B,
colors, thickness, and shapes (stripes or ripples) are even diverse
across different areas in a photograph, and the frequency domain,
as analyzed in [17], further demonstrates its complexity.

Torestoretheimage,[18]proposedaconvolutionalneuralnetwork
(CNN), in which a multi-resolution strategy is adopted to remove the
moirépatterns fromawide rangeof frequencies. Inspiredby thiswork,
other studies [17, 19–22] have been proposed for image demoiréing.
Despite the fact that these aforementioned works effectively obtain a
moiré-free image from the input, they are only adaptive for natural
images, as the structures between text images andnatural imagesdiffer
significantly. Compared with natural images, the key information in
text images is theoptical characters. Inotherwords, thepurposeof text
image demoiréing is to improve the accuracy of text recognition after
restoration, which encourages us to pay more attention on the optical
character-associated pixels. Thus, not only the moiré patterns should
be removed from the raw image but also the semantic structures of
optical characters should be enhanced.

To achieve this goal, we propose the text image demoiréing
network (TIDNet). Considering that the moiré pattern in the G
(green) channel is statistically weaker than that in the R (red) and
B (blue) channels [17], its edge patterns are roughly but adaptively
extracted by our presented rough moiré pattern extraction module,
regardless of whether the scales of values in the R, G, and B channels
are different or similar. Furthermore, we also propose a character
attention module, allowing the network to particularly pay much
more attention on the optical characters for our OCR application.

In detail, as shown in Figure 2, it is obvious that under different
viewpoints and capturing distances, colors of moiré-contaminated
images captured from the same image differ significantly, making
complete recovery more difficult. In addition, if an image is covered
by watermarks (Figure 2A), it seems impossible to restore it from
the contaminated images due to the missing information in image
collection (Figures 2B–D). Subsequently, the inaccurate background
pixel estimation may even inversely result in the degradation of
performance. In fact, we need to improve the recognition accuracy.
The greater the difference between the foreground and background,
the easier it is to detect and recognize the text. Thus, apart from
image demoiréing, we further transform diverse image styles to a
consistent version, where the background pixels are white, while
the foreground characters are black. Thanks to this strategy, not
only the estimation for the complex background is avoided but
also the difference between the characters and background pixels is
enlarged, contributing to both character detection and recognition.
In addition, a mask strategy and a semantic measurement are jointly
introduced, allowing our model to pay much more attention on the
character-associated pixels.

In order to achievemoiré pattern removal, a dataset is necessary.
In addition, we create a text image dataset named HITSZ-TID,
which is composed of 3,739 pairs of images. For each pair, it
consists of an image contaminated with moiré patterns, as well as its
associated reference image without moiré patterns. Particularly, we
extract the contaminated image under multiple devices, viewpoints,
and distances, ensuring the diversity and generalization of our
collected dataset.

The main contributions of this paper are as follows:

• A text image demoiréing network (TIDNet) is particularly
designed for text image demoiréing. Thanks to our proposed
method, the recognition accuracy on text images contaminated
with moiré patterns is greatly improved. Values of Recall and
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FIGURE 2
(A) Image without moiré patterns. (B–D) Images with moiré patterns, which are captured under different viewpoints and distances.

FIGURE 3
Image alignment. The reference image and the captured image contaminated with moiré patterns are aligned according to their corresponding
corners: (A) reference image, (B) captured image, and (C) aligned image.

F1-measure on recognition increased from 56.32%/70.18% to
85.34%/89.36%.

• The rough moiré pattern extraction module and character
attention module are jointly introduced into our TIDNet.
Due to the differences in different channels on the moiré
patterns, the moiré is first removed roughly. Furthermore, the
textural and semantic characters are also exploited, which are
specifically adaptive for text image moiré removal.

• A dataset HITSZ-TID which is for text image demoiréing
is created. It consists of 3,739 image pairs, where each
pair contains an image contaminated with moiré patterns
and its corresponding reference image free from the moiré
patterns. This dataset fills the gap between the OCR and
image demoiréing, contributing to the research study on these
two fields.

The rest of this paper is organized as follows. In Section 2, some
related works about image demoiréing and text image processing
are briefly described. Our created dataset and proposed TIDNet
are then introduced in Section 3 and Section 4, respectively.
To demonstrate the significance of text image demoiréing
for OCR and the effectiveness of our proposed method, we
conducted experiments in Section 5, followed by conclusion
in Section 6.

2 Related works

In this section, we briefly introduce the related works on image
demoiréing and text image processing.
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TABLE 1 Detailed information of mobile phones and display screens for
capturing images.

Mobile phone Display screen

Model Model Resolution

Huawei Mate 30 Pro AIDU LJ240S 1920× 1080

Redmi Note 11 Pro Redmi RMMNT238NF 1920× 1080

iPhone 8 Plus Hanpon E2206 1920× 1080

VIVO X21S ThinkPad E450 1366× 768

Redmi MAX3 ThinkPad E14 1920× 1080

iPhone 8 ThinkPad E490 1920× 1080

Huawei Nova 5 — —

2.1 Image demoiréing

Due to the interference of different repetitive patterns, the image
contaminated with moiré patterns is an inevitable phenomenon.
In recent years, various methods have been proposed for moiré
pattern removal. By exploiting the prior assumption that moiré
patterns are dissimilar on textures, a low-rank and sparse matrix
decomposition method [23] was developed to achieve demoiréing
on high-frequency textures. Different from this hand-crafted
feature-based method, [18] primarily utilized the CNN for moiré
image restoration. Considering that moiré patterns widely span
in different resolution scales, multiple resolutions were jointly
exploited in [18]. Followed by it, [21] also presented a multi-
scale feature enhancement network for moiré image restoration.
In addition, a coarse-to-fine strategy was presented in [24], which
introduced another fine-scale network to refine the demoiréd image
obtained from the coarse-scale network. In addition, instead of
relying solely on real captured images like [18], [24] modeled the
formation of moiré patterns and generated a large-scale synthetic
dataset. Furthermore, [20] proposed a learnable bandpass filter and
a two-step tone-mapping strategy for moiré pattern removal and
color restoration, respectively. [25] constructed a moiré removal
and brightness improvement (MRBI) database using aligned moiré-
free and moiré images and proposed a CNN with additive and
multiplicative modules to transfer the low light moiré image to the
brightmoiré-free image. Considering that themoiré patternsmainly
located on the high-frequency domain, the wavelet was embedded
into the network [26], in which the features represented by the
wavelet transformation were then processed. To compensate for the
difference in domains between the training and the testing sets, a
domain adaptation mechanism was further exploited to fine-tune
the output. Similarly, [27] also introduced a wavelet-based dual-
branch network to separate the frequencies of moiré patterns from
the image content. By exploiting progressive feature fusion and
channel-wise attention, the attentive fractal network was proposed
in [28]. In addition, [29] proposed another attention network
named C3Net, which focuses on channel, color, and concatenation.
Different from these aforementioned methods from single-image

demoiréing, the multi-frame-based image demoiréing was also
studied in [19].

Despite the fact that a number of deep learning-based
approaches have been proposed for moiré-free image restoration,
almost all of them are designed for natural images, which are not
particularly adaptive for the text images.

2.2 Text image processing

The quality of the text image has a key influence on the accuracy
of ORC. According to this purpose, some works on text image
processing have been studied. For instance, several artificial filters
were compared on low-resolution text images [30]. Subsequently,
SRCNN [31] was applied to the text image super-resolution [32].
To achieve the scene text image super-resolution, [33] designed
a text-oriented network, in which the sequential information and
character boundaries were enhanced. In addition, in [34], the image
was decomposed into the text, foreground, and background, which
were beneficial for text boundary recovery and color restoration,
respectively. Considering the text-specific properties, [35] utilized
the text-level layouts and character-level details for text image super-
resolution. Apart from this super-resolution application, some
deblurring approaches [36–42] have also been proposed for text
images. Specifically,[38] introduced two-tone prior to estimate the
kernel for image deblurring. The deep neural network followed
by sequential highway connections was exploited to restore the
blurry image to a clear image. Furthermore, by constructing a
text-specific hybrid dictionary, the powerful contextual information
was then extracted for blind text image deblurring [39, 43, 44].
For the text image detection and recognition, [45] proposed a
mathematical model based on the Riesz fractional operator to
enhance details of the edge information in license plate images,
hence improving the performance. In addition, a method [46] for
predicting hidden (masked) text parts was proposed to fill the gaps
of non-transcribable parts in the unstructured document OCR.

Although these methods were studied for text image super-
resolution or deblurring, they are not adaptive for the application
of demoiréing, due to the much more complex distributions or
structures of the moiré patterns. Therefore, it is quite significant
to propose a specific network for text image demoiréing. A related
work named MsMa-Net [47] was proposed for moiré removal in
document images. However, our proposed method is quite different
from that of [47]. Referring to the dataset, only 80 images were
used for dataset construction, whereas 551 images were used in
our dataset, resulting in 3,739 pairs. Furthermore, we further take
text priors, e.g., gradient, channel, and semantic information, into
account, which contribute to our performance improvement on
detection and recognition. In addition, although MsMa-Net also
mentioned binarization for the output, it still first enforced the
output to be the same to the reference image in the color version,
which was then followed by a threshold processing to achieve
binarization. By contrast, our proposed dataset TIDNet directly
transforms various inputs to a binary-like ground-truth without any
reference estimation, making it easier to remove the influences of
diverse backgrounds and contributes to image reconstruction.Thus,
this work will considerably benefit future research on text image
processing and OCR.
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FIGURE 4
Pipeline of our proposed TIDNet. The rough moiré pattern extraction module in the first branch is introduced to estimate the moiré-free image in a
simple but efficient way. By enforcing feature maps from this branch to the second branch and taking the character attention module into account, a
more accurate image without moiré patterns is finally obtained. Notably, all blocks in our proposed method enjoy different weights.

FIGURE 5
Display of the transformed channels and their subtraction. Images at the second row denote transformed R (Ire), G (I

g
e), and B (Ibe) channels, respectively.

At the first row, “R-G” (Mr) denotes the subtraction between R and G. So does “B-G”.(Mb)

3 Dataset

In this study, for training and testing purposes, we collect
3,739 pairs of contaminated moiré images and uncontaminated

reference images to serve as a text image benchmark for moiré
pattern removal. Specifically, we download the reference text images
in Chinese or English from the internet, which are then used for
capturing contaminated images.
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FIGURE 6
Display of the edge maps of the three channels and their subtraction. Images at the second row denote edge maps of R, G, and B channels,
respectively. At the first row, “Edge R-G” denotes the subtraction between Edge R and Edge G. So does “Edge B-G”.

FIGURE 7
Display of the reference image with the complex background and the ground-truth image with the binary-like background.

3.1 Image capture

Similar to [18], each reference image is surrounded by a black
border for alignment, which will be analyzed in Subsection 3.2. As
displayed in Figure 3, the image is first located in the center of
the display screen, which is then captured using a mobile phone.

Notably, the black border is always completely captured, and each
photo is taken from a random distance or viewpoint, guaranteeing
the diversity of the moiré patterns.

To further enhance diversity in our created dataset, we use a
variety of mobile phones and monitor screens. Table 1 lists the
detailed information of our usedmobile phones and display screens.
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TABLE 2 Ablation studies conducted on our collected dataset.

Task Detection Recognition

Metrics Recall Precision F1-measure Recall Precision F1-measure

Moiré 53.82% 99.15% 69.77% 56.32% 93.10% 70.18%

Backbone 24.88% 98.99% 39.77% 24.38% 80.54% 37.43%

Backbone + Mask 58.79% 99.01% 73.77% 53.85% 80.86% 64.65%

Backbone + Mask + Channel 64.13% 99.34% 77.94% 57.31% 81.05% 67.15%

Backbone + Mask + Channel + RMEM 68.93% 98.88% 81.23% 62.02% 83.02% 71.00%

Backbone + Mask + Channel + RMEM + OCR 92.92% 98.72% 95.73% 85.34% 93.78% 89.36%

“Moiré” denotes results on the raw image without any processing. “Backbone” denotes results obtained by the baseline network, which is guided by Lb. “Backbone +Mask” denotes results by adding
the mask loss Lm. “Backbone + Mask + Channel” denotes results by additionally introducing the three-channel network. “Backbone + Mask + Channel + RMEM” denotes results by additionally
introducing the rough moiré extraction module (RMEM). Similarly, “Backbone + Mask + Channel + OCR” denotes results by adding the OCR semantic loss Locr. Notably, the best performance is
highlighted by “bold.”

FIGURE 8
Visualizations of ablation studies corresponding to Table 2.

Specifically, eight types of mobile phones and seven types of display
screens are used for capturing images. Taking other aforementioned
variables into account such as distances and viewpoints, 3,739 pairs
of images are totally obtained.

3.2 Image alignment

To achieve the training phase in an end-to-end way, the
contaminated image should be aligned with its corresponding

reference image at the pixel-to-pixel level. Although [18, 25]
proposed the corner or patch matching algorithms for image
alignment, these automatic strategies still encounter a slight
misalignment. Different from the natural images, the misalignment
under even several pixels would make a great influence on
the text image restoration. Thus, we manually detect the
corresponding corners for the text image alignment. As shown in
Figures 3A, B, four corners in the reference image and contaminated
image are detected, respectively, through which the geometric
transformation between these two images is estimated. Finally,
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TABLE 3 Results obtained by our proposed method guided by different
reference images.

Task Detection

Metrics Recall Precision F1-
measure

TIDNet (color) 88.38% 99.12% 93.44%

TIDNet 92.92% 98.72% 95.73%

Task Recognition

TIDNet (color) 83.34% 93.52% 88.14%

TIDNet 85.34% 93.78% 89.36%

“TIDNet (color)” and “TIDNet” denote our proposed method is supervised by Iref with
diverse backgrounds and Ig with the consistent background, respectively.

we obtained the aligned image with moiré patterns, as displayed
in Figure 3C.

4 Proposed method

The pipeline in our proposed method is shown in Figure 4.
It is clear that there are two branches for the moiré-free image
generation. From the bottom to top, our proposed rough moiré
extraction module and the three-channel network are first exploited
to remove the moiré pattern in a rough way. By combining the
feature maps from this branch with the backbone network and
introducing the character attention module, a more accurate moiré-
free image is generated. Notably, we follow [48] as the backbone,
in which the original resolution subnetwork (ORS-Net), channel
attention block (CAB), and supervised attention module (SAM)
are utilized.

4.1 Rough moiré pattern extraction module

According to [17], moiré patterns are mainly shaped in
curves and stripes, which benefit from their specific properties.
Obviously, extracting these properties that are different from those
in the reference image would help to remove the moiré patterns.
Fortunately, similar to [17], we statistically find that by decomposing
the contaminated image into R, G, and B (red, green, and blue)
channels, the G channel encounters much slighter moiré patterns
than those in the R and B channels, as displayed in Figure 5. Of
course, subtraction between the G channel and the R/B channel is
a simple way to roughly obtain moiré-associated information for
image restoration. However, despite the fact that different channels
suffer from differentmoiré patterns, they also exhibit different scales
of values. In other words, it is possible that one channel may have
much larger or smaller values than that in the remaining one or
two channels, subsequently making the aforementioned channel
subtraction strategy useless. In order to tackle this problem, in
this study, we introduce a learnable strategy through which the
differences in value scales are adaptively alleviated.

Mathematically, let the contaminated image be Im ∈ ℝH×W×3,
where H andW denote the height and width of Im, respectively. By
decomposing Im into the three channels, we can obtain Irm ∈ ℝ

H×W×1,
Igm ∈ ℝH×W×1, and Ibm ∈ ℝH×W×1 corresponding to the R, G, and B
channels, respectively. By forwarding these three inputs into their
associated convolution blocks, we can obtain

Ire = Conv
r (Irm) , I

g
e = Convg (I

g
m) , Ibe = Conv

b (Ibm) , (1)

where Convr, Convg, and Convb are the convolution blocks
and Ire/I

g
e/Ibe ∈ ℝH×W×1. The moiré patterns can then be roughly

extracted through

Mr = Ire − I
g
e, Mb = Ibe − I

g
e, (2)

where Mr and Mb are both extracted features associated with the
moiré patterns. In Equation 1, the scales of values for different
channels are adaptively transformed to a consistent subspace, which
are adaptively tuned through a task-driven strategy, so that the
moiré patterns can be roughly extracted and contribute to moiré-
free image generation. As shown in Figure 5, it is easy to observe
that our presented technique indeed achieves the superiority.

In addition, since the edges are also an additional prior for
moiré-contaminated images, we further apply the Sobel operator
[49] to enhance the edge information of three channels, as shown
in the second row of Figure 6. Similar to Equation 2, these edge
maps associated with the “G” channel are subtracted from the other
two maps via Equation 3.

Mr
e = Er −Eg, Mb

e = Eb −Eg, (3)

where Er = Sobel(Irm) ∈ ℝH×W×1, Eg = Sobel(Igm) ∈ ℝH×W×1, and Eb =
Sobel(Ibm) ∈ ℝ

H×W×1.
After obtainingMr,Mb,Mr

e, andMb
e , we then concatenate them

as a single input, which is combined with three channel inputs. As
displayed in the middle part of Figure 4, the concatenated inputs
are forwarded into their corresponding convolution block and U-
Net-like network. By further making a concatenation and taking
the raw image Im into account again, the output Io ∈ ℝH×W×3 is
finally obtained through the supervised attention module [48]. By
introducing the Charbonnier loss [50], Io is obtained in a supervised
way, as defined in Equation 4:

L0 = √‖Io − Igt‖
2 + ε2, (4)

where the constant ε is empirically set to 10−3 and Igt is the ground-
truth image (we will analyze it in the following Subsection 4.2).

4.2 Character attention module

Different from the natural image-based restoration which
focuses on all pixels equally, the purpose of our task is to increase
the recognition accuracy after demoiréing. In other words, we focus
on the characters rather than the surrounding background pixels.
In fact, as shown in Figure 2, some images indeed include quite
complex backgrounds, such as watermarking and diverse colors.
Strongly enforcing the inputs to be the same to these reference
images with complex backgrounds are impossible.Therefore, in this
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FIGURE 9
Displays of demoiréd images obtained by our TIDNet when the reference image and ground-truth image are, respectively, used as the
supervised guidance.

paper, we first transform the reference image Iref into a binary-
like version Igt, where the pixel values of characters are all close
to 0, while others are all close to 255, as displayed in Figure 7.
The more remarkable the characters, the greater the performance.
Thanks to the generation of the image Igt, we can just transform
the contaminated images into a consistent style version no
matter whether inputs encounter diverse backgrounds, but we
can also increase the difference between the characters and
the background, contributing to a more accurate text detection
and recognition.

By forwarding Im through the backbone network, we can
formulate the residual output Ores [11] guided by Igt, which is
shown as follows:

Lb = √‖Im +Ores − Igt‖
2 + ε2. (5)

Equation 5 is used to encourage the reconstructed image to
be similar to the ground-truth at the pixel level. Notably, feature
maps obtained from SAM are also introduced into this Ores-related
branch. For Io, which is enforced to be similar to the ground-
truth image Igt, the feature maps from SAM would be beneficial for
estimatingOres.

In addition, to further allow our model to pay much
more attention on the character-associated pixels, we regard

Igt as the mask for the text image enhancement, which can be
formulated as Equation 6:

Lm = (1− Igt) ⊙√‖Im +Ores − Igt‖
2 + ε2. (6)

Of course, images restored from the contaminated image should
be easily recognized by an OCR model. Therefore, to enforce
the recovered text images to exhibit their corresponding semantic
priors, a text semantic loss is further introduced. Particularly, CRNN
[51] followed by its pre-trained model is exploited. In this study, we
use Locr to denote the semantic evaluation on the recovered image,
as defined in Equation 7:

Locr =OCR(CRNN(Im +Ores) , textgt) , (7)

where textgt refers to the ground-truth of text information.
Notably, the weights in CRNN are fixed, and the gradient
would be transported to our designed network for
model learning.

Taking the aforementioned analysis into account, the
objective function of our proposed method is formulated
as Equation 8:

L = γLm + βLb + λLocr + ηL0, (8)

where γ, β, λ, and η are non-zero parameters to trade-off these
four terms.

Frontiers in Physics 09 frontiersin.org

https://doi.org/10.3389/fphy.2024.1526412
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org


Zhang et al. 10.3389/fphy.2024.1526412

TABLE 4 Quantitative results on our collected dataset obtained by
different comparison methods and TIDNet.

Task Detection

Metrics Recall Precision F1-
measure

AFN 22.88% 99.23% 37.19%

WDNet 73.82% 99.10% 84.61%

C3Net 27.97% 99.17% 43.64%

DnCNN 22.86% 99.23% 37.16%

FFDNet 43.94% 98.97% 60.86%

TIDNet 92.92% 98.72% 95.73%

Task Recognition

AFN 23.09% 80.13% 35.85%

WDNet 70.79% 91.80% 79.94%

C3Net 26.42% 79.11% 39.62%

DnCNN 25.14% 82.33% 38.52%

FFDNet 38.10% 79.49% 51.51%

TIDNet 85.34% 93.78% 89.36%

4.3 Implementation details

We implement our TIDNet using PyTorch [52]. The model
runs on two GPUs of NVIDIA RTX 3090 with CUDA version
11.2. Except the OCR-related network CRNN, we optimize our
network through the Adam optimizer with the learning rate of
2× 10−4. In this study, we set the maximum of epochs to 50. The
learning rate is gradually reduced by following cosine annealing,
and the minimum of our learning rate is 1× 10−4. In addition,
the input image is resized to 256× 256, and the batch size is set
to 12. Empirically, we first remove Lm in the first 40 epochs,
after which it is exploited. Referring to the parameters γ, β,
λ, and η, we empirically set them to 0.85, 0.5, 0.001, and 0.5,
respectively.

5 Experiments

To demonstrate the significance of text image demoiréing
and effectiveness of our proposed TIDNet, experiments are
conducted on our collected dataset. In this section, the experimental
settings and evaluation metrics are first described. We then
conducted ablation studies to substantiate the importance
of our introduced strategies. Finally, our proposed method
is compared with state of the arts to further show its
superiority.

5.1 Experimental settings and evaluation
metrics

In this study, we divide the dataset into two subsets: one for
training and another for testing. Specifically, 3,627 pairs are regarded
as the training set and 112 contaminated images are used as the
testing set. Notably, in testing images, there are totally 43,152
characters.

Since the final purpose of our TIDNet is to improve the OCR
performance, we introduce recall, precision, and F1-measure (F1-
m) scores as the quantitative evaluations for both text detection
and recognition. Recall is the ratio between the number of correctly
predicted characters and the number of labeled characters. It
indicates howmany items are correctly identified. Correspondingly,
precision is the ratio between the number of correctly predicted
characters and the number of all predicted characters. F1-m
is a metric define by the recall score and the precision score:
Recall×Precision
Recall+Precision

.
Notably, most existing methods such as natural image

demoiréing and image denoising adopted the widely used
quantitative evaluations: peak signal-to-noise ratio (PSNR) and
structural similarity (SSIM). However, they are not suitable for
our task. In our text image demoiréing, the contaminated images
are enforced to be close to the binary-like ground-truths, while
these guided references usually encounter imbalanced numbers
of foreground and background pixels. Generally, the background
pixels cover much more areas than foreground pixels. Due to this
constraint, PSNR or SSIM values would be inaccurate if some
character-related pixels are erased but the background is clear. In
other words, the erased pixels do not make an obvious influence
on PSNR or SSIM. By contrast, the detection and recognition
performances of images suffered from erased characters would
be remarkably influenced. Thus, in this paper, recall, precision, and
F1-m are more reasonable for our task.

5.2 Ablation study

5.2.1 Is text image demoiréing necessary?
Due to the contamination of moiré patterns, it would be

difficult to detect and recognize characters from the text image.
As tabulated in Table 2, metrics of recall and F1-m on the
contaminated images are only (53.82% and 69.77%) and (56.32%
and 70.18%) for detection and recognition, respectively. However,
thanks to our proposed TIDNet, these two metrics exhibit dramatic
enhancement, which are (92.92% and 95.73%) and (85.34% and
89.36%). Obviously, it is quite significant for text image demoiréing.

5.2.2 Do the rough moiré extraction module and
three-channel network work?

Inspired by the specific property of moiré patterns, the rough
moiré extraction module is first introduced to extract the edge
information related to the moiré patterns, which is then followed
by our three-channel network. In detail, Table 2 shows that the 3-
channel network leads to significant improvements in recall and F1-
measure. By further taking the rough moiré extraction module into
account, performance continues to increase.
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FIGURE 10
Displays of demoiréd images (in Chinese) obtained by different comparison methods and TIDNet.

5.2.3 Does the character attention module work?
To enforce the network to highly focus on our interested

characters, the mask loss Lm and OCR loss Locr are introduced
into our proposed method. As listed in Table 2, these two losses
significantly contribute to the performance improvement on both
detection and recognition, exhibiting approximately 20%–35%
increase. Thus, particularly focusing on the character-related pixels
and exploiting their semantic information are quite significant.
Notably, when only Lb is utilized, experimental results are even
inferior to those obtained from the raw data. Generally, character-
associated pixels cover much less areas compared with background
pixels, while Lb equally pays attention on each pixel. In this case,
even if the character estimation is incorrect, the influence on Lb may
be slight, rendering it worthless. Fortunately, by exploiting the mask
loss and OCR loss, the importance on characters are then enhanced.

Figure 8 displays visualizations corresponding to Table 2. It is
clear that when the backbone is applied, it removes the moiré
patterns. However, it also regards optical characters as the moiré,
which only makes the recovered image smooth and erases many
character-related pixels. By contrast, thanks to our mask loss, the
model highly focuses on characters, enhancing their associated
pixels, as shown in the first image in the second row. Nevertheless, as
character-related pixels are quite similar to some edge information,
which also exists in the moiré patterns, the reconstructed image is
also contaminated bymoiré patterns.Thus, we further introduce the
three-channel-based strategy followed our rough moiré extraction
module (RMEM). Obviously, not just the moiré patterns are

alleviated, but the backgrounds are also much closer to the ground-
truth compared with those obtained by “B” and “B + M.” Despite
the fact that “B + M + C + RMEM” jointly enhances characters
and removesmoiré patterns, some recovered characters, as displayed
in the enlarged details, encounter inaccurate semantic information.
Fortunately, thanks to our introduced OCR loss, characters are
further restored according to their semantics.

5.2.4 Does the binary-like ground-truth work?
In our proposed method, the reference image Iref with diverse

backgrounds is transformed to the ground-truth image Igt, which
is binary-like. In this way, the difference between foreground and
background pixels is remarkably enlarged, allowing the network to
more easily detect and recognize characters or texts.The comparison
by using Iref or Igt as the guidance is shown in Table 3, proving the
aforementioned analysis.

In addition, Figure 9 further proves the significance of using
the binary-like ground-truth image Igt as the guidance instead of
the reference image Iref. Generally, Iref is corrupted with complex
backgrounds such as colors and watermarking. In addition, the
contaminated imagemaymiss the information in the data collection,
as shown in “Moiré” in Figure 9. Strongly enforcing the input to be
identical to Iref is too strict to achieve. As displayed in “TIDNet
(color)” in Figure 9, the background of this recovered image is
not just significantly different from Iref, but it also still contains
some moiré pattern-related contaminations. By contrast, due to the
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FIGURE 11
Displays of demoiréd images (in English) obtained by different comparison methods and TIDNet.

consistent style of the ground-truth image, our TIDNet successfully
achieve much better visualization under its guidance.

5.3 Comparison with state of the arts

To further demonstrate the effectiveness of our proposed
method on the moiré pattern removal, we conducted experiments
compared with state of the arts, including AFN [28], WDNet [27],
C3Net [29], DnCNN [11], and FFDNet [53]. Specifically, the first
three methods are designed for image demoiréing, and the last two
are designed for image restoration. To make a fair comparison, we
retrain them on our collected dataset according to their released
source codes.

The quantitative results on detection and recognition are
tabulated in Table 4. Obviously, our presented method TIDNet
dramatically outperforms these state of the arts. Compared with
AFN, C3Net, and DnCNN, our achieved results are much superior
to those computed by them. Specifically, they are all less than
30% and 45%, respectively, on the recall and F1-measure in text
detection, whereas TIDNet achieves more than 50% improvement.
Referring to FFDNet, although it is slightly better than the
aforementioned method, it is still much inferior to TIDNet.
In comparison to WDNet, our proposed method also achieves
noticeable performance enhancement.

The comparison visualizations in Chinese and English are,
respectively, shown in Figures 10, 11. It is easy to observe that
no matter whether the text images are in Chinese or English, our
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presented method exhibits much better visualizations compared
with existing image demoiréing and image restoration methods.
Referring to AFN and C3Net, although moiré patterns are removed
from the contaminated images, many character-related pixels are
also erased, significantly making an inferior influence on text
detection and recognition. The main reason is that these two
methods regard the characters as moiré patterns since they have
similar attributes. By contrast, WDNet overcomes this problem,
however its recovered images are still corrupted by more or less
moiré patterns. For DnCNN, it also suffers from the similar problem
compared with AFN and C3Net. Although a better visualization is
obtained by FFDNet in comparison to DnCNN, its reconstructed
characters are blurred. Different from these comparison approaches,
our proposed method not only efficiently erases moiré patterns but
also restores the characters which are quite similar to the ground-
truth.

6 Conclusion

To fill the gap between the OCR and image demoiréing, in
this paper, a text image-based dataset is primarily collected for
text image demoiréing, allowing for supervised study. Furthermore,
we propose a novel network named TIDNet, which is particularly
adaptive for text image demoiréing. Inspired by the specific
priors of moiré patterns, a rough moiré extraction module
followed by a three-channel network is introduced so that
the moiré pattern-associated information is easily extracted.
Since our purpose is to improve the detection and recognition
performance, a character attention module is also proposed in
our TIDNet, through which the network highly pays attention
on character-associated pixels and their semantic information.
As a result of the aforementioned strategies, our proposed
method enjoys a dramatic performance improvement on the OCR
application.
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