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In the era of big data, the propagation of malicious software poses a significant
threat to corporate data security. To safeguard data assets from the
encroachment of malware, it is essential to conduct a dynamic analysis of
various information propagation behaviors within software. This paper
introduces a dynamic analysis detection method for malicious behavior based
on feature extraction (MBDFE), designed to effectively identify and thwart the
spread of malicious software. The method is divided into three stages: First,
variable-length N-gram algorithms are utilized to extract subsequences of
varying lengths from the sample APl call sequences as continuous dynamic
features. Second, feature selection techniques based on information gain are
employed to identify suitable classification features. Lastly, recurrent neural
networks (RNN) are applied for the classification training and prediction of
diverse software behaviors. Experimental results and analysis demonstrate that
this approach can accurately detect and promptly interrupt the information
dissemination of malicious software when such behavior occurs, thereby
enhancing the precision and timeliness of malware detection.
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1 Introduction

In the information age, business data has become the lifeblood of enterprises, and one of
the major risks in business operations is the destruction of commercial data by malicious
software. Today, with the high integration of the Internet of Things, big data, and mobile
Internet, malicious attacks pose an unprecedented threat to corporate data information. For
instance, the “Panda Burning Incense” virus in 2006 infected millions of personal computer
users and enterprise local area networks. The Aurora attack in 2010 led to the theft of
information data frommore than 20 companies worldwide. The ransomware virus attack in
2017 prevented the important servers of hundreds of companies from starting. These
malicious software behaviors have stolen or destroyed corporate data assets, causing
immeasurable losses to businesses. Whether enterprise information systems can be used
normally and safely is an important issue that cannot be ignored. To combat the threat
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posed by the explosive growth of malicious software to corporate
data information systems, researchers have studied the detection of
malicious behavior from different perspectives.

Social science researchers mainly conduct qualitative analysis
in the detection of malicious behavior, analyzing various risk
factors that enterprises face in the context of big data from a
macro perspective [1–5]. Natural science researchers mainly
study the behavior and characteristics of malicious software
through methods such as N-gram, graph theory, and Bayesian
classification [6–11], committing to finding a strategy that can
quickly detect malicious software, thereby strengthening the risk
prevention of corporate data assets. Although these schemes have
improved the detection rate of malicious behavior, there are still
shortcomings. Methods based on fixed-length N-grams struggle
to fully describe the behavior of malicious software. On one hand,
different behaviors of malicious software correspond to different
sequences of API calls. Moreover, the number of API calls varies
as the malicious software performs different operations. On the
other hand, malicious software can evade traditional fixed-length
API N-gram malware detection methods by inserting
independent API calls during execution. Malware detection
systems based on graph theory can detect variants of
malicious software and have a high detection accuracy.
However, these feature extraction methods have limitations.
Typically, there are hundreds or thousands of vertices or edges
in a program’s behavioral call graph. Therefore, constructing a
behavioral call graph is relatively difficult.

Based on an in-depth analysis of existing research results, in this
paper, we proposes a malicious behavior detection method based on
feature extraction(MBDFE), aimed at identifying whether the
behavior of software programs contains malicious elements. The
work of this paper mainly includes the following two aspects:

• This paper innovatively proposes a software feature selection
technique that uses the N-gram algorithm to capture
operation codes during the software execution process and
employs an information gain calculation method to select the
most representative software features. When new software
behavior patterns are detected in the enterprise software
information system, this feature selection technique can
accurately extract the code that reflects its behavioral
characteristics.

• This paper transforms the dynamic analysis of malicious
behavior into a classification problem, inputs the extracted
software feature codes into a recurrent neural network model
for processing, and judges whether the software is malicious
based on the classification results of the model’s software
behavior. This method can efficiently identify and warn of
potential malicious behavior, providing timely security
protection measures for enterprises.

The subsequent chapters of this paper are arranged as follows:
Chapter 2 reviews the previous research work in the relevant field;
Chapter 3 elaborates on the framework and specific implementation
details of the proposed plan; Chapter 4 validates the performance of
the proposed plan through extensive experiments; finally, Chapter
5 summarizes the proposed plan and provides a perspective on
future research directions.

2 Related works

In this section, we review previous research achievements in
malicious behavior detection. The identification of malicious
software behavior is an interdisciplinary research direction, where
both social science and natural science researchers have conducted
in-depth studies on this topic. Social science researchers primarily
employ qualitative analysis to examine the various risk factors of
corporate risk in the context of big data [1–5], and subsequently
propose strategies and countermeasures to address these risks.

Meng Fanfei in literature [1] reviews the development history of
the COBIT framework, the concepts and theories related to IT
governance and risk management, and applies the content of the
COBIT framework to IT governance and enterprise risk
management. The paper analyzes the advantages and feasibility
of using the COBIT framework from multiple perspectives and
proposes some techniques andmethods in the application process to
facilitate better integration of the COBIT framework into IT
governance and risk management by enterprises. Peng Chaoran
et al. [2] point out that the construction of domestic enterprise
information platforms is lagging, and there are significant security
risks in placing the data assets of large enterprises on platforms of
foreign giants. They propose from a strategic height the construction
of independent enterprise information resource platforms,
accounting information standard firewalls, and enterprise
information security regulations.

Liu Shangxi et al. in literature [3] use neural network technology
to identify corporate tax risks. The paper uses the financial data of
578 enterprises as training samples, derives the characteristics of
enterprise risks, and validates them with a sample of 386 enterprises,
achieving a final accuracy of 99.8%. Yang Ling [4] constructs a
corporate operation risk monitoring classification and grading index
system based on a “big data platform”. The system obtains real-time
monitoring indicator data through a data asset collaborative
application platform, realizes real-time risk early warning,
emergency linkage, and closed-loop risk management according
to preset thresholds, and regularly forms a business risk health index
analysis report based on the statistical scores and weights of various
indicators, serving as an important reference for leadership decision-
making. Zhang Lizhe believes that corporate data asset management
faces unprecedented risks in the era of big data. Establishing a
comprehensive and reliable financial risk management system and
strengthening the prevention of corporate financial risks should
become a key research issue for enterprise development. In literature
[5], the author analyzes the problems in the development of
corporate financial risk management systems, discusses the
significance of establishing a sound prevention system, and
proposes suggestions for the construction of a financial risk
management system model.

Natural science researchers primarily utilize statistical models or
machine learning methods [6–11] to study the behaviors and
characteristics of malicious software. They are committed to
finding a strategy that can rapidly detect malicious software,
thereby enhancing the risk prevention of corporate data assets.
Wang Rui et al. in literature [6] combine dynamic taint
propagation analysis and semantic analysis at the behavioral level
to extract key system calls of malicious software, dependencies
between calls, and related instruction information, constructing a
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semantic-based malicious software behavior detection system to
detect variants of malicious software.

Sathyanarayan et al. [7] use the static analysis method N-gram to
extract the frequency of key API calls from programs, and by
leveraging the correlation between malicious software semantics
and API calls, construct behavioral signatures for entire families of
malicious software through statistical comparison. Fang et al. [8] use
dynamic analysis methods to extract API calls, return values,
module names, and their frequencies as behavioral features from
programs, and establish an integrated machine learning algorithm-
based malicious software detection model to detect variants of
malicious software. Park et al. [9] construct a Kernel Object
Behavioral Graph (KOBG) for each piece of malicious software,
and then detect new malicious software by clustering to mine the
family’s minimum weight common supergraph (Weighted
Minimum Common Supergraph, WMinCS).

Ding et al. [10] use dynamic taint technology to construct a system
call dependency graph based on the parameter dependency relationships
between system calls, and then extract a commonbehavioral subgraph as
a signature for each family of malicious software based on themaximum
weight subgraph (maximum weight subgraph, MWS) algorithm to
detect variants of malicious software.

Zhang et al. in [11] propose a deep detection method for
malware based on behavior chains (MALDC). This method
monitors behavior points based on API calls and then constructs
behavior chains using the calling sequences of those behavior points
at runtime. Finally, a deep detection method based on Long Short-
Term Memory (LSTM) networks is used to detect malicious
behavior from the behavior chains.

Li et al. in [12]propose a feature fusion, machine learning-based
method to detect malicious mining code. Extracts multi-dim
features via static and statistical analysis. Uses n-gram, TF-IDF
for text feature vectors, selects best via classifier, and fuses with stats
for model training.

Amer et al. in [13] attempted to create universal behavior
models for malicious and benign processes, leveraging statistical,
contextual, and graph mining features to capture API function
relationships in call sequences. Generated models show behavior
contrast, leading to relational perspective models that characterize
process behaviors. Zhan et al. [14] propose an anomaly detection
method for adversarial robustness, analyzing behavior units to tackle
issues. Behavior units, extracted from related actions executing
intentions, hold key semantic info for local behaviors, boosting
analysis robustness. Using a multi-level DL model, it learns
semantics and context of behavior units to counter local and
broad-scale perturbation attacks. Wong et al. [15] use deep
learning to pinpoint API calls linked to malware techniques in
execution traces. APILI sets up multi-attention between API,
resources, and techniques, using a neural net to incorporate
MITRE ATT&CK, tactics, and procedures. It uses fine-tuned
BERT for embedding and SVD for tech representation, with
design tweaks like layering and noise to boost location accuracy.
Chen et al. [16] propose a method for Windows malware detection
uses deep learning on APIs with added parameters. It rates
parameter sensitivity to malware via rules and clustering, then
tags APIs by sensitivity. APIs are encoded by merging native and
sensitivity embeddings to show security relations. These embeddings
are used to train a deep neural network binary classifier for malware.

Pektaş et al. [17] employ the API call graph to depict the full
spectrum of execution routes accessible to malware while it operates.
This graph’s embedding is converted into a compact numerical
vector feature set for integration into a deep neural network.
Following this, the detection of similarities within each binary
function is efficiently trained and evaluated. Streamlining security
analyst tasks, automating Android malware detection and family
classification is crucial. Prior research leveraged machine learning to
tackle these challenges. Yet, the growing app count poses a need for a
scalable, accurate solution in cybersecurity. Here, Sun et al. in [18]
introduce a method enhancing malware and family detection, also
cutting analysis time.

Tharani et al. [19] introduces a range of feature categories and a
streamlined feature extraction technique for Bitcoin and Ethereum
transaction data, considering their interconnections. As per our
awareness, no prior research has utilized feature engineering for
malicious activity detection. These features’ relevance was confirmed
with eight classifiers: RF, XG, Silas, and neural networks.

Zou et al. [20] aim to merge the precision of graph-based
detection with the scalability of social network analysis for
Android malware. We analyze app function call graphs as social
networks to find central nodes, then measure their intimacy with
sensitive APIs. Our IntDroid tool was tested on a dataset with
3,988 benign and 4,265 malicious samples.

3 The proposed method

3.1 The Overview of MBDFE

The solution proposed in this paper is divided into three steps.
The first step is to use variable-length N-gram to extract software
behavior feature codes; the second step is to reduce the
dimensionality of the feature codes through a feature selection
method - information gain; the third step is to train the weights
of the recurrent neural network with the features. The framework of
the solution is shown in Figure 1:

As shown in Figure 1, the framework of the MBDFE method
proposed in this study consists of three core components: feature
extraction, feature selection, and software behavior recognition.
During the feature extraction phase, the n-gram algorithm is
used to extract the software’s operation codes as feature codes. In
the feature selection phase, the information gain algorithm is
employed to select feature codes with higher information content
as classification features. In the behavior recognition phase, after the
classification features are processed through a recurrent neural
network, the resulting software classification probability
distribution is obtained, with the category having the highest
probability being identified as the actual category of the software.
In the proposed MBDFE algorithm, multiple variables are involved,
the specific meanings of which are detailed in Table 1.

3.2 The extraction of variable-length N-
gram features

The N-Gram model is a statistical probability language model
based on the idea of dividing the content of a text into byte-sized
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sliding windows of length N, forming a sequence of byte segments of
length N. In the field of malicious behavior detection, the N-Gram
algorithm extracts the operation codes from the disassembled files of
software behavior and converts them into a set of bytes. Then,
through a sliding window, a series of n-byte sequences are obtained.
These sequences are the feature codes of the software behavior and
are a feature extraction method based on the dynamic analysis of
malicious software. The variable-length dynamic behavior feature
extraction model breaks down the behavioral call sequence of
malicious software into different N-grams, performs feature
selection on each gram, and then combines them into hyper-

grams of varying lengths as the behavioral features of malicious
software. This approach aims to detect variants of obfuscated
malicious software and improve the accuracy of malicious
software detection. The N-Gram primarily utilizes the Markov
assumption, and in the field of software malicious behavior
detection, the model represents the co-occurrence probability of
each byte code and its preceding feature codes. The model is shown
in the following formula:

p mn|mn−1...m2m1( ) � F m1m2...mn( )
F m1m2...mn−1( ) (1)

FIGURE 1
The overview of MBDFE scheme.
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in the formula, p(mn|mn−1...m2m1) represents the conditional
probability of the operation code mn given the preceding
n−1 items, and F(m1m2...mn) and F(m1m2...mn−1) represent
the frequency of co-occurrence of the operation code
sequence. By continuously changing the value of n, the most
suitable feature code can be determined based on the derived
probability values.

The variable-length N-gram algorithm extracts operation code
slices from each software behavior invocation sequence and uses
these slices to construct a set of feature codes for software behavior,
with the following steps:

• Convert the sample program’s invocation behavior into
hexadecimal format and match the program’s features
against a computer virus database.

• Starting from the first position where a match occurs, use a
sliding window method to continuously compare backward
until no identical features are found. Ensure uniqueness while
trying to keep the feature code as short as possible.

• Count the number, or frequency, of features in this byte
stream that are included in the virus feature database.

• Set a threshold; when the count of a certain feature exceeds the
threshold, add this byte stream to the virus database as a
candidate feature code.

3.3 Feature selection by information gain

The feature set obtained through variable-length N-gram
segmentation represents a collection of behavior sequences for
each software. By training the software’s behavior sequences, it is
possible to determine the category to which the software sequence
belongs (i.e., virus, trojan, ransomware, worm, or normal software
access). In this paper, we use recurrent neural networks to classify
the behavior sequences of software. However, the importance of
features in the software behavior feature vector is not the same in the
classification system. To select representative features and improve
classification efficiency, it is necessary to quantify the importance of
software behavior features. This paper uses Information Gain (IG) to
measure the software behavior features. In Information Gain, the
criterion is how much information the feature can bring to the
classification system; the more information it brings, the more
important the feature is.

In the classification system, when a software behavior feature T
can be composed of multiple classes (for example, registry access
behavior, which could be either normal or trojan behavior), the
calculation of conditional entropy needs to consider all its possible
values. In the software system, the specific value of the software
feature behavior T is set as t. Generally, the values of t are t
(indicating that t occurs) and not t (indicating that t does not

TABLE 1 The variable symbols used in MBDFE scheme.

Variable symbol Definition of symbols

T It represents a certain characteristic behavior of the software

t It represents the value of the characteristic behavior T

H(C) It represents the entropy of the overall characteristic behavior of the software

H(C|T) It represents the conditional entropy of feature T

P(t) It represents the proportion of the presence of software behavior T in the entire sequence of software behaviors

P(Ci | t) It represents the proportion of software sequences containing software behavior T and belonging to class c in the entire software system
containing behavior T behavior sequences

U It represents the weight between the input layer and the hidden layer in a recurrent neural network

V It represents the weight between hidden layers

W It represents the weight between the hidden layer and the output layer

ΔU It represents the gradient of weight U

ΔV It represents the gradient of weight V

ΔW It represents the gradient of weight W

zht It represents the value of the hidden layer at time t

aht It represents the activation value of the hidden layer at time t

zot It represents the value of the output layer at time t

aot It represents the activation value of the output layer at time t

δot It represents the gradient of the output layer at time t

δht It represents the gradient of the hidden layer at time t

lr It represents the learning rate in gradient descent algorithm
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occur). At this point, the conditional entropy of the behavior feature
T is as follows:

H C T|( ) � P t( )H C t|( ) + P �t( )H C �t|( ) (2)
in the formula, P(t) represents the proportion of the presence of
software behavior T in the entire sequence of software behaviors,
and indicates the proportion of software sequences that contain
behavior T and belong to class Ci among all software behavior
sequences in the software system that include behavior T. Similarly,
P(�t) represents the proportion of sequences without behavior T in
the entire sequence of software behaviors, and P(Ci | �t) denotes the
proportion of software behavior sequences that do not contain
behavior T and belong to class Ci among all software behavior
sequences in the software system that do not include behavior T. The
entropy of H(C | t) and H(C | t) shown in the following formula:

H C t|( ) � −∑
n

i�1
P Ci t|( )log2 P Ci t|( )

H C �t|( ) � −∑
n

i�1
P Ci �t|( )log2 P Ci �t|( )

(3)

The information gain of software behavior feature T is the
difference between the entropy of the entire software behavior
and the conditional entropy of software feature T. The formula is
as follows:

IG T( ) � H C( ) −H C |T( )
� −∑

n

i�1
P ci( ). log2 P ci( )

+∑
n

i�1
P Ci t|( )log2 P Ci t|( ) +∑

n

i�1
P Ci �t|( )log2 P Ci �t|( )

(4)

3.4 Utilizing recurrent neural networks for
malicious behavior detection

Before training a neural network, it is necessary to first randomly
generate the three weights of the neural network: the weight U, the
weight W and the weight V. When the behavioral feature vector is
input into the network, the forward propagation is as shown in the
following formula:

zht � xt · U + aht−1 ·W
aht � tanh xt · U + aht−1 ·W( ) (5)

where zht refers to the value of the hidden layer at time t, aht
represents the activation value of the hidden layer at time t, xt
represents the one-hot vector of the API access list at time t, and
tanh() is the activation function of the hidden layer. zot represents
the value of the output layer at time t, aot represents the activation
value of the output layer at time t, and softmax() is the activation
function of the output layer. The forward propagation formula for
the output layer is as follows:

zot � aht · V
aot � softmax aht · V( ) (6)

In this study, the input of RNN network [21] is the sequence
of API accesses for each software, with the API access sequence

length matching the training time series. After each time step’s
forward propagation calculates the output layer’s activation,
these values are collected into a list. Once the forward
propagation for the entire sequence is complete, the cross-
entropy is used to compute the error between the output
layer’s activations and the true output labels at each time
step. This error is then backpropagated through time to each
layer to compute the gradients, which are essential for updating
the weights. The cross-entropy loss function is expressed as:

Loss � −∑
L1

i�1
yt i( )p ln aot i( ) (7)

where L1 is the length of the one-hot vector, yt represents the
category to which the input feature sequence belongs at time t, and
the error of the output layer at each moment can be obtained
through Formula 7. The output layer error can be used to calculate
the gradient about the output layer through the chain rule. Define δot
as the gradient of the output layer at time t, δht as the gradient of the
hidden layer at time t, ∂Losst∂aot

as the gradient of the loss function at
time t on the activation value of the output layer, and ∂aht

∂zht
as the

gradient of the activation value of the hidden layer at time t on the
hidden layer. The gradients of U, V, and W are defined as ΔU , ΔV ,
and ΔW , and are solved as follows:

ΔU � ∂Losst
∂aot

· ∂a
o
t

∂zot
· ∂z

o
t

∂aht
· ∂a

h
t

∂zht
· ∂z

h
t

∂U
+ ∂Losst+1

∂aot+1
· ∂a

o
t+1

∂zot+1
· ∂z

o
t+1

∂aht+1
· ∂a

h
t+1

∂zht+1

· ∂z
h
t+1

∂aht
· ∂a

h
t

∂zht
· ∂z

h
t

∂U

� δht ·
∂zht
∂U

� δht ·
∂ xt · U + aht−1 ·W( )

∂U
� δht · xt

ΔV � ∂Losst
∂aot

· ∂a
o
t

∂zot
· ∂z

o
t

∂V
� δot ·

∂zot
∂V

� δot ·
∂ aht · V( )

∂V
� δot · aht

ΔU � ∂Losst
∂aot

· ∂a
o
t

∂zot
· ∂z

o
t

∂aht
· ∂a

h
t

∂zht
· ∂z

h
t

∂W
+ ∂Losst+1

∂aot+1
· ∂a

o
t+1

∂zot+1
· ∂z

o
t+1

∂aht+1
· ∂a

h
t+1

∂zht+1

· ∂z
h
t+1

∂aht
· ∂a

h
t

∂zht
· ∂z

h
t

∂W

� δht ·
∂zht
∂U

� δht ·
∂ xt · U + aht−1 ·W( )

∂W
� δht · aht−1

(8)
The weight update of the network is the initial weight updated by

the gradient descent method. Before updating, it is necessary to first
calculate the cumulative update value of the weight gradient. The
initial values of ΔU , ΔV , and ΔW are 0 matrices, and the matrix
dimensions are consistent with the dimensions of U, V, and W.
During each time step of the training feature sequence, ΔU ,ΔV , and
ΔW are accumulated and updated, and the cumulative update
equation is as follows:

ΔU � ΔU + δht · xt

ΔV � ΔV + δot · aht
ΔW � ΔW + δht · aht−1

(9)

When the feature sequence is not yet trained, the three weights
are shared throughout the time sequence training process and will
not be updated. Once the feature sequence of the entire software is
trained, U, V, and W can be updated by the gradient descent
method. The weight update equation is as follows:
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U � U − lrpΔU
V � V − lrpΔV
W � W − lrpΔW

(10)

When a software behavior is running, our proposed scheme can
quickly determine the probability of this software belonging to
various categories based on the sequence vector of software
behavior and the weight vector, taking the category with the
highest probability as the true category of this software, thereby
quickly predicting whether the software has malicious behavior.

4 Experiments

4.1 Dataset

The experimental dataset includes 172 benign executable
programs and 457 malicious software samples (across 4 types of
malware: Trojans, worms, script viruses, and system viruses). All of
these samples are Windows Portable Executable (PE) files, including
formats such as EXE, DLL, OCX, SYS, and COM. The malicious
samples were randomly selected from the malicious software sample
set downloaded from the VX Heaven website, while the benign
samples were collected from clean Windows systems and the school
FTP website as good executable programs.

In order to obtain the behavioral characteristics of these
programs, we selected the open-source dynamic analysis tool
Cuckoo Sandbox [22]. The Cuckoo Sandbox mainly analyzes file
types such as Windows executable files, DLL files, MS Office files,
compressed files, etc. It can automatically analyze the dynamic
behaviors of executable programs, including process behavior,
network behavior, and file behavior. In our experiment, the
architecture of the Cuckoo Sandbox primarily involves
running the main Cuckoo program on the host machine (the
host system is Ubuntu Server 16.10), with multiple guest
machines (the environments required for the execution of
malicious and benign programs are Windows series operating
systems) connected to the host via a virtual network. Each guest
machine has a Cuckoo Agent program that acts as a monitoring
agent. For data storage security, we have connected a workstation
to the Cuckoo host to back up the generated analysis reports and
process data. Additionally, analysis can be conducted remotely
via the internet by accessing the host. The structure of the Cuckoo
Sandbox is shown in Figure 2:

4.2 Experimental evaluation criteria

The experiments in the paper evaluate the performance of the
proposed scheme based on accuracy, recall, and F1-measure. For
malicious software behavior prediction, accuracy refers to the
proportion of predicted malicious samples that are truly
malicious, while recall is the proportion of malicious samples in
the dataset that we correctly identify as malicious through our
scheme. We define TP as the number of positive samples in the
dataset predicted as positive, FN as the number of positive samples
in the dataset predicted as negative, FP as the number of negative
samples predicted as positive, and TN as the number of negative

samples predicted as negative. The evaluation criteria are shown in
the following formulas:

Accuacy � TP

TP + FP

Recall � TP

TP + FN

F1 −measure � 2Accuacy*Recall
Accuacy + Recall

(11)

4.3 Experimental results and analysis

In this experiment, the hardware configuration utilized is as
follows: the central processing unit (CPU) is an Intel Xeon Gold
6234, equipped with 32 GB of memory, a 2 TB hard disk drive, and
an NVIDIA GeForce RTX 3080Ti graphics card. In the experiment,
we divided the dataset into two parts, with 80% as the training set
and 20% as the test set. Regarding the parameter settings for our
scheme, we conducted the following experiments:

For the parameter n in the N-gram scheme, the range of values
from 1 to 5 was tested, and the results are shown in the figure below:

From Figure 3, it can be observed that when the value of n is 4,
the predictive performance is optimal, with the F1-measure of the
scheme reaching 0.8627. However, with each increment of n in the
n-gram scheme, the number of behavior features increases
exponentially, and the time cost also rises. We can see in the
chart that when n increases from 3 to 4, the time cost jumps
from 386.24 s to 589.84 s. Considering that when n is taken as 3,
the F1-measure of the proposed scheme for identifying malicious
behavior reaches 0.8435, which is only about 2% less than the
performance when n is 4, we opt for n to be 3 after a
comprehensive assessment.

To validate the efficiency of the proposed solution, we first
determined the parameters of the model, which consist of four
elements: the number of iterations for the model, the learning rate of
the model, the dimensionality of the hidden layer, and the number of
features. By adjusting the aforementioned parameters, the model’s
mean loss and accuracy also continuously change, as shown
in Figure 4.

From Figure 4A, it can be observed that when the number of
iterations reaches 1800, the mean loss of the model is at its lowest,
indicating that the model has converged at this point. Figures 4B, C
show that when the learning rate is set to 0.04 and the
dimensionality of the hidden layer is 220, the model performs
the best, with a mean loss value of 0.23416. Regarding the
selection of features, we defined the range of feature selection
from 40 to 260, increasing by 20 each time, resulting in a series
of accuracy values as depicted in Figure 4D. It can be seen from the
figure that when the number of feature values is 200, the model’s
performance is optimal, with an accuracy value of 94.27%.When the
number of feature values continues to increase, the model’s
performance remains essentially unchanged.

In terms of performance comparison, we compared our
proposed scheme MBDFE with RNN and Naive Bayes. By
varying the density of the dataset, the algorithm’s running time
and performance also change continuously, as shown in Figure 5:
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From Figure 5B, it can be observed that the running times of the
models vary. MBDFE and RNN require training the weights of the
neural network, while the Bayesian method only needs to calculate
the class probabilities for each feature, thus consuming relatively less
time. MBDFE, as an RNN model based on feature selection, has an

advantage in training time over traditional RNNs. As shown in the
figure, when the data density reaches 80%, MBDFE’s training time is
1813.15 s, compared to 2876.56 s for RNN, saving 36.97% in time.

Examining Figure 5A reveals that when the data density is less
than 50%, MBDFE’s performance is inferior to the Bayesian

FIGURE 2
The structure of cuckoo sandbox.
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FIGURE 3
The Parameter of N-gram. (A) Illustrates the impact of the value of n in n-gram on the performance of the algorithm, and (B) shows the effect of the
value of n in n-gram on the training time of the algorithm.

FIGURE 4
The Parameters of MBDFE. (A) Demonstrates the impact of the number of parameter iterations on algorithm performance, (B) shows the effect of
the learning rate on algorithm performance, (C) illustrates the influence of the hidden layer dimensions on algorithm performance, and (D) presents the
impact of the number of feature selections on algorithm performance.
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classifier. This is because at lower data densities, the weights of the
RNN model within MBDFE are not fully trained, leading to
decreased classification performance. However, once the data
density exceeds 50%, MBDFE’s performance begins to surpass
that of the Bayesian classifier. This is due to the Naive Bayes [23]
model’s assumption of feature independence, which is often not the
case in practice, especially with malicious software behaviors that
tend to be sequential, limiting the performance of the Bayesian
model. In contrast, the RNN in MBDFE can handle sequential data,
resulting in better classification performance after full training.
Particularly at a data density of 80%, MBDFE achieves an
accuracy rate of 94.86%, which is a 13% improvement over the
Bayesian model’s accuracy rate of 84.29%.

5 Conclusion and future work

This paper explores how to reduce the risk of corporate data
assets being compromised by malicious activities and proposes a
machine learning technique based on feature selection to identify
malicious behaviors within software. The technique primarily uses
feature selection algorithms to identify key features of software
operation and applies them to a recurrent neural network
classifier to determine whether the software’s behavior is
malicious. Experimental results show that compared to existing
algorithms, this approach has improved accuracy in identification.

Although the proposed solution in this paper provides some
reference value for malicious behavior detection, no technical
solution can predict all malicious behaviors once and for all.
Malware attackers will continuously change their attack methods,
seeking vulnerabilities in defense systems. Future research should
not only enhance the technology for identifying malicious behaviors
but also formulate corresponding strategies at the management level
based on the development trends of malicious behavior prediction
methods. Our future research direction is to combine the
engineering methods of natural sciences with the management

methods of social sciences to propose an integrated solution for
more effective detection and defense against malicious behaviors.
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