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With the rapid growth of data volume in digital library and the increasingly
complex network environment, traditional network security measures are no
longer able to meet their security needs. In response to the problems of low
detection accuracy and long detection time in traditional network security
methods, we propose a digital library network security data detection and
management method based on bidirectional gated recurrent unit and temporal
convolutional network detector (BiGRU-TCNDetector) using the powerful
capabilities of deep learning technology. It efficiently and intelligently detects
and manages security data in digital library network. The method combines
the structures of temporal convolutional network (TCN) and bidirectional gated
recurrent unit (BiGRU) to extract spatial and temporal features from digital
library network security data. And it improves the accuracy of security data
detection based on BiGRU-TCN. In addition, the importance of each security
data feature is calculated through attention mechanism to reduce the loss of
important digital network security data information, which is then output by
the global pooling layer to the classifier for classification. Finally, comparative
experiments are conducted to verify that the digital library network security
data detection method based on BiGRU-TCNDetector has better detection
performance compared to other methods, providing a solid technical guarantee
for the stable operation and sustainable development of digital library.
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Highlight

• This paper proposes a digital library network security data detection method.
• The method reduces the lack of key information and further improving the accuracy.
• Themethod is validated compared to other baselines, demonstrating good performance.

1 Introduction

Digital library has become an important platform for knowledge dissemination and
academic exchange in modern society. They not only possess a lot of digital resources, but
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also achieve convenient access and efficient management of
resources through advanced information technology. However,
while digital library enjoys the convenience brought by information
technology, it also faces increasingly severe cybersecurity
challenges. These challenges include but are not limited to system
vulnerabilities, hacker attacks, virus propagation and data breaches,
which seriously threaten the stable operation of digital library and
network data security [1].

In the early stages of modern library network construction,
people emphasize more on the convenience and availability of
the network, while neglecting the security of the network. When
the coverage of the library network is limited to the library
LAN, the security of the library network is not highlighted. With
the acceleration of digital library construction, library launch
comprehensive network information services. The data in the
network environment refers to the information stored in network
file servers and other servers, as well as the information propagated
in the network. Data security in the network environment is the
essence of network security. Network security is a comprehensive
discipline that involves multiple disciplines such as information
security technology and cryptography [2]. Its essence is data security
on the network.

The digital library network systemhas the characteristics of wide
distribution and channel commonality. Although it increases the
practicality of the network, it inevitably increases the vulnerability
of the system, making digital library has to face the serious
challenge of network security. The proliferation of network viruses,
malicious attacks by hackers and the security needs of readers’
network information have raised higher requirements for the
network security of digital library [3, 4]. Generally speaking,
the network security of digital library refers to the mechanism
by which the various components of the digital library network
system are not damaged, tampered with or leaked due to accidental
reasons. This ensures the continuous and normal operation of the
digital library network system. Its ultimate goal is to maintain
reliable confidentiality, integrity, availability and controllability
during the processing and transmission of digital library
network information.

The digital library is a key construction project for library work
in the new era and it is also the focus of global competition in
science, technology and culture. It marks the level of development
of science, technology, culture and information. At the initial
stage of the construction of digital library system networking
and informatization, people pay more attention to its usability
and convenience, but ignore the security of Internet information
resources. With the continuous development of digital library
systems, library has begun to provide comprehensive network
information services and share technological. However, due to the
openness of their system architecture, wide distribution, channel
commonality and resource sharing, digital library has to face severe
challenges in network information security. A series of security
issues such as data loss, information leakage, website tampering,
system and application software vulnerabilities, hacker attacks,
malicious code and misoperation by internal personnel seriously
affect the normal operation of digital library, causing unnecessary
losses to the system itself and users [5–7]. Therefore, studying
various network factors that pose a threat to the digital library
system and improving the security system of the digital library

system has become an important issue related to the construction
and development of the digital library system.

Deep learning has made significant progress in various fields
such as image recognition and natural language processing due to
its powerful data processing and self-learning capabilities [8]. Deep
learning technology has also been widely applied in scenarios such
as network attack detection, malware identification and abnormal
traffic analysis, demonstrating its unique advantages. Compared to
traditional detection techniques, deep learning has demonstrated
significant advantages in processing massive amounts of data and
recognizing complex feature patterns. This technology has the
ability of automatic learning, which can mine and extract hidden
and highly complex feature patterns from large datasets. This
process not only reduces the need for manual intervention, but also
greatly improves the accuracy and execution efficiency of detection.
Specifically, deep learning models use multi-layer neural network
structures to abstract feature representations of data layer by layer,
ultimately achieving precise identification of unknown or abnormal
patterns, which is difficult to match with traditional rule-based or
statistical methods.

There is a close relationship and mutual promotion between the
security data detection and management method in digital library
network based on deep learning and social physics.The combination
of the two can provide a more intelligent, efficient, and secure
network environment for digital libraries. In specific application
scenarios of digital library, deep learning mainly relies on a large
amount of data for model training and prediction, while social
physics provides in-depth understanding and modeling capabilities
for user behavior, network traffic and other data. Combining
the two can achieve data fusion and complementarity, improving
the accuracy and efficiency of data detection and management.
And the introduction of deep learning is particularly crucial for
enhancing network security protection capabilities. By integrating
anomaly detection, intrusion detection and defense systems, as well
as risk assessment and other technical means, a comprehensive
and intelligent security protection system can be constructed. The
anomaly detection system can monitor network traffic and system
behavior in real time, identify and report any activities that deviate
from the normal operating mode in a timely manner. And it can
effectively curb the spread of potential threats. Intrusion detection
and defense systems further enhance this capability, not only
detecting intrusion behavior, but also automatically taking defense
measures such as blocking malicious traffic, isolating infected
devices, etc. In addition, the integration of deep learning makes
the risk assessment process more intelligent, enabling dynamic
adjustment of risk levels and response strategies based on historical
data and real-time intelligence. This ensures that security measures
are always synchronized with the latest threat situation. Through
the synergistic effect of comprehensive technological means, the
security protection capability of the system can be significantly
improved, providing a solid guarantee for the stable operation of
digital library and the security of data.

For preventing and resisting network security attacks and
intrusion behaviors, the network security detection system, as a
network security protection system that has both firewall defense
capabilities and the ability to resist real-time attacks on the network.
This can not only protect the inside of the network, but also
strengthen the protection function of the outside of the network,
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providing better protection mechanisms for network security and
more comprehensive guarantees for the security of the people
and the country. More and more researchers are introducing
deep learning into security data detection to address issues such
as low detection performance, high false alarm rate and long
detection time when using traditional machine learning methods
for network security detection. In deep learning, Convolutional
Neural Network (CNN) and Recurrent Neural Network (RNN) have
more parameters and stronger representation capabilities in feature
extraction and their performance is superior to traditional machine
learningmethods [9]. By using different neural networks to establish
different network structures and optimizing feature extraction,
better classification prediction models can be obtained. By setting
different neural networks with different network structures and
continuously optimizing feature extraction, better training models
can be provided for classification prediction. As a result, deep
learning-based security data detection methods are constantly
improving and have become an important guarantee for the network
security of current and future digital library network.

Deep learning is played an increasingly important role in
various fields [10]. Traditional deep learning methods are widely
applied in the field of security data detection, but these methods
are not suitable for digital library network security data detection
in professional fields and the classification results obtained are
not satisfactory. Therefore, deep learning is applied to the field of
security data detection in digital library network for identification
and management. Deep learning can extract nonlinear features
from a large amount of chaotic and disordered data to form more
abstract high-level data representations and then further learn to
obtain better results. Therefore, applying deep learning to the field
of security data detection for managing digital library network is an
effective and promising method, as well as an inevitable trend. Our
main contributions are summarized as follows.

(1) We propose a digital library network security data detection
method and management based on BiGRU-TCNDetector to
address the issues of low efficiency, low detection accuracy and
inability to detect specific types of attack threats in current
deep learning-based security data detection methods. Firstly,
TCN is used for preliminary feature extraction of digital
library network security data. Then, the output data of the
convolutional layer is used as input for BiGRU to capture
long-term dependencies between sequences and preserve
the correlation between features of digital library network
security data.

(2) The digital library network security data detection and
management method based on BiGRU-TCNDetector adds
attention mechanism to BiGRU-TCN, reducing the lack of
key information in security data and further improving
the accuracy of model detection. Finally, the data is fed
to the softmax classifier for classification through a global
average pooling layer, reducing the computation of network
parameters and thus shortening the detection time.

(3) By conducting multiple experimental comparisons on different
datasets, the digital library network security data detection
method based on BiGRU-TCNDetector is validated compared
tootherbaselines,demonstratinggoodperformance indetecting
andmanaging security data in digital library network scenarios.

The rest of this article consists of four parts. Section Ⅱ
is related literature related to the work. Section Ⅲ provides a
detailed introduction to the digital library network security data
detection method based on BiGRU-TCNDetector driven by deep
learning. Section Ⅳ analyzes the comparative effect of the digital
library network security data detection method based on BiGRU-
TCNDetector through experiments and metrics based on multiple
datasets and baselines. Finally, Section Ⅴ is the summary.

2 Literature review

Considering the large and complex amount of data present in
the real digital library network environment, traditional machine
learning methods for training security data detection models were
insufficient to address this challenge. Therefore, deep learning
technology had gradually been favored in the field of security
data detection. Du et al. [11] proposed a deep long short-term
memory network model (LSTM) of DeepLog, whose core lied in
the application of LSTM, aiming to transform complex system
logs into processable natural language sequence forms. The core
advantage of this model was its ability to automatically capture
and learn inherent pattern features from log data generated during
normal system operation. When the system log showed behavior
that deviates from these learned normal patterns, DeepLog could
effectively identify and mark it as abnormal, thereby achieving
early warning of potential system problems. The DeepLog had the
ability of online incremental learning, which allowed the model
to automatically adjust and optimize its internal parameters with
the continuous influx of new log data without the need to retrain
the entire dataset. This ensured that the model could keep up
with the dynamic changes of the system, adapt and identify new
log patterns in a timely manner. Shaikh et al. [12] proposed a
deep learning framework based on autoencoders and recurrent
neural networks to achieve access control of network traffic.
The framework preprocessed the dataset using autoencoders and
trained the classification model using LSTM. Experimental results
had shown that this method could effectively reduce false alarm
rates. Javaid et al. [13] proposed an intrusion detection method
based on sparse autoencoder and softmax regression, which used
sparse autoencoder to extract features in an unsupervised manner.
Secondly, a classifier was constructed using softmax regression
algorithm to detect abnormal network traffic. The performance
of the proposed method was experimentally demonstrated on
the network benchmark dataset NSL-KDD and compared with
some previous works, including accuracy, precision, recall and f-
measures values. Su et al. [14] proposed a traffic anomaly detection
model BAT to address the issues of insufficient accuracy and
complex feature engineering in the field of security data detection.
This model integrated a bidirectional long short-term memory
network (BiLSTM) with attention mechanism, aiming to optimize
the extraction and utilization of network traffic features. Specifically,
attention mechanism was introduced to finely screen the sequence
of data packet vectors processed by BiLSTM, thereby focusing on
the key information that constitutes the network flow vector. In
addition, the BAT model also integrated multi-layer convolutional
neural networks (CNNs), aiming to deeply explore the local
features of data, which were crucial for accurately characterizing
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network traffic behavior. Subsequently, the extracted features were
efficiently classified using a softmax classifier, achieving accurate
recognition of network traffic. As an end-to-end solution, BAT could
automatically learn and abstract hierarchical key features from raw
data, simplifying the model construction process and improving
generalization ability. The experimental results showed that BAT
achieved an accuracy of 84.25% on NSL-KDD, demonstrating
significant advantages in anomaly detection accuracy, efficiency and
robustness, improving the level of network security protection.

In recent years, machine learning and deep learning techniques
had been widely applied in fields such as object detection, had
demonstrated superior performance. Therefore, many researchers
had also applied deep learning techniques to security data detection
tasks. Such security data detection methods aimed to use deep
learning and neural network techniques to learn features such
as data flow, control flow and syntax flow in source code. This
determined detection boundaries by comparing the differences in
syntax and semantic features between security samples and risk
samples. Huo et al. [15] proposed a novel convolutional neural
networkmodel of NP-CNN,which utilized vocabulary and program
structure information from natural language or programming
language source code to learn key features that could automatically
locate security data, achieving fine-grained detection of security
data. Li et al. [16] designed a vulnerability detection architecture
using deep program convolutional neural network (DP-CNN)
aimed at predicting software defects. The core of this architecture
was to extract representation vectors from the abstract syntax
tree of the program, and then embed these vectors into the deep
learning model for model training. Yuan et al. [17] developed
a distributed denial of service (DDoS) attack detection strategy
based on recurrent neural networks (RNNs), which focused on
extracting feature patterns from network traffic time series to
achieve effective tracking of network attack activities. Wang et al.
[18] proposed a hierarchical intrusion detection system (HAST-
IDS) that integrates convolutional neural networks (CNN) and
recurrent neural networks (RNN). The system first used CNN to
capture spatial features in the data, and then uses RNN to deeply
analyze the time series characteristics of the data. The performance
of experimental data on ISCX2012 is particularly impressive, with
HAST-IDS achieving an accuracy rate of up to 99.89% and a
recall rate of 96.96%, while maintaining an extremely low false
alarm rate. Javed et al. [19] combined convolutional neural networks
(CNNs) with Attention Enhanced Gated Recurrent Units (GRUs)
to detect vehicle intrusion attacks on the Controller Area Network
(CAN) bus, demonstrating the effectiveness and potential of this
combination in specific security domains. Compared with existing
methods, the experimental results of this model improved accuracy,
recall and F1 score by 12.69%, 10.91% and 10.79%, respectively.
Compared with the most advanced models at that time, this model
improved by 5.72%, 4.94% and 5.32% in these three performance
indicators, respectively. Sinha et al. [20] proposed a deep learning
model that combines one-dimensional CNN and BiLSTM. The
model performed binary and multi classification tasks on UNSW-
NB15 and achieved binary and multi classification accuracies of
93.10% and 82.08%, respectively. And it could accurately classify
most of the attack class samples in UNSW-NB15, with a relatively
low FPR, which was better than the most advanced models at that

time. Kasongo et al. [21] proposed a method combining wrapper-
based feature extraction units and feedforward neural networks
(WFEU-FFDNN), which used the WFEU extra tree algorithm to
generate the optimal feature vector consisting of 22 attributes on
UNSW-NB15. The vector was used as input and the feedforward
neural network was used for classification. The experimental results
show that the binary and multi classification accuracies of this
method were 87.10% and 77.16%, respectively.

3 Deep learning driven security data
detection method and management in
digital library network

3.1 Overview of BiGRU-TCNDetector
architecture

BiGRU-TCNDetector is a digital library network security
data detection method based on deep learning fusion model.
Due to the advantages of the BiGRU, such as simple structure,
fast computation speed and the ability to remember long-term
dependency information, TCN can extract key features from
serialized information and use pooling operations to reduce the
dimensionality of code vector representations, resulting in a fine-
grained feature matrix. Therefore, we use BiGRU and TCN to
respectively learn the semantic and syntactic information of security
data types in digital library network. Secondly, the trained local
models are fused to construct a detectable multi type digital library
network security data fusionmodel, which detects whether there are
risks and determines the specific types of security data [22].

Thedeep learning fusionmodel designedmainly consists of local
models, model fusion and global model, as shown in Figure 1. Local
models can be divided into left model and right model. The left
model is composed of BiGRU, which mainly learns and remembers
longer context dependent information in the coarse-grained security
data of digital library. The right model is composed of TCN, whose
main function is to extract important syntactic features in the fine-
grained security data of digital library to assist in determining the
specific types of network security.

The function of the model fusion layer is to use the Merge
layer to fuse the trained left and right models into a global model.
Its principle is to fuse the model parameters from the training
outputs of the two local models. The global model consists of an
attention mechanism layer and a softmax layer. The purpose of
adding attention mechanism is to help the neural network focus
its attention on the code elements and their dependent features
that can distinguish the types of digital library network security
data. By assigning higher weights to key features, it effectively
distinguishes different security data with subtle differences, thereby
guiding the neural network to train more efficient multi type digital
library network security data detection models. The softmax layer is
the activation layer, which outputs the classification results of the
detection model to achieve secure management of digital library
network data.

For solving the problem of unclear and difficult to accurately
classify security data features of different types of digital library
network, we draw on the idea of attention mechanism to solve the
problems of complex text semantic features and unclear differences
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FIGURE 1
BiGRU-TCNDetector architecture.

in various features. In the global model training process, attention
mechanism is introduced to enable the neural network to focusmore
attention on key code features and their dependent variables.

The security data detection of digital library network is
essentially amulti classification problem, aimed at detectingwhether
there are network security attacks in the input and which specific
type of security attack they are. Therefore, we choose the Cross
Entropy Loss Function as the loss function [23], which is defined
as shown in Equation 1.

Loss = 1
N
∑
i
Li = −

1
N

N

∑
i=1

C

∑
c=1

yic logpic (1)

where N represents the number of samples, c is the number of
categories, yic represents the sample label, when sample i belongs to
category c, yic = 1, otherwise yic = 0.The pic indicates the probability
that the sample i belongs to category c. In order to prevent
model overfitting, we add L2 regularization weight decay term after
Equation 1 to ensure that the weight vector of the model is at a small
value and avoid gradient explosion, the improved loss function is
shown in Equation 2.

Loss = 1
N
∑
i
Li = −

1
N

N

∑
i=1

C

∑
c=1

yic logpic +
λ
2
||W||2 (2)

where λ is the penalty factor and ||W||2 is the weight norm.
Learning rate decay (lrDecay) is a factual technique for training
modern neural networks. The working principle of lrDecay is to
maintain the learning rate at a relatively large value during the
initial training phase, which helps accelerate model training or
helps the network escape pseudo local minima. During the training
process, as the number of iterations accumulates, the learning rate
gradually decreases. This is aimed at guiding the network model
to approach a local optimal solution more smoothly, effectively

suppressing oscillation phenomena during the training process and
promoting stable convergence of the model. Therefore, we update
the learning rate in an exponential decay manner and its update
strategy is shown in Equation 3.

lrDecay = lr∗ γ
N
n (3)

where lr represents the current learning rate, γ is the decay factor,
N represents the total number of iterations and n means that for
every n iteration, the learning rate decreases once bymultiplying the
decay factor.

3.2 Local model based on BiGRU

Although traditional RNNs can remember contextual
information of text sequences, their memory length is short and
their ability is weak. The original LSTM cannot fully learn the
security data features of digital library networks, resulting in low
model detection accuracy. Gated recurrent unit (GRU) [24] not
only has the ability to extract time series, but also can preserve
memory for a long time. Compared to LSTM, GRU has a simpler
structure, fewer parameters and better detection performance. In
response to the above issues, we adopt BiGRU to learn the long-term
dependency relationships between security data in digital library
network. Compared with LSTM, it has a simpler structure, fewer
parameters, faster computation speed and can remember long-term
dependency information between codes. BiGRU is also similar to
BiLSTM, including GRU in both forward and reverse directions
and GRU in reverse direction, which can better demonstrate
the influence of each attribute in the sequence data on its front
and back attributes, thereby improving the model’s time series
prediction ability.
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BiGRU effectively captures the complex time series features
and contextual dependencies in digital library network security
data through its unique bidirectional processing mechanism. Its
network processes data from front to back and captures historical
information. The other network processes from back to front and
predicts future trends. This bidirectional structure enables BiGRU
to have a more comprehensive understanding of the temporal
characteristics in data, thus performing well in tasks such as
anomaly detection and security recognition. The forward GRU and
reverse GRU in BiGRU are two independent hidden layers that
read information in chronological order and perform forward and
reverseGRUcalculations respectively. Finally, the determined values
of GRU are jointly output. The forward and backward derivation
formulas are shown in Equations 4, 5.

{{{{{{{
{{{{{{{
{

⃗rt = σ(W⃗r ⋅ [h⃗t−1, x⃗t])

⃗zt = σ(W⃗z ⋅ [h⃗t−1, x⃗t])
̃ht = tanh(W⃗h ⋅ [ ⃗rt ∗ h⃗t−1, x⃗t])

h⃗t = (1− ⃗zt) ∗ h⃗t−1 + ⃗zt ∗ x⃗t)

(4)

{{{{{{{
{{{{{{{
{

⃖rt = σ(W⃖r ⋅ [h⃖t−1, x⃖t])

⃖zt = σ(W⃖z ⋅ [h⃖t−1, x⃖t])
̃ht = tanh(W⃖h ⋅ [ ⃖rt ∗ h⃖t−1, x⃖t])

h⃖t = (1− ⃖zt) ∗ h⃖t−1 + ⃖zt ∗ x⃖t)

(5)

The final output is shown in Equation 6.

Ht = [h⃗t, h⃖t] (6)

where h⃗t and h⃖t are the output results of forward GRU and backward
GRU respectively and H is the hidden state of BiGRU at time t.
In addition, BiGRU also achieves adaptive control over the flow of
security data information in digital library network through built-
in update and reset gate mechanisms. These gating mechanisms can
dynamically adjust network parameters based on current inputs and
historical states, ensuring that themodel remains efficient and stable
when dealing with complex and changing security data. This ability
is particularly important for network environments such as digital
library that require continuous monitoring and rapid response,
helping to detect and respond to potential security threats in a
timely manner.

Although BiGRU can simultaneously obtain data information
from both directions before and after the same time, making
the detection results closer to the true values, BiGRU has many
parameters and high computational complexity. Therefore, a single
BiGRU is prone to the problem of long model training time
when conducting digital library network security data detection.
Therefore, we use BiGRU, Masking layer and Non-Masking layer
to build the network structure. BiGRU is mainly used to learn data
features, while the Masking layer is mainly used to solve sequence
problems of different lengths. In order to control the input data
format in the same dimension, it uses 0 padding data. However,
filling a large amount of meaningless 0 data will have a certain
impact on the learning effect of the neural network. Therefore,
in this chapter, the Masking layer is used to mask the invalid 0
padding data. After the model training is completed, the output
results are subjected to Non-Masking operation for easy fusion of
the subsequent model output results.

3.3 Local model based on TCN

Due to the need for RNN to process information sequentially,
which means waiting for the previous data to be processed
before continuing to process the next data, the time overhead is
relatively high [25]. The mechanism of TCN is designed to not rely
on the accumulation of historical information, and each operation
remains independent. This feature enables it to process data in
parallel, significantly reducing processing time and improving
computational efficiency. In addition, due to the backpropagation
of TCN and the different time directions of sequences, this avoids
the problems of gradient vanishing or exploding that often occur
in RNN. Compared to BiGRU, TCN may be more computationally
efficient as it avoids loop operations, thereby reducing the
complexity of state updates.Therefore, in response to the advantages
of TCN, we propose using TCN to detect network security
in digital library and design a digital library network security
data detection model TCNDetector based on time convolutional
networks.

The architecture of TCNDetector is carefully constructed,
integrating TCN layer, fully connected layer, and softmax layer.
Among them, the fully connected layer is responsible for deep
analysis of the preceding features through nonlinear transformation,
mining complex correlations between features and effectively
curbing the risk of model overfitting by introducing dropout
mechanism. The softmax layer serves as a classifier to perform fine
classification processing on the vectors passed by the fully connected
layer. The TCN layer serves as the input interface, receiving data
in vector form and is equipped with 64 filters. This setting ensures
that each layer of the neural network has sufficient neurons in the
convolution operation to fully capture the temporal characteristics
of the data. The kernelsize is set to 2, which represents the size of
the kernel used in the convolutional layer. The kernelsize = 2 means
that the input of each layer corresponds to the output of the previous
layer at 2 -time steps. The dilations parameter is set in the form of a
list, where dilations = [1,2,4].Theparameter dilations represents the
interval between the input of this layer and the output of the previous
layer. For example, the dilations = 1 indicates that the value at time t
in this layer is related to the values at time t and t-1 in the previous
layer. The dilations = 2 indicates that the input at time t in this layer
depends on the output at time t and t− 2 in the previous layer and so
on. It is worth noting that this parameter is usually set to a multiple
of 2. The default activation function for TCN is relu. The fully
connected layer randomly activates the neurons input to the TCN
layer based on the dropout rate setting to prevent overfitting of the
neural network model. In the TCN layer, there is also a dropout rate
parameter inside.

We do not use dropout in the TCN layer because we compare
two methods and found that setting dropout in the fully connected
layer resulted in better detection performance of the neural network
model than using dropout in the TCN layer. In the fully connected
layer, we set the dropout rate size to 0.5.The softmax layer is used to
classify the input vectors of the fully connected layer and its function
is to normalize the output results of each category. The detection
of security data in digital library network is a binary classification
problem. Therefore, the number of categories is set to 2. We set
the batch size to 64, the epoch size to 10, the optimizer to Adam,
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using its default learning rate of 0.001 and the loss function to binary
cross entropy.

In addition, if the ratio between positive and negative samples
in the given digital library network security training dataset is
different, it makes it difficult for the neural network to learn the
main security data features, resulting in a high false alarm rate in
detection.Therefore, we use undersampling [26] to process the data.
This enables the neural network to learn more data detection rules
during the training process.

3.4 Attention mechanism

Attention mechanism is widely used in defect prediction,
malware classification, etc. [27]. The computational process of the
attention mechanism can be divided into three steps, obtaining the
query and key vectors according to the input vector, calculating the
correlation α between each query vector and the key vector and
extracting important information according to the attention score.

Given n input vectors I = [x1, ...,xn], where each vector
xi(i ∈ [1,n]) represents an input information. Firstly, each input
vector xi in I multiply on Wq and Wk to obtain qi and ki,
respectively. Secondly, the correlation αi,j between xi and xj is
calculated separately, where the correlation between every two-
input information is calculated using the scaled point product,
as shown in Equation 7. Each input vector xi also calculates its own
correlation.

αi,j =
qi ⋅ kj
√dk

(7)

Each attention score calculated in Equation 7 needs to be
normalized by softmax to obtain α′, as shown in Equation 8.

α′i,j =
exp(αi,j)
n

∑
k=1

exp(αi,k)
(8)

By α′i,j, we can know the degree of association between the
current input vector xi and each input vector xj. The value vector
is obtained by multiplying each input vector xi in I separately by
Wν, and successively multiplied with the corresponding attention
score and then accumulated to obtain the output vector bi, as
shown in Equation 9. The attention mechanism can accelerate the
computation using matrix multiplication, where the computation
of each output vector bi is performed in parallel. Q =Wq ⋅ I,K =
Wk ⋅ I,V =Wv ⋅ I,A′ is calculated usingQ and K andmultiplied byV
to obtain the output vector, as shown in Equation 10.

bi =
n

∑
j=1

α′i,jvj (9)

Attention(Q,K,V) = so ftmax(QK
T

√dk
)V (10)

The attention mechanism is integrated into the BiGRU-
TCNDetector, enabling the model to learn and focus on important
parts of digital library network security data. In the security data of
digital library network, there are often subtle but crucial abnormal
signals or patterns hidden. The attention mechanism dynamically

adjusts the weights of different data segments, allowing the model
to prioritize processing these key informations. This ability is
crucial for timely detection of potential security threats such as
network attacks and data breaches. And the attention mechanism
also endows the BiGRU-TCNDetector with a certain degree of
interpretability. By visualizing the distribution of attention weights,
it is possible to intuitively understand the key data points that
the model relies on when making decisions. This not only helps
to validate the rationality and effectiveness of the model, but also
further optimizes the model.

4 Analysis of experimental results

4.1 Performance testing indicators

The experimental environment configuration is Core i7-
12700KF, NVIDIA RTX3090 and 64 GB RAM, built on the
Windows 10 operating system, with 32.00 GB of memory. We use
Python as the main programming language and are based on the
TensorFlow framework. TensorFlow is a deep learning framework
based on Python language, which can transform abstract data
information into artificial neural networks for learning, training
and processing. The experimental evaluation utilizes four standard
digital network security detection datasets, namely VulDeePecker
[28], CIC-IDS2017 [29], UNSW-NB15 [30] and DARPA2000 [31].

For evaluating the effectiveness of the digital library network
security data detection method based on BiGRU-TCNDetector, we
conduct experiments on public datasets. VulDeePecker can restore
the experimental results to the maximum extent possible to avoid
errors caused by differences in datasets.This dataset contains 43,913
code widgets without vulnerabilities and 17,725 code widgets with
vulnerabilities. CIC-IDS2017 covers some existing attack types or
network security feature sets and data sources, it is a new publicly
available dataset that meets real-world standards. This dataset spans
across 8 files recording information for 5 days, containing 80 features
and 2830743 instances, as well as richer types of attacks. CIC-
IDS2017 includes various types of attacks mixed with conventional
network data, making it a valuable resource for evaluating and
training security data detection and management models. The
original network dataset of UNSW-NB15 is created by the IXIA
PerfectStorm tool. The UNSW-NB15 contains a total of 2540044
traffic data, which can be simply divided into two categories, they
are secure and non-secure. It includes nine types of attacks and one
type of normal traffic. Using the ArgusBro-IDS tool, 12 algorithms
are developed to generate a total of 49 features using class labels.
DARPA2000 is an offline testing and evaluation dataset for intrusion
detection systems released by MIT Lincoln Lab. The selected data is
LLDOS 2.0.2-SScenario Two and the dump file is parsed using the
Winpcap tool. Specific packet features are extracted fromUDP, TCP
and ICMPnetwork data types and 500 TCP, UDP and ICMP packets
with a total of 27 types of features are selected as sample sets.

Due to the complex and ever-changing network environment,
data differences can be tens or even hundreds of times, which is
very detrimental to the training of neural networks. Therefore, the
raw data needs to be normalized before neural network training to
accelerate convergence speed during program execution. The main
purpose of normalizing the extracted data items is to ensure that the
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TABLE 1 Test results.

Dataset Model Accuracy (%) Recall (%) Precision (%) F1 score (%)

VulDeePecker

TCN 0.814 0.832 0.823 0.856

BiGRU 0.839 0.867 0.842 0.823

CNN-LSTM 0.901 0.902 0.899 0.919

GCNN-LSTM 0.887 0.902 0.884 0.891

BiGRU-TCN 0.904 0.928 0.919 0.923

BiGRU-TCNDetector 0.968 0.970 0.959 0.967

CIC-IDS2017

TCN 0.742 0.763 0.715 0.751

BiGRU 0.877 0.860 0.874 0.869

CNN-LSTM 0.781 0.817 0.812 0.806

GCNN-LSTM 0.826 0.852 0.855 0.839

BiGRU-TCN 0.924 0.955 0.942 0.943

BiGRU-TCNDetector 0.971 0.982 0.969 0.974

UNSW-NB15

TCN 0.824 0.862 0.881 0.869

BiGRU 0.828 0.877 0.898 0.882

CNN-LSTM 0.918 0.939 0.884 0.892

GCNN-LSTM 0.9405 0.931 0.923 0.955

BiGRU-TCN 0.958 0.960 0.959 0.945

BiGRU-TCNDetector 0.973 0.964 0.972 0.970

DARPA2000

TCN 0.825 0.842 0.864 0.849

BiGRU 0.872 0.892 0.883 0.862

CNN-LSTM 0.902 0.926 0.879 0.902

GCNN-LSTM 0.935 0.952 0.950 0.955

BiGRU-TCN 0.948 0.949 0.952 0.945

BiGRU-TCNDetector 0.969 0.973 0.977 0.976

differences in changes between the data are not too large and it is best
to ensure that each data item takes a value within the range of [0,1].
We adopt the normalizationmethodmentioned earlier to preprocess
the normalized data of the dataset. In addition, the experiment is
evaluated based on accuracy, precision, recall and F1 score [32]. We
evaluate and analyze the detection performance of models based on
the detection accuracy, recall rate, F1 score, and overall accuracy
of various categories of security data. F1 score is an evaluation
index that comprehensively judges precision and recall. When there
is a discrepancy between the accuracy and recall of the detection
model, F1 score is used to weight and average the values of the two
evaluation indicators to obtain a fair result.

4.2 Evaluation of security data detection
results in digital network based on deep
learning

Based on the digital network security detection dataset, we
evaluate and selecte multiple baselines for traffic security detection
comparison experiments, including TCN [33], BiGRU [34], CNN-
LSTM [35], GCNN-LSTM [36] and BiGRU-TCN [37]. The overall
experimental results of all methods are detailed in Table 1.

According to Table 1, the digital library network security data
detectionmethod based on BiGRU-TCNDetector performs the best
in accuracy, precision, recall and F1 score. And compared with
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FIGURE 2
Experimental comparison based on VulDeePecker.

FIGURE 3
Experimental comparison based on CIC-IDS2017.

FIGURE 4
Experimental comparison based on the UNSW-NB15.

the classic TCN and BiGRU, the digital library network security
data detection method based on BiGRU-TCNDetector achieves
significant improvements in accuracy, precision and recall. This is
because the gate control unit inside BiGRU can effectively learn

FIGURE 5
Experimental comparison based on DARPA2000.

FIGURE 6
Comparison of AUC between BiGRU-TCN and BiGRU-TCNDetector.

long context dependent information between codes, proving that
BiGRU-TCNDetector improves network security data detection
performance compared to a single networkmodel. It can be seen that
TCN has the worst performance in network security data detection,
which is due to the increased time overhead caused by too many
neural network layers and the possibility of unsatisfactory detection
results due to overfitting of the neural network model. Increasing
LSTM has better detection performance compared to single BiGRU
and TCN. The BiGRU-TCN shows significantly better detection
performance than other neural networks. This result indicates that
using bidirectional neural network architecture in network security
data detection can more effectively capture data features compared
to unidirectional neural network, thereby improving detection
efficiency. On CIC-IDS2017, the digital library network security
data detection method based on BiGRU-TCNDetector achieves the
highest recall rate of 0.982, with an F1 score of 0.974, outperforming
all baselinemodels, including BiGRU-TCN andGCNN-LSTM.This
confirms the effectiveness of the digital library network security
data detectionmethod based on BiGRU-TCNDetector in accurately
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TABLE 2 Inference time results.

Model VulDeePecker CIC-IDS2017 UNSW-NB15 DARPA2000 Average

TCN 0.95 12.45 7.83 6.823 7.26

BiGRU 0.83 11.83 6.86 5.842 6.24

BiGRU-TCNDetector 0.56 8.96 4.97 3.959 4.61

capturing and identifying digital library network security threats,
providing strong technical support for enhancing the network
security protection capabilities of digital library. Figures 2–5 are
comparison charts of experimental results on different datasets,
where the X-axis represents experimental metrics and the Y-axis
represents the corresponding accuracy, precision, recall and F1 score
of different neural network models.

In Figure 2, compared to the baseline, the digital library network
security data detection method based on BiGRU-TCNDetector
ranks first with the highest recall rate of 97%. Among other
deep models, BiGRU-TCN has the highest recall rate at 92.8%,
followed by CNN-LSTM with an F1 score of 91.9%. Recall rate is
specifically mentioned as one of the key indicators for evaluating
model performance. A high recall rate means that the model can
identify and capture more real threats or abnormal behaviors.
Therefore, the digital library network security data detectionmethod
based on BiGRU-TCNDetector has extremely high performance
in identifying or detecting network security events, which can
effectively ensure the network security of key information systems
such as digital library.

Based on the same conditions mentioned above, the model is
further tested and the detailed comparison of the experimental
results on CICIDS2017 is shown in Figure 3. CNN-LSTM and
GCNN-LSTM perform worse than BiGRU in terms of accuracy,
precision, recall and F1 score. Therefore, adding an attention layer
to the model may not necessarily improve its overall detection
performance and is also influenced by the training dataset itself.The
attention mechanism itself reallocates the weights of the original
features to select key features that affect the classification results.
For datasets with uniform feature importance, adding attention
mechanism may focus the model’s attention on local features,
resulting in the loss of some key features and a decrease in the
model’s detection performance. On CIC-IDS2017, the test results
of the digital library network security data detection method based
on BiGRU-TCNDetector are higher than those of the peer model.
Overall, the experiment verifies that the digital library network
security data detection method based on BiGRU-TCNDetector can
more effectively extract advanced features for anomaly detection
from network security data, thereby improving the detection effect.

According to Figure 4, compared with TCN, BiGRU, CNN-
LSTM, GCNN-LSTM and BiGRU-TCN, the digital library network
security data detection method based on BiGRU-TCNDetector
has a higher F1 score index of 11.62%, 9.98%, 8.74%, 1.57%
and 2.65%, respectively. The experimental results verify that the
proposed method has strong detection performance on various
network security datasets. The digital library network security
data detection method based on BiGRU-TCNDetector introduces

attention mechanism and uses BiGRU and TCN to train a deep
learning fusion model, which can fully explore the differential
features of security data detection.

From Figure 5, it can be seen that the digital library network
security data detection method based on BiGRU-TCNDetector
performs the best in all indicators on DARPA2000, indicating that
the proposed method exhibits high detection accuracy in multi type
digital network security detection. In addition, we also introduce
AUC to evaluate the value of the model, which is defined as
the area under ROC. ROC is a curve plotted with false positive
rate (FPR) as the x-axis and true rate (TPR) as the y-axis. The
closer the AUC distance is to 1.0, the better the performance
of the detection algorithm. The experimental comparison results
based on VulDeePecker, BiGRU-TCN and BiGRU-TCNDetector
are shown in Figure 6.

FromFigure 6, BiGRU-TCNDetector occupies a higher position
on the ROC curve, especially in the low FPR region, indicating that
the model can more effectively detect real network security threats
while maintaining a low false alarm rate.The digital library network
security data detection method based on BiGRU-TCNDetector first
learns rich features through local sub models. Secondly, adding
an attention mechanism layer during model fusion preserves more
critical data network security features, resulting in better detection
performance of the trained detection model.

In addition, to further evaluate the real-time performance of
models in security data detection in digital library network, we
introduce inference time as a measure to test whether the model
can process this data quickly and efficiently, as shown in Table 2.
Experiments are conducted on four datasets, comparing TCN,
BiGRU and BiGRU-TCNDetector, calculating the inference time
required for prediction. By calculating the inference time of each
model on different datasets, we obtain the average inference
time, with TCN, BiGRU and BiGRU-TCNDetector being 7.26 s,
6.24 s and 4.61 s, respectively. This indicates that by introducing
attention mechanism, BiGRU-TCNDetector effectively reduces
computational complexity, demonstrating excellent value and
efficiency in resource consumption, strengthening its applicability
in the field of digital library network security data detection.

5 Conclusion

Digital library has increasingly highlighted their network
security issues. Therefore, we propose the digital library network
security data detection method based on BiGRU-TCNDetector,
which utilizes the powerful capabilities of deep learning algorithms
in complex data security recognition, anomaly detection and
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intelligent analysis. It combines TCN and BiGRU to form BiGRU-
TCN, inheriting the advantages of time convolutional networks and
effectively reducing the time overhead required for training neural
network models. Attention mechanism is also added to BiGRU-
TCN, which connects the dependency relationships between
sequences through weights, reducing the loss of critical information
for secure data in the digital library network and further improving
the accuracy of model detection. At the end, global average pooling
is used instead of the traditional fully connected layer to deliver
data to the softmax classifier. This reduces the risk of overfitting
caused by the large number of parameters in the fully connected
layer, further reducing computational complexity and shortening
model training time. Through the analysis of experimental and
comparative results, it is concluded that the digital library network
security data detection method based on BiGRU-TCNDetector has
high accuracy, precision, recall and F1 score. It outperforms other
baseline models in network security detection and its overall testing
performance is superior to the comparative method. However, due
to the gap between open-source datasets and real digital library
network security data environments, future work needs to study
the use of more real-world data for model validation and testing to
improve its security in real-time security data detection systems.
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