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The goal of this work is to characterize the secondary neutron spectra produced
by 1 GeV/u56Fe beam colliding with a thick cylindric aluminum target and to
perform a quantitative comparison with simulated results obtained with Monte
Carlo codes. The measurements were performed using extended-range Bonner
sphere spectrometers at two positions (15° and 40°) with respect to the beam
direction. The secondary radiation field was simulated using four Monte Carlo
codes (FLUKA, MCNP6, Geant4 and PHITS) and several physical models of nuclei
transport and interaction. Neutron and proton energy distributions were
simulated for the experimental measurement positions. The simulated neutron
spectra, together with data measured with Bonner sphere spectrometers, after
carrying out the correction of the contributions induced by the secondary
protons, were used as input for the MAXED spectrum unfolding code to
obtain the measured neutron spectra. Unfolded neutron spectra were
compared with simulated ones to carry out a quantitative analysis of the
performance of the chosen Monte Carlo codes and their corresponding
physical models. This comparison showed that, because of experimental
uncertainties and physical models, there are no unique solutions for each
measurement location, but a range of solutions where the true experimental
neutron spectra probably lie. The results showed deviations between 4.23% and
8.42% for some simulated spectra. Regarding the total integral values of neutron
fluence and ambient equivalent dose, the unfolded neutron spectra showed
deviations lower than 2%.
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1 Introduction

Space exploration with semi-permanent and/or permanent
settlements represents one of humanity’s greatest and most
ambitious challenges. One of the main risks for missions beyond
Low Earth Orbit (LEO), without the protection of the Earth’s
atmosphere and its magnetic field, is related to acute and prolonged
exposure to radiation [1]. Galactic cosmic radiation (GCR), consisting
of a spectrum of highly energetic (up to several TeV/u) particles ranging
from protons to heavy ions (up to 58Ni), is a very important category of
radiation to consider because of its isotropic and ubiquitous distribution
which is highly penetrating andmodulated only by the solar activity [2].
GCRs interact with spacecraft shielding material (aluminum alloys) by
producing, through nuclear spallation or fragmentation reactions, high
energy secondary particles such as light charged fragments and
neutrons. Consequently, during the spacecraft and habitat design, it
is crucial to consider not only the primary GCR, but also the secondary
radiation field [3]. Neutrons especially, being neutral particles, can
penetrate thick shields and deep into organic tissues before interacting
with nuclei inducing the production of ionizing secondary radiation
which would induce direct biological damage. The quality factor of
neutrons, which is a measure of their harmfulness for radiation
protection purposes, is strongly energy dependent [4, 5]. Recent
studies have shown that neutrons contribute significantly to the
ambient dose equivalent of the crew on the International Space
Station (ISS) in different locations [6, 7].

Many studies on the impact of the thickness of spacecraft
aluminum alloys for GCR shielding, have shown that secondary
neutrons and light ions are major contributors to the total
equivalent dose inside the scoring area protected by the shielding
material [8–11]. However, these comparative studies show large
discrepancies because nuclear fragmentation processes are simulated
using semi-empirical physical models. These large uncertainties have a
negative impact on both the design phase of spacecraft, shelters on the
Moon and Mars, and on predictions of possible biological damage. To
overcome these problems, simulation codes must take advantage of
experimental reaction cross sections to correctly reproduce the
secondary radiation field. However, the information of energy-
dependent reaction cross sections is partial and in many cases
absent [12–14]. The scarcity of experimental data is due to the small
number of facilities where ground-based experiments can be performed
to measure the secondary radiation field induced by high energy (up to
1 GeV/u) heavy ion beams. Such facilitates are for instance the Heavy
IonMedical Accelerator in Chiba (HIMAC) of the National Institute of
Radiological Sciences in Japan, NASA Space Radiation Lab (NSRL) of
Brookhaven National Laboratory in United States and
Helmholtzzentrum für Schwerionenforschung GmbH (GSI) in
Germany. Recent studies have compared experimental neutron
yields from thick target with simulated ones, the results showed that
no physical model implemented in the various Monte Carlo codes fit
perfectly for all energies and measurement angles [15–18].

The work presented in this paper is part of a larger
multidisciplinary study funded by the ESA-IBER-2021 program
with the aim of studying the physical characteristics and
radiobiological effects of the secondary radiation field produced
by a 1 GeV/u 56Fe ion beam bombarding a cylindrical aluminum
target [19–21]. 56Fe was chosen for this study because among the
various high charge (Z) and energy (E) (HZE) nuclei, it is one of the

most abundant [22]. The 1 GeV/u energy was chosen because at that
energy the iron beam is considered a reasonable approximation for
the GCR, making the largest contribution to the equivalent dose, and
near the solar cycle maximum, about half of the iron flux is found at
energies of 1 GeV/u and above [23]. In addition, most
radiobiological experiments on cells, tissues and animals have
been performed at this energy [24]. Finally, only the 1 GeV/u
energy was chosen because of experimental limitations.

Different from previous works [19–21], which focused only on
neutron dosimetry, this work focuses on spectrometry with the
complete characterization of the secondary neutron spectra
measured with the Bonner Sphere-based system of the
Physikalisch-Technische Bundesanstalt (PTB), called NEMUS,
measured in the Cave A of the GSI for two representative
measurement angles and on the comparison and validation of
the simulations obtained with four Monte Carlo codes commonly
used int the field of radiation protection in space. The first part of the
article describes the working principle of the NEMUS system for
neutron measurement, the experimental setup used in Cave A and
finally the four Monte Carlo codes and corresponding physical
models considered for the simulation of the secondary radiation
field. The second part presents the simulation results of the
secondary radiation field, the comparison between measured and
simulated NEMUS readings. Finally, the simulated neutron
experimental spectra are compared with the experimental spectra
obtained through the MAXED unfolding code, analyzing the
deviations of the integral quantities of fluence and ambient
equivalent dose.

2 Materials and methods

2.1 Multiple bonner sphere
spectrometer system

Bonner sphere spectrometers (BSS) are the most commonly
used method for neutron field characterization in the broad energy
range between thermal up to GeV. A BSS consists of central thermal
neutron sensors (CTNS) placed in the center of a spheres of
moderating material (typically high-density polyethylene) with a
variable diameter [25]. Neutrons entering the sphere undergo
various elastic scattering reactions with the hydrogen nuclei
contained in the polyethylene. They can either escape from the
sphere, undergo capture or thermalize and reach the thermal sensor
allowing in this last case the neutron detection. The probability of
one of these reactions occurring depends mainly on the energy of the
incident neutron and the size of the sphere [26]. When a Bonner
sphere of diameter (or type) d is subjected to a given neutron flux, for
this study produced by a 56Fe particle beam, with an energy
spectrum ϕ(E) (in neutron/cm2 56Fe particle), its reading (or
count rate) Cd (in neutron/56Fe particle) can be described by a
first-order Fredholm integral equation [27]:

Cd � ∫
∞

0

Rd E( )ϕ E( )dE (1)

where Rd(E) (in cm2) is the Bonner sphere response function. The
spherical shape of the moderator ensures an isotropic response;
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however, the use of polyethylene alone as moderating material has
limited the measurement to neutrons having energy below 20 MeV.
To overcome this problem, modified spheres were designed by
adding metallic shells (lead, tungsten, copper etc.), in order to
exploit the high (n,xn) reaction cross sections for high energy
neutrons [28]. The neutrons produced in the metal shells can
thermalize in the inner polyethylene sphere reaching the CTNS,
indirectly allowing the detection of the high-energy neutron incident
on the sphere.

In this work, the PTB Neutron Multisphere Spectrometer
(NEMUS) was used for neutron spectrum measurements [29],
see Figure 1. It consists of a set of ten polyethylene spheres with
diameters from 3 inch (7.62 cm) to 12 inch (30.48 cm) and four
modified spheres with polyethylene and lead or copper inlets. Three
sets of CTNSs were used. The first two are spherical 3He-filled

proportional counters (type SP-9, manufactured by Centronic Ltd.,
UK) with an approximate gas pressure of 200 kPa (2.0 bar) and
20 kPa (0.2 bar). The third thermal neutron sensor consists of a
235U-coated fission chamber (type 307719, manufactured by LND
Inc., United States). For the last thermal sensor, there are no
modified sphere response functions because such spheres have
not yet been developed.

Figure 2 shows the neutron response functions of the bare, full
polyethylene and modified sphere for the 0.2 bar (A), 2.0 bar (B)
3He-filled proportional counters. The neutron responses of the
various detector configurations show that in order to detect
neutrons having higher and higher energy, it is necessary to
increase the diameter of the polyethylene spheres, because
neutrons need more scattering events in order to thermalize and
be detected by the CTNS. While for detecting neutrons with energy

FIGURE 1
Photo of some Bonner spheres from NEMUS (photo taken and modified from [30]). Behind, there are five polyethylene spheres, in front on the right
side is a modified open sphere with the metal shell of copper, in front on the left side is a modified open sphere with the metal shell of lead. Front in the
center, there are three SP-9 counters with the various polyethylene components to assemble the sphere.

FIGURE 2
Neutron response functions of the NEMUS system of the (A) 0.2 bar, (B) 2.0 bar SP-9 and (C) proton induced for the modified spheres. The detector
response functions with diameters between 3 and 12 inch indicate the neutron response functions for full polyethylene spheres (solid lines). The
acronyms of the modified sphere response functions (dashed lines) indicate the various combinations of polyethylene inner sphere diameter (ISp), metal
shell material and diameter (MeSh) and polyethylene outer shell diameter (OuSh), e.g., for 3Pb5_7, ISp = 3 inch, MeSh = lead (Pb) of 5 inch,
OuSh = 7 inch.
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higher than 30 MeV, modified Bonner spheres need to be used. In
addition, the two figures show that the 2.0 bar proportional counter,
for the same type of Bonner Sphere, has a higher neutron sensitivity
than the 0.2 bar counter. Regarding the data acquisition system used
for this work, see reference [31] for more details.

An issue with modified Bonner spheres, in measurement
conditions where high-energy charged particles (e.g., protons) are
present, is that when these charged particles interact with the metal
shell, they induce the production of further neutrons which by
thermalizing can be detected by the neutron sensor. Consequently,
these contributions must be subtracted from the total sphere reading
Cd because they would induce an erroneous overestimation of the
neutron spectrum under study [19, 20, 32]. Figure 2C shows the
proton-induced neutron response functions of the modified spheres
for the 0.2 bar (solid lines) and 2.0 bar (dashed lines) 3He-filled
proportional counters.

2.2 GSI cave A and experimental setup

The NEMUS system was used to carry out neutron
measurements in GSI Cave A. The secondary radiation field was
produced by a 1 GeV/u 56Fe beam, interacting with a cylindrical
aluminum target 20 cm in diameter and 20 cm high at 30 cm from
the beam window. The ion beam was delivered into Cave A by the
SIS18 synchrotron [33] in the form of pencil beam with a Gaussian
shape (with a full-width-half-maximum of 1.2 cm) and spills of
duration of ≈2.5 s. For constant monitoring of the ion beam, an
Ionization Chamber (IC), placed in front of the beam exit window,
produces signals as the particles pass through. Then, these signals
are converted into digital pulses by a current-to-frequency converter
(IFC) and collected by the NEMUS acquisition system. Each pulse
corresponds to a certain number of primary 56Fe particles (≈87 56Fe

particle/IFC); this information was fundamental for obtaining
absolute neutron yields in addition to the spectral information by
the Bonner Spheres (see Section 3.2). For more information on the
IC calibration procedure, see [34].

The experimental setup chosen in this work is similar to the one
adopted by Boscolo et al. [19] and Sokolov et al. [20], Figure 3 shows
a sketch of the implemented experiment with the labelled
measurements positions for the Bonner Spheres; information
concerning the angle and distance from the target, type of
thermal sensor, and purpose are summarized in Table 1. For the
15DegL (Deg = degree, L = left) and 40DegL positions, neutron
spectrometry measurements were performed by collecting the count
rates produced by the various spheres, while the 15DegR (R = right),
90DegL and 40DegR positions were used only for neutron
monitoring. For the measurement position at 15DegL, where the
intensity of neutron and proton fluence is higher, the SP-9 0.2 bar
thermal sensor was chosen because of its low neutron sensitivity
which limits the count rate in the sensor so that there is no need to
apply dead time correction.

2.3 Monte Carlo simulation codes

In this work, the simulation of the secondary radiation field
measured in the GSI Cave A was done using the Monte Carlo codes
FLUKA, MCNP, Geant4, and PHITS.

2.3.1 FLUKA
FLUKA (FLUktuierende KAskade in German, i.e., fluctuating

cascade) version 4.2.2 [35, 36] is a general multipurpose Monte
Carlo code for the calculation of particle transport and interaction
with matter, it is used combined with the graphical user interface
FLAIR (FLUKA Advanced Interface) version 3.2 [37]. The RQMD

FIGURE 3
Sketch of GSI Cave A experimental setup with the measurement positions.
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(Relativistic Quantum Molecular Dynamic) model [38] is used to
simulate the nucleus-nucleus interactions in the energy range
between 0.125 GeV/u and 5 GeV/u, for lower energies the
Boltzmann Master Equation (BME) model is used. The neutron
cross sections of the materials defined in FLUKA come from various
data libraries (see the reference manual for more information).
FLUKA has been used for the study of the secondary radiation
field induced by proton beam [39–42], heavy ions [19, 20, 33, 40,
43–45] and by GCR [11, 46–48] with different material targets.

The Cave A geometric model takes into account the dimensions
andmaterial compositions of both the shielding elements that define
the experimental room (such as the concrete walls and roof) and the
materials inside the experimental room itself (experimental table
where the target is placed, beam dump, etc.). Table 2 lists the
properties of materials implemented in the geometric model of
Cave A for all Monte Carlo simulations. This geometric model has
already been widely used for previous studies to simulate the
secondary radiation field produced by the interaction of various
ion beams with different targets [19, 20, 33, 49]. The geometric
model was modified to be consistent with the experimental setup
described in Section 2.2. For the scoring of neutrons and protons at
the measurement points, the USRTRACK card was used; it allows
the extraction in the selected regions of the differential distribution
of fluence in energy [dΦ/dE (particle/cm2 GeV•56Fe particle)] using
a logarithmic binning from 100 GeV down to 0.1 meV.

2.3.2 MCNP 6.1
MCNP6 (Monte Carlo N-Particle) version 6.1 [50], is a general

multipurpose Monte Carlo radiation transport code developed by
Los Alamos National Laboratory (LANL) which resulted from the
fusion of MCNPX and MCNP5 codes. The Cave A geometric model
used for the simulations with the FLUKA code was exported into a
format readable and executable by MCNP using the FLAIR
interface. In the input file, it is possible to set the importance of
the particles in the cells that define the geometry of the problem. For
this study, all particles were considered (and not just heavy ions,
neutrons, and protons) because light ions and other particles could
trigger further nuclear reactions by inducing in turn the production
of further neutrons [51]. The simulation of neutron transport having
energies up to 20 MeV was done using the ENDF/B-VII (Evaluated
Nuclear Data File) [52] cross section library, while for protons the
selected library was ENDF70prot [53]. For proper thermal neutron
transport, below 4 eV, the S (α,β) library was used. For energy ranges
where there are no cross-section data libraries, particle transport is
calculated by the use of nuclear models. These models, for neutron
and proton transport, are based on the combination of intra-nuclear

cascade (INC) models and evaporation (EV) models. In this work,
the Cascade-Exciton Model (CEM3.03) was chosen, which includes
both INC and EVmodels. For the transport of all other particles, the
Los Alamos Quark-Gluon String model (LAQGSM) was used.
MCNP has been used for the study of the secondary radiation
field induced by proton beam [39, 51], heavy ions [15, 54–56] and
cosmic radiation [57–59] with different material targets. The energy
distribution of the neutron and proton fluence [Φ (particle/cm2 56Fe
particle)] in the measurement points was scored using the averaged
cell fluence tally F4.

2.3.3 GEANT4
Geant4 (GEometry ANd Tracking 4) version 11.0 [60] is a toolkit

to simulate the passage and interaction of particles with the matter.
The FLUKA geometric model of the Cave A experimental room was
converted into a GDML (Geometry Description Markup Language)
file, readable by Geant4, using the python library PyG4ometry [61].
Material neutron properties are defined by the G4NDL4.6 neutron
library, based on the data library JEFF-3.3 [62]. For the hadron
inelastic physics, the predefined QGSP_BIC_HP physics list was
considered, where the acronym “HP” refers to the data driven
high precision neutron package (NeutronHP), this option enables
the use of neutron cross sections for energies below 20 MeV. In order
to take into account thermal neutron scattering events (below 0.4 eV),
the G4NeutronHPThermalScattering option was enabled. In addition
to this option, certain materials were defined with the labels “TS_H_
Water” or “TS_C_of_Graphite” to properly activate the scattering
cross sections in the thermal energy range and thus the thermal
neutron scattering events. In Geant4 we focused on physical models
that simulate nuclear fragmentation of ions. All three available sets of
physical models were chosen [58, 63, 64]. The first one is the Binary
Intra-Nuclear cascade (BIC), the second one is the Quantum
Molecular Dynamics (QMD) and the last is the Liege Intranuclear
Cascade (INCLXX). Geant4 has been used for the study of the
secondary radiation field induced by proton beam [42, 44, 65–67],
heavy ions [18, 44, 54] and cosmic radiation [48, 58, 68, 69] with
different material targets. Within the code, geometric volumes
indicating the measurement points were set as Sensitive Detectors.
In this way it is possible to choose and extract the type of information
within the selected cell such as the nature of the particle, its energy and
its track length. The data were processed to extract the energy
distributions of neutron and proton fluences [Φ (particle/cm2 56Fe
particle)] like how it is done byMCNP6 F4 tally, recording the particle
track length (in particle cm/56Fe particle) entering the Sensitive
Detector and dividing its value by the volume of the Sensitive
Detector (in cm3).

TABLE 1 Information on the measurement positions of Bonner Spheres implemented in Cave A.

Measurement position label Angle [°] Distance from the target [cm] CTNS Purpose

15DegL 15 302 SP-9 (0.2 bar) Spectrometry

40DegL 40 291 SP-9 (2.0 bar) Spectrometry

90DegL 90 227 SP-9 (0.2 bar) Monitoring

15DegR −15 301 235U FC Monitoring

40DegR −40 266 SP-9 (2.0 bar) Monitoring
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2.3.4 PHITS
PHITS (Particle and Heavy Ion Transport code System) version

3.32 [70, 71] is a general-purpose Monte Carlo particle transport
simulation code developed by the Japan Atomic Energy Agency
(JAEA). The language adopted by PHITS to describe the geometric
model of Cave A experimental room and the definition of material
properties is the same as that used in MCNP6. For neutron energies
between 20 MeV down to thermal energies, the JENDL-4.0 [72]
cross section library was used. For energies between 20 MeV and
200 MeV, the JENDL-4/HE [73] data library was used which
contains the cross sections for neutron and proton induced
reactions for some materials. For neutron energies above
200 MeV or in the absence of the cross sections, the
INCL4.6 physics model combined with the generalized
evaporation model (GEM) was used. This model was also used
for reactions induced by protons, deuterons, tritium, 3He and alpha
particles. For the simulation of nuclear fragmentation processes of
heavy ions, the JQMD2.0 (QuantumMolecular Dynamics version 2)
model was chosen and coupled with Kurotamamodel for calculating
the total cross sections of nucleus-nucleus reaction. PHITS has been
used extensively for the simulation of the secondary neutron field
produced by protons [39, 55], heavy ions [15, 45, 55, 74, 75] and
cosmic radiation [76–79] with different material targets. The energy
distribution of the neutron and proton fluence [Φ (particle/cm2 56Fe
particle)] in the measurement points was scored using the cell
fluence tally T-Track.

For all simulations, no variance reduction techniques were
employed and the number of primary particles simulated was
107, so that the relative error was of the order of 0.09% for the
measurement positions at 15DegL and 40DegL. Geant4 and PHITS
simulations were run using a computing cluster which uses two 14-
core Intel Xeon E5-2690v4 2.6 GHz and two 14-cores Intel Xeon
Gold 6,132 2.6 GHz processors. MCNP6 simulations were run with a
desktop PC with 8-core AMD Ryzen 7 Pro 5750G 3.8 GHz, while
FLUKA simulations were run with a desktop PC with 8-core Intel
Core i7-3770 3.4 GHz.

All results calculated with the four Monte Carlo codes
considered as well as all other results obtained in this work were

processed and analyzed using the ROOT (version 6.26)
framework [80].

3 Results and discussion

3.1 Calculated secondary radiation field

The first information extracted through Monte Carlo codes is
the spatial distribution of neutron and proton fluence within the
Cave A experimental room. Figure 4 shows the bidimensional (xz
plane) distribution of the total neutron (A), photon (B) and proton
(C) fluence obtained with MCNP using the CEM3.03 physical
model. Like the FLUKA USRBIN card, these distributions were
obtained using MCNP TMESH and RMESH tallies. The results
showed that for the measurement positions at 15DegL, 40DegL and
90DegL, neutrons represent an important contribution of the total
fluence with fractions ranging between ≈43% and ≈45%. While
photons exhibit fractions relative to the total fluence for the 15DegL,
40DegL and 90DegL measurement positions of ≈37%, ≈44%, and
≈51%, respectively. These photons can result from various
processes, such as neutron capture and de-excitation of excited
nuclei generated by both the primary beam or the target nuclear
fragments [81]. Despite their ubiquitous presence during the
processes of heavy ion interaction with a target, secondary
gamma rays will not be further investigated, as they are beyond
the scope of this work. Finally, protons have fractions relative to the
total fluence at the 15DegL, 40DegL, and 90DegL measurement
points of ≈11%, ≈3%, and ≈0.3%, respectively. As mentioned in
Section 2.1, high-energy protons can interact with the metal shells of
the modified Bonner spheres and induce the production of
spallation neutrons that would be added to the primary neutrons.
Consequently, such parasitic contributions must be eliminated
especially for small scattering angles relative to the beam
direction where proton contributions are more significant. It is
possible to experimentally characterize the protons and/or other
products of nuclear fragmentation induced by the iron beam with
the target, through the use of ΔE-E telescopes [82–84]. In a previous

TABLE 2 GSI Cave A material proprieties implemented in Monte Carlo calculations using element Mass Fractions (MF) or Weight Fractions (WF). (Other
components such as the Beam tube and the Beam dump were defined as pure iron).

Aluminum target
(2.65 g/cm3)

Concrete walls
(2.35 g/cm3)

Air (1.29 10–3 g/cm3) Polyethylene in beam
shielding (0.94 g/cm3)

Element MF Element WF Element WF Element WF

Al 94.45 H 0.006 N 0.74379 H 0.66667

Si 0.4 O 0.511 C 0.00012 C 0.33333

Fe 0.4 Fe 0.012 H 0.00177 - -

Cu 0.1 Si 0.358 O 0.24169 - -

Mn 0.6 C 0.004 Ar 0.01263 - -

Mg 3.0 Al 0.02 - - - -

Cr 0.5 Ca 0.086 - - - -

Zn 0.2 Na 0.003 - - - -

Sn 0.15 - - - - - -
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IBPER-17 campaign, such detectors were used and data analysis is
still in progress. In this work, the proton contributions are obtained
from Monte Carlo simulations, however these predictions are also
biased by uncertainties of the nuclear models.

Another study concerns the shape and contributions of the
energy distributions of the simulated neutron and proton fluences.
Figure 5A shows the comparison of neutron (A) and proton (B)
fluences extracted from the 15DegL position by MCNP-
CEM3.03 considering only the aluminum target (blue solid line)
and defining all material properties present in Cave A (red solid
line). From the ideal case, the direct peak, having a mean energy of
(558.5 ± 3.1) MeV, is produced by the fragmentation interactions of
the ion beam with the target [85], while the tail of the neutron
spectrum for energies below 30 MeV should be induced by inelastic
collisions of fragmentation products and other secondary particles
interacting with the target. In the case where the material properties
of Cave A are defined, the spectrum is divided into four specific
zones, the direct peak (energies above 20 MeV), evaporation peak
(energies between 100 keV and 20 MeV), the epithermal zone
(energies between 0.4 eV and 100 keV) and the thermal peak
(energies below 0.4 eV). The evaporation peaks are produced by

excited fragment of heavy ions and by the excitation of nuclei
induced by high-energy protons and neutrons; the excited nuclei
subsequently produce isotropic evaporation neutrons [86]. The
structure of the evaporation peak depends mainly on the nuclear
resonances of the nuclei which define the Cave A material
composition. In the epithermal zone, neutrons interact mainly
though elastic scattering with hydrogen nuclei in the concrete
walls. During these collisions, neutrons gradually lose their
energies until they reach thermal equilibrium (≈25 meV) with
the surrounding nuclei and are finally absorbed [87]. This
comparison showed how the geometric model implemented in
the simulations affects the shape of the neutron energy spectrum,
underscoring the need to have a sufficiently accurate geometric
model to compare simulated results with experimental ones.

Concerning the proton spectrum, see Figure 5B, no significant
differences are seen between the two configurations, both spectra
have a mean energy of (490 ± 3) MeV. This means that the proton
contributions are exclusively related to the direct production of the
collision reactions of 56Fe ions with the aluminum target.

Figure 6 shows the comparison between calculated neutron and
proton spectra in lethargy units at the 15DegL (A,B), 40DegL (C,D)

FIGURE 4
2D neutron (A) gamma ray (B), and proton (C) fluence distribution in the Cave A experimental room obtained with MCNP6.1 using the
CEM3.03 model.

FIGURE 5
Comparison between neutron (A) and proton (B) fluences in lethargy units and normalized per 56Fe particle at the 15DegL measurement point
obtained with MCNP- CEM3.03 by defining only the material properties of the aluminum target (blue solid line) and all materials in Cave A (red solid line).
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and 90DegL (E,F) measurement points obtained with all four Monte
Carlo codes and physical models described in Section 2.3. The
integral values of total fluence and as a function of the energy

range are summarized in Table 3 for neutrons and Table 4 for
protons. Globally, both FLUKA neutron and proton spectra are
consistent with those obtained by Boscolo et al [19] and Sokolov

FIGURE 6
Comparison between calculated neutron and proton spectra in lethargy units and normalized per 56Fe particle at the 15DegL (A, B), 40DegL (C, D)
and 90DegL (E, F) measurement points obtained with four Monte Carlo codes and physical models.

TABLE 3 Calculated neutron fluences [neutron/cm2 56Fe particle] extracted from the 15DegL, 40DegL and 90DegL measurement points as a function of the
neutron energy range (Thermal: E < 0.4 eV, Epithermal: 0.4 eV < E < 100 keV, Evaporation: 100 keV < E < 20 MeV and Direct: E > 20 MeV).

Pos Energy range GEANT4 QMD GEANT 4 INCLXX GEANT4 BIC MCNP CEM PHITS JQMD FLUKA

15DEGL Thermal 7.36 10–5 7.65 10–5 7.78 10–5 8.83 10–5 1.04 10–4 1.17 10–4

Epithermal 6.74 10–5 6.91 10–5 7.04 10–5 7.33 10–5 8.24 10–5 9.90 10–5

Evaporation 9.46 10–5 9.88 10–5 1.00 10–4 1.04 10–4 1.19 10–4 1.33 10–4

Direct 1.25 10–4 1.47 10–4 1.48 10–4 1.21 10–4 1.36 10–4 1.86 10–4

Total 3.61 10–4 3.91 10–4 3.97 10–4 3.86 10–4 4.41 10–4 5.35 10–4

40DEGL Thermal 6.78 10–5 7.06 10–5 7.17 10–5 8.21 10–5 9.65 10–5 1.09 10–4

Epithermal 6.31 10–5 6.48 10–5 6.60 10–5 6.78 10–5 7.67 10–5 9.19 10–5

Evaporation 8.72 10–5 9.16 10–5 9.24 10–5 9.22 10–5 1.07 10–4 1.19 10–4

Direct 3.69 10–5 4.05 10–5 4.08 10–5 3.91 10–5 4.14 10–5 5.33 10–5

Total 2.55 10–4 2.68 10–4 2.71 10–4 2.81 10–4 3.22 10–4 3.73 10–4

90DEGL Thermal 5.39 10–5 5.66 10–5 5.71 10–5 6.58 10–5 7.57 10–5 8.50 10–5

Epithermal 5.05 10–5 5.31 10–5 5.35 10–5 5.40 10–5 6.07 10–5 7.10 10–5

Evaporation 7.99 10–5 8.59 10–5 8.59 10–5 8.36 10–5 9.98 10–5 1.08 10–4

Direct 1.32 10–5 1.32 10–5 1.32 10–5 1.22 10–5 1.35 10–5 1.61 10–5

Total 1.98 10–4 2.09 10–4 2.10 10–4 2.16 10–4 2.50 10–4 2.80 10–4
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et al. [20]. As for the simulated results obtained on the right side with
respect to the beam line, they will not be shown in this paper because
they are symmetrical to those obtained in the left side with
deviations of less than 2%.

Neutron spectra at the 15DegL position, show a direct peak with
average energy of 559.4 ± 6.5 MeV. FLUKA shows the highest
integral fluence in the energy range of the direct peak followed by
Geant4-BIC and Geant4-INCLXX, while for MCNP-CEM it is the
lowest. The total integral neutron fluence is highest for FLUKA and
lowest for Geant4-QMD. While the proton spectra show a direct
peak with average energy of (488.2 ± 8.5) MeV, the total fluence is
highest for FLUKA and lowest for MCNP-CEM simulations.

Neutron spectra at the 40DegL position show a direct peak with
average energy of (252.2 ± 2.4) MeV. The highest value of integral
fluence on the direct peak is obtained by FLUKA followed by
PHITS-JQMD, while the lowest value is obtained with Geant4-
QMD. FLUKA and PHITS-JQMD have the highest total neutron
fluence integral value, while the lowest value was found with Geant4-
QMD. The proton spectra show a direct peak with average energy of
(217.1 ± 18.6) MeV, the total fluence is highest for FLUKA followed
by PHITS-JQMD, while the other simulations are equivalent.
Neutron spectra at the 90DegL position show a direct peak with
average energy of (60.3 ± 14.5) MeV. The trend of the fluence
integrals is similar to that found at the 40DegL position except in the
range of the direct peak where the fluence integral is minimal with
MCNP-CEM. The proton spectra show a direct peak with average
energy of (101.4 ± 22.3) MeV, the total fluence is highest for PHITS-
JQMD and lowest for Geant4-BIC.

3.2 Measured NEMUS readings

Asmentioned in Section 2.2, the various readings of the NEMUS
system are obtained by repeating the measurements and changing
the sphere diameter and type. Each reading consists of a number that
is equivalent to the number of neutrons detected by the thermal
sensor, normalized by dividing by the total number of primary 56Fe
particles generated by the accelerator. Table 5 lists the normalized
readings for the measurement positions at 15DegL and 40DegL as a
function of the sphere dimension and type. Table 5 also lists the
relative uncertainties of the various readings associated with the
statistical uncertainty of the experimental data. Readings of the
3Pb5_7 and 4Pb6_8 spheres for the 15DegL and 40DegL
measurement positions, respectively, are missing due to the
instability of the ion beam, which made the experimental data
unusable. In addition, there are the readings of the modified
spheres with and without the proton contributions correction.
Since protons generate neutrons rather uniformly inside the

spheres [19], Equation 1 can be used to estimate the amount of
proton-induced neutron contributions. Depending on the sphere
type and the physical model of the Monte Carlo simulation, it has
been estimated that protons contribute between 11% and 26% of the
total reading with a standard deviation of ≈2% for the 15DegL
position, while for the 40DegL position, they contribute between 2%
and 5% with a standard deviation of ≈0.24%.

Figure 7 shows the comparison between experimental readings
measured with NEMUS and those calculated with Monte Carlo
codes using Equation 1 for the 15DegL measurement position. The
comparison shows that for the bare detector all simulations are
higher suggesting that the thermal neutron peak in the simulations is
overestimated. For spheres between 4″ and 12″, the calculated
readings are underestimated suggesting that the real neutron
spectrum in the energy range between the epithermal and
evaporative zones has a higher fluence that caused by the
oversimplified geometric model of GSI Cave A used for the
simulations. Finally, for the modified spheres (BS number
between 22 and 25) the calculated readings are underestimated
compared with the experimental ones. However, it is difficult to
estimate the impact of the neutron direct peak since the modified
sphere response functions also includes the evaporation and
epithermal energy ranges (see Figures 2A, B). The only way to
estimate the real deviations is to reconstruct the measured neutron
spectrum; an unfolding procedure is thus required to
achieve this goal.

3.3 Neutron spectra unfolding and ambient
dose equivalent analysis

The unfolding, or deconvolution, procedure consists of solving
the inverse problem associated with Equation 1 in order to estimate
the neutron spectrum ϕ(E) that has generated the detector reading
Cd. In the case of neutron spectrometry with Bonner Spheres,
although there is a limited number M of spheres by size and
type, it is necessary to estimate the neutron spectrum with a
sufficiently fine energy binning N. Equation 1 can be written in
the following discretized formula [88]:

Cd + εd � ∑N

i
Rd,iϕi (2)

where εd is the difference between the predicted and measured
values. In this case, where N ≫ M, the solution of Equation 2 is not
unique and an appropriate unfolding procedure must be used in
order to have a realistic estimation of the neutron spectrum. In this
work, the MAXED [88] code based on the maximum entropy
method (see the reference for more details on the working

TABLE 4 Calculated total proton fluences [proton/cm2 56Fe particle] extracted from the 15DegL, 40DegL and 90DegL measurement points.

Pos GEANT4 QMD GEANT4 INCLXX GEANT4 BIC MCNP CEM PHITS JQMD FLUKA

15DEGL 9.38 10–5 1.10 10–4 1.11 10–4 8.31 10–5 9.49 10–5 1.28 10–4

40DEGL 1.67 10–5 1.70 10–5 1.67 10–5 1.63 10–5 1.86 10–5 2.13 10–5

90DEGL 1.24 10–6 1.19 10–6 1.09 10–6 1.16 10–6 1.78 10–6 1.59 10–6
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principle of the code) was chosen for the neutron spectra unfolding.
MAXED solved the problem of non-uniqueness of the solution of
Equation 2 by introducing a priori information, i.e., starting from an
initial default spectrum that is physically realistic, it is possible to
obtain a unique unfolded spectrum that is consistent with the
experimental data. The default spectrum that is used as input for
the MAXED algorithm can be derived, as in the case of this work,
from Monte Carlo simulations. The characteristic peaks of the
default spectrum are preserved in the solution even though the

energy resolution of Bonner Spheres cannot actually recognize them
[89]. MAXED has been widely used and validated for the spectra
unfolding produced by cosmic neutrons [90, 91], neutrons induced
by carbon [49] and proton beams [92–94] and by photons [95].

To be initialized MAXED needs the measured readings of the
Bonner Spheres with uncertainties, the matrix with the neutron
response functions, a default energy spectrum and a χ2 target value
for the unfolded readings. Estimated uncertainties from external
sources were added by quadrature to the experimental uncertainties,

TABLE 5 Experimental NEMUS readingsCd [neutron/56Fe particle] with and without the proton correction (p. c.) and the associated relative uncertainties as
a function of Bonner Sphere (BS) type for measurement positions at 15DegL and 40DegL.

BS type BS number 15DegL (SP-9 0.2 bar) 40DegL (SP-9 2.0 bar)

Cd Cd (p. c.) Rel. Unc. [%] Cd Cd (p. c.) Rel. Unc. [%]

Bare 0 2.27 10–5 2.27 10–5 0.61 1.58 10–4 1.58 10–4 0.28

3 inch 3 5.78 10–5 5.78 10–5 0.34 3.15 10–4 3.15 10–4 0.17

4 inch 4 8.68 10–5 8.68 10–5 0.49 4.54 10–4 4.54 10–4 0.22

5 inch 5 1.01 10–4 1.01 10–4 0.29 5.12 10–4 5.12 10–4 0.16

6 inch 6 1.04 10–4 1.04 10–4 0.34 5.04 10–4 5.04 10–4 0.13

8 inch 8 8.57 10–5 8.57 10–5 0.32 3.96 10–4 3.96 10–4 0.13

10 inch 10 6.32 10–5 6.32 10–5 0.33 2.75 10–4 2.75 10–4 0.17

12 inch 12 4.78 10–5 4.78 10–5 0.69 1.86 10–4 1.86 10–4 0.34

3Pb5_7 22 - - - 5.84 10–4 5.61 10–4 0.16

4Cu5_7 23 9.82 10–5 8.50 10–5 0.31 3.73 10–4 3.65 10–4 0.14

4Pb5_7 24 1.84 10–4 1.47 10–4 0.32 5.63 10–4 5.42 10–4 0.13

4Pb6_8 25 2.67 10–4 1.98 10–4 0.30 - - -

FIGURE 7
Comparison between measured and simulated NEMUS readings at position 15DegL as a function of the BS sphere number, both data sets are
normalized per 56Fe particle.

Frontiers in Physics frontiersin.org10

Di Chicco et al. 10.3389/fphy.2024.1456472

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2024.1456472


FIGURE 8
Comparison between unfolded (solid line) and corresponding simulated (dashed line) neutron spectra in lethargy units and normalized per 56Fe
particle using G4-QMD (blue lines) and MCNP-CEM (red lines) for the 15DegL (A) and 40DegL (B) measurement positions.

FIGURE 9
Comparison between simulated (lines) neutron spectra and MAXED solution set (purple shadow) of the unfolded neutron spectrum in lethargy units
and normalized per 56Fe particle for the 15DegL (A, B) and 40DegL (C, D) measurement positions.
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such as the uncertainty of the NEMUS response functions, the
uncertainty of the Monte Carlo simulations, and finally the
uncertainty related to the correction of proton contributions (the
latter was added only for the readings of the modified spheres). The
main purpose of unfolding with MAXED is to have an estimate of
the neutron spectrum that is consistent with the experimental data,
which can be used to qualitatively evaluate the physical models
implemented in the Monte Carlo simulations by comparing the
unfolded spectra with those obtained by simulation.

Figure 8 shows the comparison between simulated (dashed line)
spectra used as input default spectra and their corresponding
unfolded (solid line) output neutron spectra, using G4-QMD
(blue lines) and MCNP-CEM (red lines) for the 15DegL (A) and
40DegL (B) measurement position. The comparison shows that the

two unfolded spectra are similar but not coincident over the entire
energy range and this could be caused by the experimental and
external statistical uncertainties introduced in MAXED. On the
direct peak, the differences in the two unfolded spectra could
also be caused by correction of the proton contributions (only on
the direct peak), which are different for different Monte Carlo codes
(see Section 3.1).

Figure 9 shows the comparison between simulated neutron spectra
(lines) used as input default spectra and the range of MAXED solutions
for the 15DegL (A,B) and 40DegL (C,D) measurement positions. The
shaded area of MAXED was obtained by considering, bin by bin, the
range between the minimum and maximum value among the different
unfolding results. The results show that there are large deviations for all
energy ranges. For the range between thermal and evaporation

FIGURE 10
Integral neutron fluence and H* (10) quantities between simulated (filled bar chart) and unfolded (semi-transparent bar chart) results according
neutron energy ranges for the 15DegL (A, C) and 40DegL (B, D) measurement positions. Both pairs of data are normalized per 56Fe particle.
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neutrons, the deviations are mainly due to the overly simplistic
geometric model used for the simulations. In fact, the geometric
model does not take into account the correct amount of water
contained in the concrete walls and their heterogeneity, which
explains the deviations between the evaporation and thermal energy
ranges [96]. Further deviations in the evaporation energy range could be
caused by the absence in the geometric model of materials that would
induce the production of additional evaporation neutrons. Concerning
the direct peaks, no major shift of the mean peak energy was found. For
the 15DegL measurement position, the simulated spectra with smallest
deviations for the direct peak (i.e., that are closest to the unfolded
solution) are those given by Geant4-BIC and INCLXX, with deviations
of 4% and 5%, respectively. Largest deviations have been found with
Geant4-QMD, FLUKA and MCNP-CEM with deviations of the order
of 20%. On the 40DegL position, FLUKA shows the lowest deviation of
8.4% followed by PHITS-JQMD with a deviation of 15.7%.

Figure 10 shows the integral neutron fluence quantities for
simulated (filled bar chart) and unfolded (semi-transparent bar
chart) results according to neutron energy ranges for the 15DegL
(A) and 40DegL (B) measurement positions. The results show that
all unfolded spectra have approximately the same total neutron
fluence, with small standard deviations of the order of 2% and 1% for
the 15DegL and 40DegL measurement positions, respectively. The
mean fluence values of the unfolded spectra and the corresponding
deviations from the Monte Carlo results are summarized in Table 6.

Neutron ambient dose equivalent H* (10) distributions were
obtained by multiplying neutron spectra with fluence-to-dose
conversion coefficients [97, 98], and subsequently the integral values
were calculated as a function of the energy range of the neutrons. This
operation was done for both simulated and unfolded neutron spectra
with MAXED. Figure 10 shows the integral neutron H* (10) quantities
for simulated (filled bar chart) and unfolded (semi-transparent bar chart)

TABLE 6 Estimated mean neutron fluences [neutron/cm2 56Fe particle] with MAXED extracted from the 15DegL and 40DegL measurement positions and
corresponding deviations [%] from the Monte Carlo results (Thermal: E < 0.4 eV, Epithermal: 0.4 eV < E < 100 keV, Evaporation: 100 keV < E < 20 MeV and
Direct: E > 20 MeV).

Pos Energy range MAXED G4 QMD G4 INCLXX G4 BIC MCNP
CEM

PHITS
JQMD

FLUKA

15DEGL Thermal 6.69 10–5 ± 4.46% 10.00 14.29 16.26 31.86 55.39 75.37

Epithermal 1.04 10–4 ± 3.05% −35.50 −33.83 −32.58 −29.81 −21.14 −5.21

Evaporation 1.71 10–4 ± 0.35% −44.69 −42.24 −41.34 −39.48 −30.35 −22.38

Direct 1.55 10–4 ± 4.92% −19.05 −4.94 −4.23 −21.95 −12.28 20.06

Total 4.97 10–4 ± 1.54% −27.42 −21.26 −20.20 −22.39 −11.25 7.59

40DEGL Thermal 5.33 10–5 ± 3.39% 27.27 32.53 34.65 54.05 81.10 103.95

Epithermal 9.33 10–4 ± 1.76% −32.35 −30.52 −29.28 −27.31 −17.86 −1.47

Evaporation 1.31 10–4 ± 0.39% −33.65 −30.37 −29.70 −29.87 −18.27 −9.35

Direct 4.92 10–5 ± 4.15% −24.85 −17.61 −17.05 −20.55 −15.67 8.42

Total 3.27 10–4 ± 0.60% −22.04 −18.25 −17.20 −14.08 −1.58 14.01

TABLE 7 Estimated mean neutron H* (10) [µSv/56Fe particle] with MAXED extracted from the 15DegL and 40DegL measurement points and corresponding
deviations [%] from theMonte Carlo results (Thermal: E < 0.4 eV, Epithermal: 0.4 eV < E < 100 keV, Evaporation: 100 keV < E < 20MeV andDirect: E > 20MeV).

Pos Energy range MAXED G4 QMD G4 INCLXX G4 BIC MCNP
CEM

PHITS
JQMD

FLUKA

15DEGL Thermal 7.85 10–10 ± 5.53% 6.29 10.46 12.39 31.59 53.34 74.06

Epithermal 1.81 10–9 ± 3.31% −35.11 −33.50 −32.31 −31.83 −22.04 −9.06

Evaporation 6.13 10–8 ± 0.27% −46.19 −43.29 −42.48 −40.60 −32.14 −24.58

Direct 4.88 10–8 ± 4.35% −19.41 −5.98 −5.38 −23.24 −12.92 18.08

Total 1.13 10–7 ± 1.75% −34.04 −26.60 −25.86 −32.43 −23.06 −5.17

40DEGL Thermal 6.26 10–10 ± 4.57% 22.55 27.59 29.62 53.32 78.31 101.90

Epithermal 1.60 10–9 ± 2.26% −30.66 −29.18 −27.85 −28.77 −17.26 −4.52

Evaporation 4.61 10–8 ± 0.32% −34.11 −30.23 −29.69 −29.92 −18.81 −10.56

Direct 1.61·10–8 ± 3.62% −23.95 −17.25 −16.45 −21.40 −15.38 5.79

Total 6.44·10–8 ± 0.68% −30.93 −26.39 −25.76 −26.95 −16.97 −5.23
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results according to neutron energy ranges for the 15DegL (C) and
40DegL (D) measurement positions. Table 7 lists the mean integral
neutronH* (10) values from the unfolded spectra and the corresponding
deviations from the Monte Carlo results. The results show that for the
15DegL measurement position, evaporation neutrons and direct peak
neutrons contribute to the H* (10) with weights of 54% and 43%,
respectively. While for the 40DegL measurement position, evaporation
neutrons and direct peak neutrons contribute to theH* (10)withweights
of 72% and 25%, respectively. This is because the 252MeV direct peak at
the 40DegL position has both a lower fluence than the peak at 15DegL
and the average energy of the peak is approximately at the minimum
point (≈251.23.pSv cm2) of the fluence-to-ambient dose equivalent
conversion function for neutrons between 100 MeV and 1 GeV [98].

4 Conclusion

Manned space travel to the Moon and Mars will become more
and more tangible in the near future. Spectroscopic knowledge of the
secondary radiation field generated by GCRs interacting with
spacecraft shielding materials are critical for both the design phase
and the evaluation of possible biological risks to astronauts during the
journey. In this study, we measured the secondary neutron field
generated by a 1 GeV/u 56Fe ion beam interacting with a cylindrical
aluminum target in order to simulate a specific energy portion of the
secondary radiation field that would be generated inside a spacecraft.
The PTB’s NEMUS system was used with three different thermal
neutron sensors inside the GSI Cave A to perform neutron
spectrometry measurements at three measurement angles with
respect to the direction of the ion beam. Four Monte Carlo codes
with different physical models were used both to estimate the neutron
and proton energy spectra and to use these spectra as a priori
information to initialize the unfolding process of neutron spectra
using the MAXED code.

Before unfolding, the experimental data were corrected to exclude
parasitic neutron contributions induced by the interaction of secondary
protons with the metal shells of the modified Bonner spheres. The
results showed that with the various unfolded spectra with MAXED,
based on different simulations, a range of spectra was obtained. The
unfolded spectra confirmed the average energies of the two direct peaks
at 560 MeV and 230.MeV and showed that Geant4 with its BIC and
INCLXX models, PHITS and FLUKA have the lowest deviations on
direct peak intensities. The largest deviations were found with MCNP-
CEM and Geant4-QMD.

The results showed that the total integral quantities of
neutron fluence and equivalent ambient dose had standard
deviations of less than 2%, regardless of the Monte Carlo
code and physical model chosen. These results confirmed the
validity of the NEMUS system with the MAXED unfolding code
to perform characterization studies of wide energy range
neutron spectra for energies above 500 MeV. Another
important aspect of the capability of NEMUS other than that
of satisfactory retrieving the full neutron spectrum is that of
being able to calculate the total or energy-range-dependent
neutron ambient dose equivalent quantities and so being used
as neutron dosimeter.

Future data analysis will focus on the comparison of the
experimental results obtained in this work and those obtained in

previous experimental campaigns in which Thermoluminescent
Dosimeters (TLDs) and Tissue Equivalent Proportional Counters
(TEPCs) were used in the same secondary radiation field to carry
out neutron dosimetry and microdosimentry studies. In addition,
future studies will focus on experimental correction of neutron
contributions induced by secondary protons by ΔE-E telescopes.
Finally, the NEMUS system will be used in the future to
characterize the secondary neutron field produced with other
space shielding materials such as a Moon regolith simulant or
polyethylene.
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