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Understanding the effects of the magnetic field time instabilities in magnetic
resonance imaging (MRI) is fundamental for the success of portable and low-cost
MRI hardware based on electromagnets. In this work we propose a magnetic field
model that considers the field instability in addition to the inhomogeneity. We have
successfully validated the model on signals acquired with a commercial NMR
instrument. It was used to simulate the image defects due to different types of
instability for both the spin-echo and the gradient-echo sequences. We have
considered both random field fluctuations, and an instability having a dominant
harmonic component. Strategies are suggested to minimize the artifacts
generated by these instabilities. Images were acquired using a home-made
MRI relaxometer to show the consistency of the analysis.
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1 Introduction

The development of low field MRI instruments (<0.2 T) is growing drastically [1–3]
motivated by the possibility of cost reductions [4, 5], portability [6–10], and contrast-
enhancement [11]. However, critical points to consider are the lower signal to noise ratio
(SNR) [12], magnetic field homogeneity [9], and magnetic field stability [13]. These
limitations may strongly affect the image quality by introducing biasing and artifacts.
Therefore, the success of low field scanners strongly depends on our ability to minimize or
compensate these undesired effects.

In MRI experiments the SNR degrades with the magnetic flux density (B0) as B0
x, with an

exponent x ranging from 1.65 to 1.75 [12, 14]. In consequence, the SNR working conditions
for low-field MRI can be much poorer that those usually available at high-field MRI.
However, the SNR can be improved by different means, from a simple signal averaging to
different hardware and computational contraptions. Some explored hardware solutions
include, among other, hyperpolarization schemes [11], magnetic field-cycling technology [3,
13, 15], single or multiple receiver channels using superconducting quantum interference
devices (SQUID) [16–18] and coupling to external resonators or magnetic lenses for signal
enhancement [19–21]. Specially designed pulse sequences are also considered [22, 23], while
image pos-processing can be used to artificially enhance the image SNR [24, 25].

Against the natural lower SNR of the acquired signal at low magnetic field conditions,
some advantages of the methodology are compensating this fact. Spin-lattice (T1) relaxation
times are usually much shorter at low magnetic fields [26], thus allowing a higher number of
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scans (signal acquisitions) per unit of time. The specific absorption
rate (SAR) is proportional to the square of the magnetic field.
Consequently, at low magnetic fields, pulse sequences with high
flip angles or increased duty-cycles are favored. In addition, the
effects of superparamagnetic nanoparticles in modulating the spin
relaxation are very relevant at lowmagnetic fields [27], thus allowing
an efficient contrast enhancement [7, 28]. It is opportune to mention
that the SNR of the image is related to the contrast-to-noise ratio
(CNR), which can be increased by a proper use of contrast agents
[29] and/or mathematically manipulated through computational
post processing of the acquired image [30, 31].

Compact magnet designs and imperfect mechanical assembling
are usually associated with highly inhomogeneous magnetic fields,
with inhomogeneities orders of magnitude bigger than
superconducting magnets [8, 13]. Notwithstanding this feature, it
has been shown that MRI images with reasonable quality are
achievable under high inhomogeneities [32, 33], including
inhomogeneities higher than 1,000 ppm [34, 35]. Image
distortions due to magnetic field inhomogeneities can be
compensated by different methods [36–38].

The use of non-cryogenic magnets usually implies dealing with
magnetic field instability. This feature is usually an important point to
consider if electromagnets are chosen. However, the implementation of
electromagnets in MRI prototypes has shown promising results [2, 3,
39, 40]. This approach is attractive since it allows switching the
magnetic field [41, 42], then enabling the acquisition of images with
contrasts unavailable at fixed magnetic fields [43, 44]. Recent examples
are the combination of field cycling MRI with superparamagnetic
nanoparticles [45] and proton double irradiation [46].

Despite the high potential associated with the use of
electromagnets in low-field MRI, the study of magnetic field
instability-induced artifacts is a topic that has hardly been
considered in the literature. In the context of MRI, this point is
usually skipped although some mentions can be found in hardware-
related papers [47, 48]. In addition, the main strategies for artifact
correction due to low field stability are post-processing methods [37,
49], and most of them were focused onmitigating motion artifacts at
high magnetic fields [50, 51]. Therefore, the practically nonexistent
studies on this area represent a limitation for the development of the
new generation of low field MRI scanners based on electromagnets.

In reference 37 we proposed an algorithm to correct instabilities
and inhomogeneities for Cartesian spin-echo acquisitions. The
method consists in a two step sequential algorithm considering
both random field fluctuations and field inhomogeneity corrections,
neglecting any potential correlation between them. In this work we
made an exhaustive analysis of the role of magnetic field stability in
the context of MRI. We discuss the relationship between magnetic
field stability and homogeneity in the context of both the NMR and
MRI signal. The presented model allows observing that spin
dephasing due to magnetic field instability is proportional to the
field strength at which the imaging sequence is applied. This fact
represents a key feature supporting the use of electromagnets in low-
field MRI technology.

We present a simple mathematical model for an inhomogeneous
and unstable magnetic field, and performed simulations using this
model for the spin-echo and the gradient-echo pulse sequences [52].
For the simulations, we considered two types of instabilities, one
completely random and the case where a dominant monochromatic

harmonic component is present. NMR experiments were done to
test and validate our model and simulations. Experimental images
were acquired in a resistive homemade MRI relaxometer with
different echo times, in order to characterize the image
degradation due to instability. Finally, strategies are discussed to
minimize the undesirable effects induced by magnetic field
instability. This work is important in view of a potential
reduction of costs associated to the involved hardware.

2 Materials and methods

2.1 Magnetic field model

In this section we consider a magnetic field model for an
electromagnet (switched or not) that is fed by a current source.
In this frame, we consider a realistic picture in which the magnet
homogeneity and the current stability are not perfect. However, we
will neglect a potential time dependence of the magnetic field
homogeneity.

The magnetic flux density at a given position r (x,y,z), B (r,t), can
be factorized as a product of two well defined independent functions.
The first one, C(r) is associated with the spatial dependence of the
generated magnetic field, which essentially depends on the magnet
geometry. This functional also includes magnet machining and
assembly imperfections that degrade the generated field
homogeneity. The second function I(t) is the current in the
circuit. If we define the mean temporal value I0 of the current
then, I(t) = I0+ΔI(t). ΔI(t) is associated with the temporal instability
of the current, which is mainly attributed to the quality and
performance of the control and power electronics of the magnet
current power supply. In the same way, C(r) can be expressed as the
sum of a constant C0 = C (0) (where the position 0 = (0,0,0) is
located at the geometric center of the magnet), plus a position-
dependent term ΔC(r). The proposed factorization allows us to
clearly separate the spatial inhomogeneities from the temporal
instability (described by ΔC(r) and ΔI(t) respectively) in the
factors that describe the evolution of the phase during the image
acquisition (see Eq. (4)). Through these considerations, it is possible
to express the magnetic field as it is shown in Eq. (1):

B r, t( ) � C r( )I t( ) � C0 + ΔC r( )( ) I0 + ΔI t( )( ) (1)
Applying the distributive property of the product, B (r,t) can be

expressed as:

B r, t( ) � C0I0 + ΔC r( )I0 + C0ΔI t( ) + ΔC r( )ΔI t( ) (2)
The first term of Eq. 2 can be associated with the main magnetic

field value B0. The second term can be interpreted as the magnetic
field inhomogeneity while the third term as the magnetic field
instability. The last term is typically much smaller than the
others and it will be neglected. Therefore, neglecting the last
term, the magnetic field can be approximated as:

B r, t( ) ≈ B0 1 + ΔC r( )
C0

+ ΔI t( )
I0

( ) (3)

The fact that C and I have been considered as independent
variables is an approximation. The model does not consider
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variations in the geometry of the magnet during the experiment.
This condition is fulfilled inmost cases, although it can be violated in
extreme situations. Nevertheless, this formalization is adequate to
describe and interpret the effects of magnetic field instability in
several NMR and MRI experiments.

2.1.1 Free induction decay signal under magnetic
field instability and inhomogeneity

As the free induction decay (FID) is the simplest experiment in
NMR, it is an appropriate test for our magnetic field model.
Furthermore, if the model is accurate, it can be useful to
understand the relationship between the magnetic field
inhomogeneity and stability in complex experiments.

The signal is modeled without considering relaxation effects
as the magnetic field inhomogeneity and instability are
considered to be dominant. That means that the signal loss
attributed to T1 and T2 is much smaller than the loss induced
by the magnetic field deviations. The defacing during the RF
pulses is neglected. This is equivalent to assuming that the RF
pulses are perfect and infinitely short. Defining ρ(r) as the spin
density of the sample and γ the proton gyromagnetic ratio, the
FID signal can be modeled as:

s t( ) � ∫∫∫ ρ x, y, z( )exp−γB0 ΔC x,y,z( )
C0

t+∫t

0

ΔI ~t( )
I0

d~t( )
dxdydz (4)

In Eq. (4), we integrate over the whole space (the integrals limits
go from -∞ to∞), and the dimensions of the sample are contained
in ρ(x, y, z). Eq. (4) suggests that the magnetic field instability does
not modify the signal amplitude, but it generates frequency
variations and phase shifts accumulations.

According to this scheme, if the following condition is satisfied:

ΔC r( )
C0

≫
1
t
∫t

0

ΔI ~t( )
I0

dt̃, (5)

then the NMR signal will show a certain immunity to the magnetic
field instability. This means that the effects of the instability on the
NMR signal will be less relevant if the inhomogeneity is dominant

over the instability. In other words, as the frequency spectrum of the
instability is constrained within the bandwidth covered by the field
inhomogeneity, the NMR signal gains immunity against magnetic
field fluctuations (periodic and random noise). This fact constitutes
a key-feature for gaining signal stability against magnetic field or
current instability through controlled homogeneity degradation. In
section 2.3.1 we will present experimental evidence that verify this
theoretical speculation.

2.1.2 MRI signal under magnetic field instability and
inhomogeneity

Now we extend the model described on Eq. 3 to the context of
2D MRI. Here we consider signals for spin-echo (SEs) and gradient-
echo (GEs) sequences [52]. The mathematical expressions
correspond to the pulse sequences shown in Figure 1. The gray
rectangles represent the (ideal-perfect) RF pulses,AD the acquisition
delay (time between the last RF pulse and the beginning of the
acquisition window), and AT the acquisition time. In the spin echo
sequence, ET coincides with the center of the acquisition window,
that is, ET/2 = AD + AT/2.

Hence, the expression for an acquired signal with the 2D spin
echo sequence is:

sse Gp, t( ) �∫∫∫z0+Δz/2

z0−Δz/2
ρ x, y, z( )

exp
−iγ Gp y τp+Gr x t−AT

2( )+∫ET−AT/2+t
ET/2

ΔB x,y,~t( )d~t−∫ET/2

0
ΔB x,y,~t( )d~t( )

dxdydz,

(6)

where ΔB (x,y,t) = B (x,y,t)-B0,Gp the phase gradient intensity and τp
the phase gradient pulse time. Gr is the read gradient intensity, and
t ∈ [0, AT]. z is the slice selection direction, Δz is the slice size and z0
the center of the slice. This equation does not consider the effects
that instability could generate during the slice selection process.
Under this approximation, the dependence on z can be avoided by
considering the projection of the slice in z0. The times associated
with the readout pulses were defined as AT/2 before the π pulse, and
AT during the signal acquisition. Using the field model of Eq. 3 and
Eq. 6 can be rewritten as:

FIGURE 1
pulse sequences used for the simulations. ET: echo-time, AD: acquisition delay, AT: acquisition time, and ~t evolution time. The gray rectangles
represent the RF pulses. The defacing during the RF pulses was not considered, which is equivalent to assuming that the pulses are perfect and as Dirac
pulse (RF duration << ET). Thus, the echo will be centered at ET in the spin echo sequences.

Frontiers in Physics frontiersin.org03

Rodriguez et al. 10.3389/fphy.2023.1249771

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1249771


sse Gp, t( ) �∫∫ ρ x, y, z0( )
exp−iγ Gp y τp+B0Ip−se+ Gr x+B0ΔC x,y( )

C0
( ) t−AT

2( )+B0Ir−se t( )( ) dxdy,
(7)

where Ip−se � ∫ET

ET /2
ΔI(~t)
I0

d~t − ∫ET /2

0
ΔI(~t)
I0

d~t and

Ir−se(t) � ∫ET−AT/2+t
ET

ΔI(~t)
I0

d~t.

According to these equations, the accumulated dephasing (non-
refocused spins) due to the magnetic field instability at the echo time
is γB0Ip-se. This term can be considered time-independent and is the
equivalent to the phase error proposed in reference [48]. Therefore,
Ip-se generates defects along the phase encoding direction.
Correspondingly, γB0Ir-se is the dephasing generated by the field
instability during the signal acquisition. It is time-dependent and
affects the read encoding direction (in similarity with the approach
made in [47]). It is important to notice that both terms (Ip-se and
Ir-se) are multiplied by B0, which means that the signal is more
sensitive to the instability at high fields.

On the other hand, the signal in a 2D gradient echo sequence can
be written as:

sge Gp, t( )
� ∫∫ ρ x, y, z0( )e−iγ Gp y τp+B0Ip−ge+B0ΔC x,y( )

C0
AD+AT

2( )+ Gr x+B0ΔC x,y( )
C0

( ) t−AT
2( )+B0ΔC x,y( )

C0
+B0Ir−ge t( )( )

dxdy,

(8)

where Ip−ge � ∫AD+AT/2
0

ΔI(~t)
I0

d~t and Ir−ge(t) � ∫AD+t
AD+AT/2

ΔI(~t)
I0

d~t.
Here, γB0Ip-ge is the accumulated dephasing due to the magnetic

field instability in the middle of the acquisition window. In contrast
with the spin-echo sequence, the integral has the same sign at any
instant. It can be considered time-independent and, as a consequence,
generates defects along the phase encoding direction. In contrast, the
dephasing generated by the instability during the signal acquisition is
γB0Ir-ge. It is time-dependent and affects the readout encoding
direction. It is important to note that in this case the magnetic field
inhomogeneity generates artifacts in both encoding directions. This is a
key-difference between both sequences: in the spin-echo sequence the
inhomogeneity only affects the readout encoding direction. In contrast,
in the gradient-echo sequence the inhomogeneity is never refocused,
thus increasing the undesired effects in the images. As well as for the
SE, both terms (Ip-ge and Ir-ge) aremultiplied by B0. That is, the signal is
more sensitive to the instability at high fields.

2.2 Simulations

In order to analyze the described effects on the signals we have
simulated instabilities with two different characteristics: random
fluctuations of the magnetic field, and including a dominant
frequency component. These two cases represent the main sources
of instabilities usually present in the associated instrumentation.
Either random noise originated in the electronics (thermal noise,
shot, flicker and transit time noises originated in semiconductor
devices, and other), or unfiltered low-frequency components
(typical harmonics from the power line or originated in the power
electronics), and/or high-frequency radio signals that resonate,
couples or interferes with the instrument electronics.

For both cases, ΔC (x,y) was simulated using a random surface
rsgeng2D (http://www.mysimlabs.com). This function generates a
2D matrix that was previously tested in diverse areas [53, 54]. The
algorithm allows for changing the correlation length between matrix
components in both directions (rows and columns). ΔC (x,y) has the
same matrix size as the image, and each element corresponds to a
position in the space. As the inhomogeneity is expected to be
smooth, the correlation parameter was fixed at 0.5 (it can vary
from 0 to 1) in both directions.

The degradation of the image quality was calculated as a
function of the ET for both cases. In order to simplify
calculations, the slice selection process was neglected, and the
images were simulated as 2D projection images. As mentioned
above, ΔI(~t) was simulated in two different ways: random and
sinusoidal. These two modalities are detailed in Subsections 2.2.1
and 2.2.2.

For all the simulations, we fixed the maximum gradient
amplitudes at 45 mT/m. The main magnetic field was fixed at
0.125 T, the maximum inhomogeneity was fixed at 1,400 ppm
(representative of the measured value within the volume of
interest, VOI, in our experiments) and the instability at
220 ppm (with a simulation timescale that is consistent with
the acquired signal duration), in accordance with the
characteristics of our homemade prototype [35]. The
simulations were performed without adding noise, that is, the
whole signal comes from the sample. In addition, the gradient
fields were assumed to be perfectly linear, and concomitant fields
were not considered.

The simulations were performed in Matlab and processed on an
Intel Core i7-8565U CPU with a processor base frequency of
1.8 GHz.

2.2.1 Random instability
ΔI(~t) is represented by a 2D matrix associated with the two

k-space coordinates (the acquisition time ~t and the phase-encoding
index). Each row is associated with a phase-encoding index. The
time difference between matrix components of the same row is dt =
AT/N, where N is the number of acquired points. The first value of
the 2D matrix is random, and the rest of the values are defined by
two correlations parameters. This function was also generated with
rsgeng2D but using different correlation parameters. A correlation
parameter along the column direction (short-term instability) was
set to 0.5 while for the row direction (long-term instability) to 0.005.
That means that the stability between acquisitions is less correlated
than the stability during each acquisition. This choice turns
consistent with the observed behavior during an experiment. We
considered 4 cases: perfect image (perfectly homogeneous and stable
magnetic field), instability effects only, inhomogeneity effects only,
and image simulated under both inhomogeneity and instability
effects. The 4 cases were simulated for both GEs and SEs
sequences. The GEs simulations were made with N = 64, AD =
0.5 ms and AT = 1 ms, while the SEs with N = 64, ET = 2 ms and
AT = 1 ms.

To characterize more precisely how the instability affects the
images acquired through these two pulse sequences, we have
simulated images with stabilities from 50 ppm to 1,200 ppm. In
addition, a quantitative parameter was defined as the sum of the
pixels outside of the reference image (ORI). Thus, the ORI is zero
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for the ideal reference image. If the image becomes distorted or
we have ghosting due to magnetic field instability, non-zero
signal intensity will appear in the region corresponding to the
dark portion of the reference image. In this case the ORI
becomes nonzero. Simulations were repeated 32 times for
each instability value, and the ORI signal intensity was
averaged to avoid any abnormal behavior due to the random
instability.

The two bright circles of the reference image represent, for
example, two tubes filled with water. This means that the total
signal intensity of the image must be independent of the image
distortion induced by magnetic field instability. In other words,
an image distortion can be thought as a signal spreading outside
the region defined by the bright circles, i.e., into the dark region
corresponding to the reference image (which emulates the
situation of an image acquired with perfect magnetic field
homogeneity and stability).

Finally, we analyzed the effect of the echo time duration in the
SEs. We fixed the instability to 220 ppm, varied the echo time from
1 ms to 21 ms, and calculated the average signal intensity in the ORI
over 32 simulations.

2.2.2 Sinusoidal instability
In this subsection, the instability is simulated as a pure harmonic

component where each acquisition starts with a random phase ϕ:

ΔI t( )/I0 � A sin 2πft + ϕ( ) (9)
The maximum amplitude A was fixed at 220 ppm; thus, the

instability will be a sinusoidal function oscillating
between ±220 ppm. This represents a high instability considering
that cryogenic magnets can be stabilized to values lower than 1 part-
per-billion [55].

Simulations were only performed for the SEs. Firstly, we
simulated images with instabilities with the main frequency in
the range of 0–2 kHz for three different echo times (ET = 1 ms,
2 ms and 4 ms), and calculated the mean signal in the ORI. Then, we
performed simulations with instabilities with frequencies in the
range of 0–20 kHz and for four echo times (ET = 1 ms, 2 ms,
4 ms, and 16 ms).

Finally, we simulated three images: perfect conditions
(reference), and then two images with different echo times
(38 ms and 40 ms) and same instability with a main frequency of
50 Hz (typical frequency instability induced by the electric line). We
specifically chose 40 ms as echo time because ET/2 is exactly one
frequency period.

2.3 Experiments

We present two experiments to demonstrate the correct
behavior of our model and simulations. The first experiment
consisted of measuring FID signals under different magnetic field
homogeneities. The second one consisted of acquiring 2D fast-field-
cycling (FFC) MRI images in our home-made prototype under
different echo times. This last experiment allows determining the
nature of the dominant instability affecting the images (random
noise or dominant frequency). This information turns relevant to
delineate the best method to minimize the artifacts.

2.3.1 NMR signal
The following experiment was aimed to check the predictions

suggested by the proposed model. FID signals were acquired with
one scan, two scans, and four scans under different magnetic field
homogeneities (90 ppm, 250 ppm, and 370 ppm). Hence, if the
signals are immune to the instability, they can be accumulated
(or averaged) reducing the white noise without signal loss. That is,
the only difference related to thenumber of scans must be the SNR.

The experiment was performed in a commercial Stelar
Spinmaster FC-2000/C/D (Mede, Italy) relaxometer. The
magnetic field homogeneity was changed by relocating the probe
(sample) in the magnet away from the central region (maximal
homogeneity). The sample was deionized water with 4.5 mm of
height in a standard 10 mm diameter test tube. The pulse sequence
was a non-polarized (NP) sequence [42], with a polarization and
detection field of 0.375 T (15 MHz in terms of proton Larmor
frequency). The receptor bandwidth was set to 40 kHz and the
acquisition window 4.5 ms.

2.3.2 2D spin echo images
Images were acquired with different echo times in a homemade

MRI-relaxometer with magnetic field instability of 220 ppm/s and
inhomogeneity of 1,400 ppm within a VOI of the order of 35 cm3

[35]. The instability was measured from the standard deviation of
the frequency shifts of the peak value of the Fourier transform (FT)
of the echo signal (acquired without gradients, 50 samples acquired
consecutively). The pulse sequence was a non-polarized (NP)
sequence [42] with a relaxation and detection field of 0.125 T
(5 MHz in terms of proton Larmor frequency). The image
acquisition was based on a spin-echo sequence with hard RF
pulses, an irradiation bandwidth of 100 kHz andan acquisition
window of 1,024 µs. Six images with echo times from 2 ms to
11.1 ms were acquired. Images were acquired without slice
selection to maximize the SNR. The sample was a 25 mM
solution of deionized water (18 MΩ/cm, milli-Q purification
system Osmion 5, Apema, Villa Dominico, Buenos Aires,
Argentina) and copper sulfate (Ciccarelli, San Lorenzo, Santa Fé,
Argentina).

3 Results

3.1 Simulations

3.1.1 Random instability
Figure 2 shows simulated images for a GEs with N = 64, AD =

0.5 ms and AT = 1 ms. Figure 2A shows the reference image (perfect
homogeneity and stability). Figure 2B corresponds to the image
affected by both instability and inhomogeneity. Figure 2C the image
under effects of inhomogeneity only (ΔI(~t) = 0) and Figure 2D the
image under effects of instability only (ΔC (x,y) = 0).

Figure 3C shows images simulated for a SEs with ET = 2 ms and
AT = 1 ms. As in the previous case, A: reference, B: dual degradation,
C: inhomogeneity only and D: instability only.

Figure 4 shows the ORI signal intensity as a function of the
magnetic field instability from 50 ppm to 1200 ppm. Due to the
random nature of the instability, each point in the curve
wasobtained by averaging 32 images. The associated uncertainty
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to each point is the standard deviation of the mean value after
considering a coverage factor of 95%. The total intensity of each
image was normalized to 1, so the calculated ORI is proportional to
the percentage of signal spread outside thebright circles. The ORI
signal is zero for the reference image and is thus not shown in
Figure 4. For a highly degraded image, where the signal intensity is
homogeneously spread along the phase direction, the ORI intensity
approaches 0.5. That is, this is the expected maximum for a totally
degraded image. In fact, the bright circles occupy 50.7% of the image
area along the phase direction. Thus, in the case the net signal
intensity of the circles becomes homogeneously spread along the
phase direction, the theoretical value of the ORI in this example
is 0.493.

In Figure 4, the signal intensity ORI in the GEs is greater than in
SEs until a stability of 1,000 ppm, where the results from both
sequences are undistinguishable. The GEs saturate rapidly to values
close to 0.5, showing a great sensitivity to instability variations
(between 0 ppm and 250 ppm). On the other hand, the SEs is more
robust, saturating at instabilities of 1,000 ppm.

Figure 5 shows the effect of the echo time duration in the SEs for
a fixed instability to 220 ppm, within an echo time range from 1 ms
to 21 ms. As in the previous case, the average ORI signal intensity
results from 32 simulations. This plot suggests that short echo times
are preferable to avoid image degradation due to instability.

3.1.2 Sinusoidal instability
Figure 6 shows the ORI signal intensity dependence on the main

frequency of the instability in the range from 0 to 2 kHz for three
different echo times (ET = 1ms, 2 ms, and 4ms). As can be observed,
when the frequency associatedwithET/2 is proportional to the instability
frequency, the ORI signal intensity becomes minimized. In other words,
when an integer number of cycles fits ET/2, each term of Ir-se is null, and,
consequently, the ORI signal is minimal (see Figure 7). Furthermore,
each minimum has an associated bandwidth, showing that the pulse
sequences work as a filter. In addition, the bandwidth increases at higher
frequencies (see Figure 6, ET = 4ms). However, the ORI is not equal to
0 because Ir-se is always nonzero. Figure 8 shows how critical is the choice
of the echo time is SEs experiment to avoid ghosting in the image due to
monochromatic instability.

3.2 Experiments

3.2.1 NMR signal
Figure 9 shows the NMR signal magnitudes and its Fourier

Transform (FT). The FID signals magnitude acquired with 1, 2, and
4 scans are indistinguishable, independently of the magnetic field
inhomogeneity, for a stability of 35 ppm. This is consistent
withequation 4, and shows that the signal magnitude is unaltered

FIGURE 2
Simulated images with gradient-echo sequence. The vertical direction corresponds to the phase encoding direction. (A) Reference image, (B)
Degraded by both inhomogeneity and instability, (C) Degraded by inhomogeneity, (D) Degraded by instability. N = 64, AD = 0.5 ms and AT = 1 ms.
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by the magnetic field instability. However, the increase of the
magnetic field inhomogeneity leads to a decrease of the signal
amplitude and length. On the other hand, the FT is sensitive to
phase changes in the NMR signal, which means that it is not
immune to magnetic field instability. The FT of the signals

acquired with an inhomogeneity of 90 ppm shows that there is a
high variability between the spectra obtained after 1, 2, and 4 scans,
even for a field stability of 35 ppm. At 250 ppm of inhomogeneity, the
differences between the signals are smaller, while for 370 ppm are
practically indistinguishable. Consequently, this simple experiment

FIGURE 3
Simulated images with spin-echo sequence. The vertical direction corresponds to phase encoding. (A) Reference image, (B) Degraded by both
inhomogeneity and instability, (C) Degraded by inhomogeneity, (D) Degraded by instability. N = 64, ET = 2 ms and AT = 1 ms.

FIGURE 4
signal intensity ORI vs. magnetic field instability. The black curve
is associated with the GEs and the red with SEs.

FIGURE 5
ORI signal intensity as a function of ET in images simulated
through SEs, for a fixed instability to 220 ppm.
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evidences a direct relationship between the instability immunity
and the magnetic field inhomogeneity in an FID experiment.
Furthermore, it agrees with Eq. (5), experimentally proving that
the model is accurate to describe and understand the influence of
magnetic field instability and inhomogeneity in NMR experiments.

3.2.2 2D MRI acquisition
Figure 10 shows the image acquired in our MRI relaxometer.

The artifacts increase drastically with the echo time suggesting that
the dominant component of the instability is originated in random
fluctuations.

FIGURE 6
Signal intensity ORI as function of the instability frequency. Images simulated for SEs. Left: ET = 1 ms, middle: ET = 2 ms and right: ET = 4 ms. The
uncertainty of each point is not shown for a clear interpretation of the curve’s behaviors, but it is represented in the variability of the dataset.

FIGURE 7
Signal intensity ORI as function of the instability frequency. Images simulated for SEs. Top left: ET= 1 ms, top right: ET = 2 ms, bottom left: ET = 4 ms
and bottom right: ET = 16 ms.
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4 Discussion

In this manuscript we have presented a simple model to describe
the effects of the magnetic field inhomogeneity and instability in
MRI. The model could successfully explain the observed behavior of
FID signals acquired with different inhomogeneities in a commercial
relaxometer. A key feature of the presented experiments and
simulations is that a correlation between the magnetic field
inhomogeneity and the signal immunity due to the instability can
be established. However, this behavior does not replicate in MRI,
where a more complex situation holds. The pulse gradients and the
k-space sampling broke this correlation due to the creation of a
second dimension.

It is worth noting that spins dephasing accumulation in both
phase and readout encoding directions, γB0Ip-se and γB0Ir-se, are
proportional to the magnetic field strength B0. This feature
suggests a higher natural immunity to magnetic field
instability at low-field conditions, thus representing an
additional motivation for pre-polarized MRI schemes. That is,
magnetization boosted-up with a polarization B0 pulse, followed
by an MRI sequence applied at a lower field. In any case the result
holds valid for fixed-field MRI systems operating at low field
conditions. On the other side, this result prevents the use of
electromagnets for magnetic field strengths were, due to
associated costs and technical difficulties, they would not be
the best option anyway.

FIGURE 8
Simulated images with SEs. (A) Reference image. (B) Image with frequency instability of 50 Hz and ET = 38 ms. (C) Image with frequency stability of
50 Hz and ET = 40 ms.

FIGURE 9
NMR signal amplitudes (top) and its FT (bottom) acquired under 90 ppm (left), 250 ppm (middle) and 370 ppm (right) with 1 scan (black line), 2 scans
(red line), and 4 scans (blue line). The mean value of the field instability was 35 ppm.
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As it is possible to observe in Figures 2, 3, simulated images for the
GEs are highly degraded, while the images with SEs show a higher
robustness to magnetic field instabilities. The main difference relies on
the effect of the magnetic field inhomogeneity. The GEs generate
artifacts along both encoding directions, leading to frequency shifts.
Moreover, the dephasing induced by the inhomogeneity is accumulated
all the time duringGEs, while in the SEs, themagnetization is re-focused
due to the presence of a π pulse [56]. Nonetheless, in the GEs the defects
are also highlighted in the case of images degraded only by the stability.
TheGEs accumulate the dephasing of the low-frequency instabilities, an
undesirable effect that can be avoided by using the SEs.

The results from Figure 4 are consistent with the simulations
showed in Figures 2, 3, highlighting the importance of the low-
frequency re-focusing. Therefore, the spin-echo sequence is the
recommended sequence to minimize instability-induced image
distortions and ghosting.

Instabilities with different characteristics were described. The first
one considers the instability as a random fluctuation, where the
magnetic field between scans is less correlated than during a single
scan. The second one approximates the instability as a monochromatic
harmonic fluctuation with random phase between scans. Different
strategies are to be considered to minimize the effects induced by
these two kinds of instability. While for random instability the best
strategy relies on minimizing the echo time, for a monochromatic
instability, the best strategy consists of selecting an echo time in which a
complete cycle of the instability is contained in ET/2. As expected, a
realistic experimental situationmay have both contributions. Therefore,
a compromise relationship is presented, that is, the echo time that
minimize random fluctuations should fit a proper value in order to
cancel a dominant monochromatic component, if any.

Experimental images with different echo times were acquired in
our MRI relaxometer, showing a strong correlation between the ET

and the image degradation. This result shows that in the moment of
the experiment, the instability of the magnetic field of the machine
was mainly of random nature. A concluding remark from these
results is that short echo times seem to be preferable in case of
random magnetic field fluctuations.

In this work, we have shown that the study of the nature of the
instability is a fundamental point to find the best strategy to
minimize instability artifacts. Furthermore, if a pick-up coil or
sensors are implemented to measure ΔI(~t) during the MRI
experiment, the phase shifts generated by the instability could be
potentially corrected by a post-processing algorithm using the
presented model. This approach would be similar to proposed
methods aimed to minimize the noise in MRI images acquired
without shielding [57, 58]. Nonetheless, this strategy implies a
complexity increase of both hardware and software, while it is
not effective for image correction due to magnetic field
instability. However, these days efficient post-processing methods
can be successfully implemented at a negligible computational cost
[37, 49].
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