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Introduction: The main rationale for using protons in cancer treatment is based
on the highly conformal dose distribution and normal tissue spearing compared
to conventional radiotherapy. The main limit of proton therapy is the particle
range uncertainty due to patient setup, dose calculation and imaging. To
account for this, a safety margin is added to the tumor to ensure the
prescribed dose to the target. Reducing range uncertainties would result in
the reduction of irradiation volume and would allow full exploitation of the
proton therapy benefits. In this work, we presented a feasibility study for a
strategy to achieve in vivo proton range verification based on prompt
gammas (PG). This approach relies on the detection of signature prompt
gammas, generated by the interaction of primary protons with a non-
radioactive element, that is selectively loaded into a tumor with a drug
carrier. The number of characteristic gammas is directly related to the proton
range, and its measurement provides an estimate of the position at which the
primary beam stops with respect to the tumor location.

Method: We identified the criteria for selecting potential candidate materials and
combined them with TALYS predictions to make the selection. We carried out an
experimental campaign to characterize the PG spectra generated by the chosen
materials when irradiated with therapeutic protons and compared them with TOPAS
Monte Carlo toolkit predictions.

Results: We identified 31-Phosphorous, 63-Copper and 89-Yttrium as potential
candidates for this application based on TALYS calculations. The experimental data
confirmed that all candidates emit signature prompt gammas different from water
(here used as a proxy for normal tissue), and that the gamma yield is directly
proportional to the element concentration in the solution. Four specific gamma
lines were detected for both 31P (1.14, 1.26, 1.78, and 2.23 MeV) and 63Cu (0.96, 1.17,
1.24, 1.326 MeV), while only one for 89Y (1.06 MeV). The simulations indicate that the
count of characteristic gammas is directly proportional to the proton range, reaching
in some cases a saturation value around the tumor’s far edge. The results also
indicate that to achieve a range accuracy below the current value of 2–3 mm, the
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uncertainty on the prompt gammas count has to be below 5% for 31-Phosphorous and
63-Copper, or 10% for 89-Yttrium.

Discussion: We demonstrated that loading the tumor with a label element prior to
proton treatment generates signature gammas that can be used to verify the beam
range in vivo, reaching a potential range accuracy below the current limitations. This
approach can be either used stand-alone or combined with other existing
methodologies to further improve range resolution.

KEYWORDS

proton therapy, proton range verification, prompt gamma, TOPAS Monte Carlo, 31-
Phosporous, 63-Copper, 89-Yttrium

1 Introduction

Proton therapy is a well-established technology in
radiotherapy, whose benefits stem from both physical and
biological properties [1]. Ions deposit the maximum dose in a
localized region close to the end of the range (called the Bragg Peak
BP), and the combination of the favorable depth-dose profile with
advanced delivery techniques translates into a high dose
conformality in the tumor, as well as into a superior sparing of
normal tissue [2]. Although clinical results have been encouraging,
numerous treatment uncertainties remain major obstacles to the
full exploitation of proton therapy. One of the crucial challenges is
monitoring the dose delivered during the treatment, both in terms
of absolute value and spatial distribution inside the body. Ideally,
the actual beam range in the patient should be equal to the value
prescribed by the Treatment Planning System (TPS). However,
there are sizable uncertainties at the time of irradiation due to
anatomical modifications, patient alignment, beam delivery and
dose calculation [2,3]. Range errors reflect on the selection of the
safety margins applied to the tumor volume, whose values depend
on clinical protocols as well as on the treated area (e.g., 3.5% of the
nominal range +1 mm) [3,4]. Decreasing the range uncertainties
would reduce the safety margins, i.e., the treatment volume, and
thus decrease the dose delivered to the normal tissue around the
tumor [5]. Monitoring the proton range in vivo is a key tool to
achieve this goal, and thus to improve the overall treatment
effectiveness as well as to allow for more dose escalation. Several
techniques have been proposed to address the fundamental issue of
in vivo proton verification [6–8], among which prompt gamma
(PG) imaging is very promising. This technique exploits inelastic
nuclear interactions between primary protons and the nuclei of the
patient tissues, which leave the nuclei in an excited state. To return
to the ground state, the target nuclei decay by emitting a single
photon (PG). Typically, the gammas produced in this process have
energies up to 7–8 MeV emitted with an isotropic and anisotropic
angular distribution depending on the decay chain involved in the
reaction [9]. Exploiting this reaction [10], was the first to show the
correlation between the PG emission profile and the proton dose
distribution, which allowed them to estimate the Bragg peak
position for a given beam energy. Therefore, using PG imaging
is possible to obtain information on the range of each beam spot in
the case of active beam delivery. The almost simultaneous PG
production time from the time of irradiation (10–19–10−9 s)
represents the main advantage of this technique, which has the
potential to provide a dose verification during the treatment
delivery, i.e., online. When compared to the conventional post-

treatment positron emission tomography (PET) method [11–14],
PG imaging does not suffer from signal washout, or uncertainties
due to patient movement [5]. In addition, PG production is on
average ten times higher than PET signal for both passive scattering
and pencil beam scanning delivery systems [15]. Although INSIDE
[16] has made a significant advance in PET, providing a first in-
beam imagining with a millimeter uncertainty measured in clinical
tests with patients [17], [18], limitation still remains. In-beam PET
is designed to work with low duty-cycle accelerators, and so far has
only been installed in a fixed beam line.

The practicability of in vivo prompt gamma range verification for
proton therapy has been demonstrated by numerous experimental and
Monte Carlo studies [6,7,19,20], as well as by its recent application to
the clinical practice for inter-fractional range variation evaluations
[21]. The current accuracy achieved on patients for retrieving the
range of a single pencil beam is of 2–3 mm [22,23]. Together with the
advantages discussed above, all studies identified the low PG statistics
as the major factor limiting the full exploitation of this technique for
single spot range verification. This issue is caused by: i) the short
duration of a single spot delivery, ii) the immense gamma-ray
production rate during delivery, iii) the finite rate capability of
detectors, iv) the electronic throughput limits and v) the signal-to-
background ratio.

In this study, we present an approach for in vivo range verification
in proton therapy based on creating signature gammas emitted only
when protons traverse the tumor, and whose yield is directly related to
the beam range. We propose to achieve this goal by loading the tumor
with a drug-delivered stable element, that emits characteristic de-
excitation PG following nuclear interactions with the primary protons.
The approach of injecting a PG enhancer in the tumor has been
explored by [24], who report a full Monte Carlo investigation of the
use of metallic nanoparticles for proton range verification. Studies
from [25], [26] experimentally investigated the use of external medical
devices filled or made of metallic elements (e.g., Si, Mo) for monitoring
either the proton range or the dose delivered to the healthy tissues.

In this work, we investigate the feasibility of the proposed
methodology including both experiments and Monte Carlo
simulations. First, we identify the criteria for selecting potential
candidate materials and combine them with TALYS [27]
predictions to make the selection. We then present the results from
an experimental campaign to characterize the PG spectra generated by
the chosen materials when irradiated with therapeutic protons and
compared them with TOPAS Monte Carlo toolkit [28] predictions.
We finally discuss the correlation between the yield of signature
gammas and the proton range and the accuracy that can be
achieved with this method.
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2 Materials and methods

2.1 TALYS package

TALYS code [27] was selected as a tool to investigate the proton-
induced reaction channels for all candidates labeling elements. TALYS
is a software package for the simulation of nuclear reactions in the
1 keV-200 MeV energy range, involving different projectiles (e.g.,
protons, neutrons, photons, alphas, etc.) and targets (mass equal or
higher than 5). This code can be also used in applied nuclear physics to
predict nuclear level density, gamma-ray strength functions,
compound nucleus reaction mechanism, as well as direct and pre-
equilibrium processes [29]. In all TALYS calculations, we used the
default values of all parameters.

2.2 Prompt gamma spectroscopy
measurements

To characterize the PG emissions of the selected elements, we
carried out two experimental campaigns at the research room of the

Trento proton therapy center (TPC) in Italy [30] and at the Cyrcé
cyclotron (Institut Pluridisciplinaire Hubert CURIEN—IPHC) in
Strasbourg, France [31]. At TPC, we used a 70 MeV proton pencil
beam with a Gaussian profile (16 mm FWHM at the isocenter),
corresponding to a 41 mm range in water. At Cyrcé, targets were
exposed to a proton beam of 25 MeV nominal energy, which decreased
to an effective value of 23.68 MeV at the exit window, corresponding
to a 5.7 mm range in water. The beam shape in the plane
perpendicular to the target could be described by a 2 mm × 3 cm
rectangular distribution.

At both facilities, wemeasured the gamma energy spectrum produced
by the labeling elements with a LaBr3:Ce cylindrical scintillator 7.62 cm
high and with 7.62 cm of diameter (3” × 3”), coupled with a Hamamatsu
R6233 photomultiplier tube. The presence of 138La and impurities in the
crystal, combined with its large size, resulted in non-negligible
background radiation, whose energy spectrum is plotted in Figure 1A.
Themost probable 138La decay channels channel is the electron capture to
the first excited level of 138Ba, followed by the emission of a 1435.8 keV
gamma-ray as nuclear de-excitation product. During the atomic
relaxation process, a cascade of characteristic X-rays of maximum
energy equal to 37.4 keV are emitted by 138Ba. As these X-rays have a

FIGURE 1
(A): Measured energy spectrum of the LaBr3:Ce internal radioactivity. (B): LaBr3:Ce energy resolution measured with radioactive sources of 60Co, 133Ba,
137Ba and AmBeNi. The values on the y-axis represent the peaks FWHM. The experimental points are fitted with the function FWHM � a + b

��
E

√
.

FIGURE 2
Pictures of the experimental setups used at TPC (A) and at the Cyrcé facility of Strasbourg (B). In the images, the liquid targets are displayed. The solid
targets were placed at the same positions, and suspended in air with a thin plastic wire. All distances were measured from the target center and the LaBr3:Ce
surface, and are reported in cm.
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certain probability to escape from the LaBr3:Ce crystal, the resulting
internal emission spectrum has a peak at 1471 keV (1435.8 keV +
37.4 keV), with a shoulder at 1435.8 keV generated by the partial
X-ray detection. 138La second decay channel is a β − continuum (up
to 258 keV) to the first excited state of 138Ce, followed by the emission of a
788 keV gamma-ray, which shifts the continuum up to 1047 keV [32]. A
detailed characterization of the LaBr3:Ce internal radioactivity can be
found in [33]. Figure 1B shows the energy resolution of LaBr3:Ce as a
function of gamma energy, assessed using multiple sources (60Co, 133Ba,
137Ba and AmBeNi). Details on the LaBr3:Ce detection efficiency can be
found in [34].

The setups of the two experimental campaigns are shown in Figure 2.
At TPC (Figure 2A), an ionization chamber was placed in front of all
targets to monitor the total number of protons delivered. All targets were
located at 120 cm from the exit window along the beam axis. The LaBr3:
Ce detector was placed at 90° from the beam axis, and at a distance of
18.5 cm from the target center. A 5 mm thick plastic scintillator was
placed in front of the LaBr3:Ce to discriminate charged particles in the
post-processing analysis. The solid angle covered by the detector with
respect to the target center was 0.13 ± 0.02 sr. The setup used at the Cyrcé
facility was modified to be adapted to the different beam line
characteristics (Figure 2B). The beam current was monitored using a
movable Faraday cup located upstream of the exit window. To obtain the
number of delivered protons, the Faraday cup was calibrated against a
plastic scintillator detector as described in [31]. The LaBr3:Ce detector was
placed at 40° with respect to the beam axis, and at 17.5 cm from the target
center. The 5 mm plastic scintillator placed in front of the LaBr3:Ce was
removed, because all charged fragments ranged out in the 1.5 mm thick
aluminum case surrounding the detector.

The PG production of all candidate materials was measured using
both solid and liquid targets, irradiated at the two facilities with the
setups shown in Figure 2. As a solid target, we used a63Cu cylindrical
rod of 9.5 mm diameter and 30 mm height both at TPC and at Cyrcé.
For 89Y, we irradiated a cylindrical rod of 6.35 mm diameter and
6.35 mm height at TPC, and a 3.3 × 17.5 × 17.5 mm slab at Cyrcé. The
89Y target employed at TPC could not be also used at Cyrcé because of
radioprotection constraints. At both facilities, during the irradiation
the solid targets were placed with the long side perpendicular to the
beam, and suspended in air with a thin plastic wire to avoid
production of background radiation from the supports. All liquid
targets consisted of water-based solutions containing salts of the
candidate label elements at different concentrations. The salts used
in this experiment were NaH2PO4 for 31-Phosphorus, CuSO4 for 63-
Copper and Y(NO3)3 for 89-Yttrium. The molar concentration of each
salt, and the corresponding elemental mass fraction are listed in
Table 1. In addition to these solutions, we irradiated distilled water
as a proxy for human tissue, to characterize the background spectrum
emitted by the tumor without the marker elements. All liquid targets
were contained in 5 × 5 × 5 cm3

flasks made of PMMA (Poly methyl
methacrylate), with walls equivalent to 1.35 mm water thickness. At
TPC, for each material we used two flasks placed back-to-back. At
Cyrcé, liquid targets were contained in a 2.5 × 5 × 5 cm3

flask with a
thin entrance wall about 88 μm thick, in order to minimize the beam
energy loss.

For both experimental campaigns, the data were recorded with a
VME-based data acquisition system (DAQ) triggered by the LaBr3:Ce.
The analog signals of the two detectors were processed by a CAEN
792N 12-bit resolution Charge-To-Digital Converter (QDC), using a
500 ns long integration gate for the LaBr3:Ce and a 100 ns long
integration gate for the plastic scintillator. A CAEN V830 scaler
was used to count the number of events registered by each
detector, as well as the number of triggers accepted by the DAQ.
These data were needed to estimate the acquisition dead time, defined
as the ratio between accepted and total triggers, that we used to correct
all experimental PG energy spectra. The events produced by the LaBr3:
Ce internal radioactivity contributed both to the number of the free
triggers and accepted triggers, and generated ≈ 2 · 102 counts per
second. In all data taking, the proton rate was set to achieve
approximately 5 · 102 accepted triggers per second, which
corresponded to an average dead time of 45%. This value was
chosen as trade-off between minimizing the dead time and the
acquisition time. To reduce the background contamination in the
off-line analysis, we acquired the Radio-Frequency (RF) signal from
the cyclotron. The RF is an analog sinusoidal signal reproducing the
time periodicity of the proton bunches extracted from the cyclotron
(12 ns-84 MHz for Cyrcé and 9.4 ns-106.3 MHz for the Trento
facility). Both the LaBr3:Ce and the RF signals were discriminated
using a CAEN N845 16-channel leading edge discriminator and
plugged into the CAEN V1190B multihit Time-to-Digital
Converter (TDC). The TDC recorded the input arrival time within
a 2 μswindow, centered on a reference time value corresponding to the
DAQ trigger signal. The TDC time resolution was set to 100 ps. From
the TDC values, we calculated the difference between the LaBr3:Ce and
RF temporal signals (TLaBr−RF). An example of energy deposited versus
TLaBr−RF 2D histogram is illustrated in Figure 3A. The plot shows a
clear behavior: events in-sync with the beam bunches have a defined
time structure with a 12 ns (84 MHz) period, while background events

TABLE 1 List of the irradiated solutions at three different molar concentrations.
Solution density (ρS) and the elemental composition mass fraction is reported.
Molar concentrations were chosen to achieve around the 5%, 1%, and 0.1% of
element mass fraction in the solution. Uncertainties on the solutions mass
fractions depends on the solution preparation (weight of the salt and water), and
have been estimated to be 1%.

NaH2PO4+H2O

Salt concentration [M] ρS [g/cm3] P [%] Na [%] O [%] H [%]

2 1.276 4.86 3.60 82.14 9.40

0.5 1.069 1.48 1.07 86.81 10.64

0.2 1.028 0.60 0.45 87.99 10.96

CuSO4+5H2O

Salt concentration [M] ρS [g/cm3] Cu [%] S [%] O [%] H [%]

1 1.249 5.08 2.57 82.59 9.76

0.2 1.050 1.19 0.60 87.36 10.85

0.1 1.010 0.63 0.32 88.04 11.01

Y(NO3)3+6H2O

Salt concentration [M] ρS [g/cm3] Y [%] N [%] O [%] H [%]

1 1.383 6.43 3.04 81.58 8.95

0.17 1.065 1.42 0.67 87.21 10.89

0.1 1.038 0.86 0.40 87.85 10.89
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(e.g., the horizontal line at 1470 keV, corresponding to the detector
internal emission) are uniformly distributed in time.

The off-line processing of the raw data consisted of four steps:

1. Energy calibration: all spectra were calibrated using the de-
excitation peaks of 12C and 16O nuclei measured with the water
target as well as those produced by the LaBr3:Ce internal
radioactivity (Figure 1A);

2. Time walk correction: Although prompt gammas should all arrive
on the LaBr3:Ce simultaneously, Figure 3A shows that the TLaBr−RF

depends on their energy deposited. This behavior is caused by the
time walk effect of the leading edge signal discrimination [35]. This
electronic artifact results in a bend shape of the PGs population
produced within a same proton bunch, and must be corrected. To
model the energy deposited-time dependency, we selected a single
cluster and calculated the average TLaBr−RF as a function of the
particle energy (Figure 3B). We used the sum of four exponential
functions to model the curve trend and calculated the function
parameters by fitting the graph points defined as follows:

f Eγ( ) � ∑
4

i�1
aie

biEγ (1)

We then subtracted the fit function value from the raw TDC value, and
obtained the TDC corrected spectrum shown in Figure 3C, where the
bend of each bunch at low-energy has disappeared [36];

3. Subtraction of background and out-of-sync events: we
identified three main sources of background radiation
during the experiment: i) prompt gammas created outside
the target, e.g., in the beam line elements, ii) gammas
generated by the LaBr3:Ce internal radioactivity (Figure 1),
and iii) secondary neutrons and delayed gammas produced
either inside or outside the target. Only events belonging to i)
are in-sync with the RF signal. Gammas of ii) are randomly
emitted in time, and thus do not correlate with the primary
protons, while events of iii) reach the detector outside the RF
time interval. In fact, delayed gammas have a much larger
temporal scale of emission than prompt gammas, while
secondary neutrons emitted at large angles, where the LaBr3:
Ce is located, have a relatively low-energy [2], and
corresponding TLaBr−RF of several ns. Taking advantage of
this hypothesis, we were able to discriminate in-sync from
out-of-sync events. We defined a 2 ns wide time window
centered in the middle of a bunch, and identified all events
within this region as in-sync with the RF. We then shifted the
same gating window by half of RF period (4.7 ns), to identify
out-of-sync events. Figure 3D illustrates the energy spectrum
for in-sync and out-of-sync events identified by the gating
process. By subtracting out-of-sync from the in-sync events, we
discriminated the background events and were able to obtain
the energy spectrum of prompt gamma only. Prompt gammas

FIGURE 3
(A): 2D plot of energy deposited versus TLaBr−RF of all acquired events. (B): average events TLaBr−RF as a function of energy deposited for a single bunch.
The solid red line represents the fit function used to model the time dependence on the gamma energy deposited, caused by the discriminator time walk
effect. (C): 2D spectrum of (A) after the time walk correction has been applied to all events. The color bands mark the time windows used to gate in-sync
(green) and out-of-sync (red) events. (D): energy deposited spectra of all events (blue lines) acquired by the LaBr3:Ce and of events out-of-sync (red line)
with the RF, which represent the radiation background. The energy spectrum of prompt gammas (blue line) is obtained by subtracting the out-of-sync events
from the full spectrum. The spectrum was acquired for 70 MeV protons interacting water.
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produced outside the target i) could not be identified with this
method. However, we acquired no-target measurements to
characterize their contribution, and eventually subtract them
from the total spectrum.

All PG counts (Nγ) were then normalized to the number of
primary protons delivered to the target (NP), energy bin width
(ΔE), as well as corrected for the acquisition dead time (DT):

N′ � Nγ

NP ·DT · ΔE (2)

2.3 TOPAS Monte Carlo simulations

All simulations performed in this study were carried out with
TOPAS MC (v3.7) toolkit based on Geant4 version 10.06.p03. [28,37],
and using the default physics list validated for proton therapy
applications [38]. In particular, for the electromagnetic interaction
we used the g4em-standard_opt4 and the g4h-phy_QGSP_BIC_HP
which employees the Binary intranuclear cascade (BIC) model for the
simulation of proton-nucleus interaction. The work of Wronska A.
et al. [39] showed that the QGSP_BIC_HP physics list is the most
accurate in reproducing experimental values with respect to other
physics lists available for proton therapy applications.

TOPAS MC was used to simulate the experiments described in
Section 2.2 both for solid and liquid targets, accurately reproducing
the setup geometries shown in Figure 2. The room walls as well as
elements outside a 50 cm radius from the target stand were neglected. The
LaBr3:Ce detector was simulated as two concentric cylinders: the outer
one was made of Aluminum (8.64 cm diameter and 8.98 cm length) and
the inner one of LaBr3:Ce (8.04 cm diameter and 8.38 cm length). The
detector internal radioactivity was not reproduced both to optimize the
computational time, and to obtain energy spectra without background.

The energy spread of the 70MeV proton beam at TPC was modeled with
a Gaussian function with 0.8 MeV of standard deviation, while the spatial
profile was described by a Gaussian function of 1.6 cm FWHM on the
plane orthogonal to the beam direction. The energy of the Cyrcé beam
was set at 23.68 MeVwith a 0.1 MeVGaussian energy spread. In this case,
the spatial profile was modeled as a 2 mm× 3 cm uniform distribution on
the transverse plane. The ionization chamber used for the experiment at
TPC was not included in the simulation geometry due to its negligible
water-equivalent thickness. To take into account the gamma interaction
efficiency in the detector, we performed a two-step simulation. First, we
scored the phase space (position, momentum, time-of-flight, etc.) of all
PGs arriving on the LaBr3:Ce active volume surface. The phase space was
then used as a radiation source for a second simulation, where the event-
by-event energy deposition inside the detector was scored.

TOPAS was also employed to investigate the correlation between
the proton range and the profile of PG produced by the label elements.
The simulation geometry consists of a cylindrical phantom (length
30 cm, diameter 15 cm) made of soft tissue, whose composition was
defined according to the ICRP [40]. Inside the phantom, we placed a
2 cm diameter and 2 cm long cylinder, representing the tumor
(Figure 4). This region was either made of 100% soft tissue, or set
as a compound material made of 95% of soft tissue, and 5%
mass fraction of the label elements (31-Phosphorous, 63-Copper or
89-Yttrium) for enhancing the PG production. The proximal tumor
face was placed at a depth of 150 mm with respect to the entrance
plane of the soft tissue phantom. The phantom was exposed to proton
beams of energies from 147 MeV to 165 MeV in step of 2 MeV,
corresponding to a range between 147 mm (3 mm upstream of the
tumor) and 180 mm (10 mm downstream of the tumor). We scored
the energy of all PGs exiting the tissue phantom at 4π solid angle as a
function of the incident proton energy. All gammas produced at least
10 mm before the tumor region (i.e., at a 140 mm depth) were not
scored, under the hypothesis that a collimator is used to minimize the
background of PGs produced upstream of the tumor. This assumption

FIGURE 4
Setup used for all TOPAS MC simulations to investigate the correlations between the number of signature PGs and the proton range. The geometry is
composed of an outer cylindermade of soft tissue, and a tumor region (red cylinder) located at a depth of 15 cm from the entrance. The energies of the proton
beam ranged between 145 MeV and 165 MeV.
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is based on the works from [41], [22], which both employ tungsten
shielding to collimate PGs in the energy range of interest. We
estimated the PG enhancement due to the presence of the marker
element in the tumor asNE −Nbkg, whereNE is the total number of PGs
for a signature PG in a given energy range when the tumor is loaded
with the label element, while Nbkg is the number of events in the same
energy range produced by the tumor without marker.

3 Results

3.1 Selection of the candidate materials

To identify candidate materials for labeling the tumor, we looked
for elements that are currently employed in medicine either for

diagnostic or therapeutic purposes, and for which a drug carrier
already exists. Although this prerequisite limits the number of
potential candidates, it also makes the clinical applicability of our
methodology more realistic. The fact that both the element and the
carrier are already used on patients ensures a detailed knowledge on
their behavior in biological environments, including tolerance levels
and toxicity effects. Once the feasibility of this approach is
demonstrated for some candidates, it could then be extended to
others for further optimization. For the selection, we considered
the stable isotopes of all elements reported in [42], and narrowed
the pool considering two constraints: i) a relatively low abundance in
the body, and ii) a production of characteristics PGs with energies
higher than 0.5 MeV and outside the 4–7 MeV region, where the most
probable de-excitation peaks produced by 12-Carbon and 16-Oxygen
are found. These requirements ensure that the PGs emitted by the label

FIGURE 5
(A): Total production cross section σPG for PGs of all energies as a function of the incident proton beam energy. The data are show for the three candidate
elements (31P, 63Cu, and 89Y) and the most abundant nuclei in the human body (12C and 16O). The proton energy step is set to 1 MeV. (B–F): differential cross
sections in energy dσPG/dE for the production of PGs as a function of their energy for all materials when irradiated with protons in the energy ranges 0–25 and
0–70 MeV. The data were calculated by summing up all gammas of a given energy produced in thematerial and divided by the bin width of 0.05 MeV. All
calculations have been performed with TALYS.
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TABLE 2 List of most probable prompt gammas generated by nuclear interactions between protons and either the candidate elements (31P, 63Cu, and 89Y), or 12C and 16O
used as proxies for tissues. The PG production cross sections σPGwere evaluated with TALYS, by counting all gammas of a given energy generated in thematerial with a
0.05 MeV resolution (bin width). The results are reported for two different proton energy ranges (0–25 and 0–70 MeV). The production reactions reported (where
identified) are from the NUDAT database [62].

Target PG energy σ (0–25 MeV) σ (0–70 MeV) Reaction

[MeV] [Barn] [Barn]

31P 1.25–1.30 3.2 6.9 31P (p, p’γ1.266)31P

31P (p, ppγ1.263)30Si

31P (p, xγ1.273)29Si

1.75–1.80 0.4 3.1 31P (p, xγ1.779)28Si

2.00–2.05 ≤1 mb 2.4 31P (p, xγ2.028)29Si

2.20–2.25 3.7 7.7 31P (p, p’γ2.233)31P

31P (p, ppγ2.232)30Si

63Cu 0.95–1.0 2.2 5.2 63Cu(p, p’γ0.96)63Cu

1.00–1.05 — 2.7 —

1.15–1.20 1.4 3.5 63Cu(p, ppγ1.17)62Ni

63Cu(p, ppγ1.163)62Ni

1.30–1.35 2.3 11.5 63Cu(p, p’γ1.326)63Cu

2.50–2.55 0.6 2.9 —

89Y 1.05–1.10 7.8 15.4 89Y (p, xγ1.06)88Zr

89Y (p, xγ1.09)88Y

1.80–1.85 1.0 2.2 —

2.10–2.15 3.4 6.8 —

2.50–2.55 1.6 3.6 —

12C 1.50–1.55 0.4 0.8 —

2.00–2.05 0.04 0.9 12C (p, xγ2.00)11C

2.10–2.15 0.02 0.7 12C (p, xγ2.12)11B

12C (p, xγ2.15)10B

2.30–2.35 0.2 0.5 —

3.00–3.05 ≤1 mb 1.4 —

4.40–4.45 1.5 2.4 12C (p, p’γ4.44)12C

16O 2.30–2.35 ≤1 mb 0.6 16O (p,xγ2.312)14N

3.00–3.05 ≤1 mb 1.2 —

3.50–3.55 0.4 0.5 16O (p,xγ3.5)13N

4.40–4.45 0.7 3.1 16O (p, xγ4.44)12C

5.25–5.30 0.05 1.1 16O (p, xγ5.18)15O

16O (p, xγ5.24)15O

16O (p, ppγ5.27)15N

16O (p, ppγ5.3)15N

6.10–6.15 1.4 1.6 16O (p, p’γ6.13)16O

16O (p, xγ6.18)15O

6.90–6.95 0.9 1.4 16O (p, p’γ6.92)16O

7.10–7.15 0.4 0.4 16O (p, p’γ7.1)16O
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element are different from those produced by tissues (here simulated
as Carbon and Oxygen, because of their large presence in the human
body [43], and thus that the signal-to-background ratio is favorable.
To check the relative abundance of all potential elements, we used the
data reported in [43], while we assessed their characteristic PG
spectrum with TALYS. On the basis of the selection criteria, we
identified three potential candidates: 31-Phosphorus (31P), 63-
Copper (63Cu) and 89-Yttrium (89Y).

31-Phosphorous (31P): Pure Phosphorus and Phosphorus-based
compounds are largely applied in nanomedicine, because of their
ability to interact with proteins (e.g., conjugate with antibodies or
enzymes), to bind and transfer genetic material, as well as to act as
antiviral agents [44]. Furthermore, Phosphorus nanoparticles have
been developed to treat cancer [45]. Phosphorous is present in the
human body around 0.1% of mass fraction [43].
63-Copper (63Cu): Several studies demonstrated the potential of the
diacetyl-bis (N4-ethylthiosemicarbazone) Cu-ATSM for hypoxia
assessment in oncology and non-oncology settings [46]. Copper is
an essential element in the human body, because it is involved in a
large number of metabolic processes, and its abundance is a few
part per million [47].
89-Yttrium (89Y): Yttrium belongs to the radiometal family, which
has gained increasing interest for both diagnostic imaging and
therapeutic applications. 90Y is currently employed in
RadioImmunoTherapy (RIT). The 90Y-labeled monoclonal
Antibody (mAb), 90Y- ibritumomab tiuxetan (Zevalin®,
Spectrum Pharmaceuticals, Henderson, NV, United States), was

approved in 2002 by the US Food and Drug Administration for
targeting CD20 in Non-Hodgkin’s lymphoma patients and is now
part of the standard treatment for this disease [48]. Yttrium is not
an essential element in human nutrition and is not naturally
present in the human body.

TALYS simulations for the three selected materials are plotted in
Figure 5, and include the total PG production cross section as a function of
the incident proton beam (Figure 5A), as well as the differential PG
production cross section versus the gamma energy (Figures 5B–F). The
results take into account all possible reaction channels that yield prompt
gammas. Values for 12-Carbon and 16-Oxygen are also reported to
simulate the background signal produced by the tissues.

For all elements, Figure 5A indicates that the number of PG increases
at increasing proton energy up to approximately 30MeV (i.e., in the BP
region), where it becomes relatively constant. The curves for 12-Carbon
and 16-Oxygen are very similar, while all candidatematerials have amuch
steeper initial growth, and are always characterized by a larger cross
section. The gap is over 4 orders of magnitude for 15 MeV protons, and
drops down to approximately 1-2 orders of magnitude above 30 MeV,
where 31P gets closer to 12C and 16O.

To investigate the characteristic de-excitation gammas of each
material, we simulated an irradiation with protons of different energies
in the range 0–25MeV and 0–70MeV, chosen as representatives of the
radiation field seen by the tumor and by the surrounding normal tissue,
respectively. The differential cross section in energy dσPG/dE for all
materials are plotted as a function of the gamma energy in Figures
5B–F. In addition, the dσPG/dE values calculated with TALYS for themost

FIGURE 6
Production cross section σPG versus incident proton energy for gammas of selected energies. The data are shown for the three candidate elements: 31P
(A) 63Cu (B) and 89Y (C). The proton energy step is set to 1 MeV. The gamma energy range over which the cross sections have been evaluated is the same as
Figures 5B–F and it is specified in the legend. All calculations have been performed with TALYS.
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probable excited states are reported in Table 2, together with the
corresponding reaction chains. Independently of the proton energy, all
label elements generate most PGs below 2MeV, while for 12C and 16O the
most probable gamma energy is above 3 MeV, as already observed by
[20,41,49–52]. At increasing proton energy (0–70MeV dataset), the
production cross section increases independently of the gamma
energy. For 12C, 16O, and 31P some de-excitation channels appear to be
extremely improbable at low proton energy (σPG ≈ mb) but become
dominant at higher energy (σPG ≈ b). Although 12C and 16O can generate
gammas in the same energy range of the candidate materials, their σPG
appearmuch lower, and thus we expect a clear signature when the labeling
elements are irradiated with protons.

From panels (b)-(d), we selected the PGs with the highest dσPG/dE,
and calculated their production σPG as a function of the incident proton
energy. The results are reported in Figure 6, and suggest that the proton
energy corresponding to the largest cross section varies significantly both

with the material and gamma energy. As for the dσPG/dE of Figure 5, the
σPG are calculated for gammas within a 0.05 MeV energy interval, which
reflects the LaBr3:Ce energy resolution (Figure 1B). The 1.25–1.30 MeV
gamma from 31P has a clear peak at 10MeV protons, while the
2.20–2.25 MeV signature has a small peak at 10 MeV and a broader
one between 15 and 30MeV protons. The two lowest signature gammas
from 63Cu have a relatively flat production cross section for the entire
proton energy range, with a slight increase below 20MeV. The high-
energy gamma at 1.30–135, instead, has a clearly different behavior, with
two well-defined peaks at 15 and 50MeV protons. Both characteristic
gammas of 89Y show the highest cross section between 20 and 30MeV
protons. The 4.4–4.45MeV PG from 12C has a steep increase in the
production for protons below 25MeV, while the 3.00–3.05MeV is much
flatter, and slightly grows below 40MeV proton energy. The two PGs of
16O have similar behavior, with a first small and narrow peak around
18MeV protons, and then a large and almost flat region above 40 MeV.

FIGURE 7
PG energy spectra from solid 63-Copper and 89-Yttrium targets and water irradiation at 25 MeV (A, C, E) and 70 MeV (B, D, F) proton beam. The
experimental data are plotted as blue solid lines, while TOPAS simulations are reported as red dashed lines. The boxes in (A–D) contain a zoomof the spectra in
the low-energy region between 1 and 3 MeV. The vertical lines indicate all the PG peaks experimentally detected, while the stars mark those predicted by
TALYS (Table 2).
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The fact that some datasets do not show a single peak suggests that
more than one characteristic gamma is present in the considered
energy range. This behavior will be reflected also in the experimental
measurements because the LaBr3:Ce energy resolution will not allow
to discriminate gammas with energies within ≈0.05 MeV.

According to TALYS calculations, the characteristic gammas which
present the sharpest σPG peak, and thus better correlate with a given
proton energy, are 1.25–1.30 MeV for 31-Phosphorous, 1.30–1.35 MeV
for 63-Copper and both 0.95–1.00 MeV and 1.15–1.20 MeV for 89-
Yttrium. Considering that the proton kinetic energy at the Bragg peak
is around 10MeV, the element that will provide the largest yield of
signature gammas at the end-of-range is 31-Phosphorous. Data reported
by [41], [6] show that the σPG for most characteristics gammas of 12-
Carbon (4.44MeV) and 16-Oxygen (61.3 MeV) reach their maximum of
≈150 mb between 10 and MeV 20 proton energy.

3.2 Experimental characterization of PG
emitted by the candidate materials

To study the PG production of the selected elements when
exposed to protons, we performed two sets of measurements:

1. We irradiated solid targets made 100% of the candidate materials to
characterize the PG spectrum, and to identify the signature peaks
typical of each element;

2. We irradiated water-based solutions containing the label elements
at different concentrations, and measured the PG emission as a
function of the element concentration.

The aim of these measurements was to verify that the presence of
the label element creates a signature spectrum different from the tissue
background, and to find what are the lowest element concentrations at
which the signature can still be detected.

3.2.1 Solid targets
We measured the PG energy spectra of pure solid 63Cu and 89Y

targets irradiated with protons at 25 and 70 MeV. 31P could not be
studied because of the safety constraints related to the production of a
solid target only composed of this material. During the experimental
campaign, liquid water was also characterized to simulate the
background produced by the tissues. The results are reported in
Figure 7 together with TOPAS predictions.

The two energy spectra acquired with 63-Copper (Figures 7A, B)
both show characteristic peaks at 0.96 MeV, 1.17 MeV, and 1.33 MeV,
which are the first excited states of 63Cu and 62Ni in agreement with
TALYS simulations and NUDAT data (Figure 5C; Table 2). Of the two
additional peaks predicted by TALYS at 1 MeV and 2.5 MeV, only the
low-energy one can be identified in the experimental data. The spectra
overall shape is independent of the proton energy, but a higher PG
yield is observed at 70 MeV. TOPAS reproduces the trend of
experimental data in the energy region of interest (1–3 MeV), but
predicts additional peaks which are not visible in the measured
spectra. Below 3 MeV, the yield is overestimated on average by a
factor of 2 at low protons energy but underestimated approximately by
a factor of 3 at 70 MeV. In the high-energy region, TOPAS precision is
very limited in reproducing both the spectrum shape and the yield.

Figures 7C, D show the gamma spectrum emitted by the 89Y target.
At 25 MeV, we could only observe the peak at 1.06 MeV, which is

predicted by TALYS and listed in NUDAT. Also at 70 MeV, the peak
related to the 88Zr production appears at 1.06 MeV. Additional
characteristic PG peaks can be observed up to 2.5 MeV, but we
could not link them either to the decay of 89Y nuclei or of their
fragments. Unlike 63-Copper, both the experiments and TOPAS
indicate a higher PG yield for 25 MeV proton. The peaks predicted
by TOPAS do not always match the measurements. Below 3 MeV, the
simulated PG yield is on average a factor 2 higher than the
experimental data at 25 MeV and a factor 5 lower at 70 MeV.

The measured spectra indicate that water mostly produces PGs
between 2 MeV and 7 MeV (Figures 7E, F, validating the results
reported in literature [41,52,53] and in NUDAT, as well as the
values obtained from TALYS (Figures 5E, F). Gammas are
generated from the de-excitation of 12C and 16O nuclei, as well as
of their fragments produced by nuclear interactions with the protons.
At both beam energies, the most probable PGs are produced at
4.44 MeV from 12C to 6.13 MeV from 16O, as well as peaks at
6.9 MeV and 7.1 MeV coming from the third and fourth 16O
energy levels, respectively, which are more visible at 25 MeV than
at 70 MeV. Single and double escape peaks can be also identified next
to the main peaks. Below 3 MeV, the spectrum contains the additional
signatures at 2 MeV and 2.31 MeV, generated by 11C and 15O, and
2.7 MeV created by 10B, 11C, 14N and 16O. The PG yield grows at higher
proton energy, as a direct consequence of the increasing nuclear
fragmentation cross section [2]. Traversing a longer path in the
target (6 mm at 25 MeV versus 41 mm at 70 MeV), protons have a
higher probability to interact with the 12-Carbon and 16-Oxygen
nuclei, and thus to produce secondary fragments, whose decay might
generate PGs. In the spectrum of panel 7f, we identified characteristic
gammas from 15N (5.27 MeV), 14N (1.64 MeV, 2.3 MeV) and 11C
(2.0 MeV), which are all 16-Oxygen fragments.

3.2.2 Liquid targets
To characterize the PG emission of all candidate materials in a

more realistic scenario, we irradiated water-based solutions of 31P,
63Cu, and 89Y. We used different concentrations, ranging between
0.1 and 2 M to check the dependence between the element abundance
and the yield of characteristic PGs as well as the overall PGs
enhancement. Using a liquid target, we were also able to study 31-
Phosphorous, whose characteristic gammas could not be investigated
with a solid target. The gammas emitted by all solutions exposed to
25 and 70 MeV protons are presented in Figure 8, together with the
spectra measured with pure water.

Independently of the proton energy, element type and
concentration, the largest PG enhancement compared to water is
always observed below 3 MeV, which is the region where the
characteristic gammas of the investigated elements are emitted, as
indicated by the solid target results (Figure 7). The overall yield is
always higher at 70 MeV, because protons traverse a longer path in the
solutions, and thus the probability of interactions is larger as already
discussed for water. By reducing the element concentration in the
solution, the height of both the characteristic gamma peaks and of the
continuum background decrease, approaching the water spectrum. At
the lowest concentration (0.1 M), most of the signature peaks are less
defined, due to the lower interaction probability between protons and
the marker element. The PG enhancement becomes negligible above
4 MeV, where the gamma emission characteristic of 12-Carbon and
16-Oxygen dominate. Even at the maximum concentrations, 16-
Oxygen still represents the main component of the solution, and
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thus the spectra acquired with the liquid targets are very similar to
those obtained when using pure water in that gamma energy range.

The 31-Phosphorous solution NaH2PO4 (Figures 8A, B) present
two main signatures peaks at 1.26 and 2.23 MeV, with the latter only
detected with 70 MeV protons. According to TALYS and NUDAT
(Table 2), these gammas are generated by de-excitation of either 31P or
its fragments 30Si and 29Si. TALYS predicts two additional Silicon de-
excitation peaks at 1.77 MeV and 2.03 MeV, which however are not
listed in NUDAT and are not visible in the experimental spectra.

At 70 MeV, the 63-Copper solution CuSO4 produces the same
signature gammas observed for the solid targets (Figures 7A, B) at
0.96 MeV, 1.17 MeV and 1.3 MeV. We detected an additional peak at
2.2 MeV, that does not correspond to any 63Cu de-excitation, and we
hypothesize that it is generated by the 32S (p,p’γ2.23)

32S reaction, due to
the presence of 32-Sulfur in the CuSO4 salt. At 25 MeV (Figure 8C),
only the 1.17 MeV and 1.33 MeV signature peaks are visible.

Gamma energy spectra for 89-Yttrium solution Y(NO3)3 are
shown in Figures 8E, F. For both proton energies, we detected the
1.06 MeV peak from 88Zr de-excitation, already observed with the
solid target (Figures 7C, D). We also identified a signature peak at
2.3 MeV, generated by the de-excitation of 14N according to
NUDAT. 14-Nitrogen is either a component of the Y(NO3)3 salt
or a 16-Oxygen fragment produced by nuclear reactions. To assess
the contribution from these two sources, we took advantage of the
water spectrum, where 14-Nitrogen can only be produced by
fragmentation. At 25 MeV, the 14-Nitrogen peak in water is
much lower than in the 89-Yttrium solution, indicating that
most of the 2.3 MeV PG are generally produced by de-excitation
of 14-Nitrogen contained in the salt. At 70 MeV, instead, the
peaks of water and the 89-Yttrium solution match, indicating
that fragmentation is the dominant process for 14-Nitrogen
creation.

FIGURE 8
PGs emitted by water-based solutions of 31P (A, B), 63Cu (C, D) and 89Y (E, F) at different concentrations (0.1–2 M) and exposed to 25 and 70 MeV protons.
The details of the experiments can be found in Section 2.2. The spectra acquired with water are plotted as a representation of the tissues background. The
boxes contain a zoom of the spectra in the low-energy range. The vertical lines indicate all the PG peaks experimentally detected, while the stars mark those
predicted by TALYS (Table 2).
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From the spectra measured with the 70 MeV beam, we could also
estimate the signature gamma production yield as a function of the
element concentration, whose results are shown in Figure 9. [54], [55]
investigated the same aspect, and reported that the characteristic PG
yield versus element concentration is well described by a two-
parameters logarithmic function. However, this trend describes the
gamma production in a broader concentration range, which extends
on values much higher than the maximum of ≈ 5% used here. For this
reason, we could not apply the methodology proposed by [54], [55],
and substituted with a linear function, which represents a good
approximation of the logarithmic trend at low concentrations.

At the highest concentration, we compared all experimental data
with TOPAS simulations. The results are reported in Figure 10 for all
label elements. As already observed for the solid targets, TOPAS is
relatively accurate in predicting the PGs energy both for the selected
elements and for water. However, the code does not correctly
reproduce the PG yield, ranging from an overestimation of factor
2 to an underestimation of factor 5, without a clear trend. In addition,
for a given data set the factor appears to vary depending on the PG
energy, especially between the low-energy region below 3 MeV and the
high-energy region above 4 MeV.

Overall, both the experimental data and TOPAS simulations
confirmed that 31P, 63Cu or 89Y produce several characteristic
gammas different from the tissue background when
irradiated with protons in the energy range typical of the
tumor region.

3.3 Using signature PGs for proton range
verification

Using the liquid targets results, we were able to extrapolate the
production of characteristic PGs for a more realistic clinical scenario,

where we assumed the following conditions: i) an element
concentration in the tumor of 0.4 mM (corresponding to 0.0009%,
0.002%, 0.003% mass fraction of 31P, 63Cu and 89Y respectively), ii) 109

protons delivered to the tumor and iii) a 5 sr solid angle covered by the
detector. Although there are no specific studies for tumor uptake of the
selected elements, a concentration up to 0.4 mM has been observed for
glucose in colon cancer [56]. Based on this data, we hypothesize that if
we employ a glucose-carrier, such as 2-deoxy-D-glucose used in FDG,
a 0.4 mM concentration of the signature element can be achieved in
the tumor. In the calculation, we used 109 protons, as this value
represents a typical order of magnitude delivered for a single energy
slice in a two-fields treatment plan with a prescribed dose of 2 Gy per
fraction [57]. The detector solid angle was estimated assuming a PET-
like detection system, i.e., a cylindrical geometry with 30 cm radius
and 20 cm length [58].

To calculate the PG yield at a 0.4 mM concentration, we
performed a linear regression on the curves of Figure 9, and used
the fit parameters to extrapolate the desired gamma count. We could
apply this method for the 70 MeV protons dataset but not at the lower
energy, where we measured the spectra with only one element
concentration. The linear parameters obtained from the fit are
reported in Table 3, together with the R2 values. All intercepts (a)
are consistent with zero within the error bar, indicating that no
signature gammas are emitted when the element concentration is
null. The error bar on the intercept reflects the accuracy of the
background subtraction procedure. It provides us with an estimate
of the smallest yield of signature gammas we can detect with the
selected experimental conditions. The R values obtained from the fit
support the hypothesis of a linear relationship between element
concentration and yield of the characteristic gammas for such low
concentrations. Based on this finding, we estimated the gamma
production at 0.4 mM by applying a scaling procedure. For the
70 MeV, we used the fit slopes b of Table 3 multiplied by 0.4 mM,

FIGURE 9
Yield of signature gammas as a function of the element molar concentration in the solution after irradiation with 70 MeV protons. The PG counts have
been calculated from the integration of the corresponding peak in the spectra of Figure 8. The background contribution fromwater has been subtracted from
the spectrum, and the results have been normalized to the number of protons incident on the target.
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while for the 25 MeV beam, we scaled the yield from the measured
concentration. The number of projected signature PGs for all elements
and gamma energy is reported in Table 4 for both proton beams.

As the two beam energies correspond to ranges of ≈5 mm and
≈40 mm, the number of characteristic gammas can be considered as
representative of the beginning and end of the tumor region,
respectively. As already observed for the liquid targets, the PG
yield increases with increasing proton energy. Still, in both cases,
we expect to detect a signature above the background for all candidate
elements, if we consider the single peaks or we sum all the
contributions together.

To further evaluate the utility of the proposed methodology, we
investigated the correlation between the yield of characteristic PGs and
the proton range. The experimental data could not be used for this
purpose, as only two beam energies were investigated, and thus we
used TOPAS. For the simulations, we employed the geometry
described in Section 2.3 to calculate the gamma spectrum

generated by a soft tissue phantom, loaded with the label elements
in a specific region mimicking the tumor. The phantom was irradiated
with proton beams of different energies, that stopped upstream, inside
or downstream of the tumor. We scored the signature PG spectra of
the three candidate elements considering all gammas emerging from
the phantom, integrated the signature peaks listed in Table 4, and
subtracted the background contribution from soft tissue. The results
obtained for 109 protons and a 0.4 mM element concentration are
plotted in Figures 11A, E as a function of the proton range.

To increase the signal-to-noise ratio, for 31-Phosphorus and 63-
Copper we added up signature gammas of different energies. To obtain
the highest count, we considered the sum of all characteristic PGs,
while to achieve the best count-range correlation at the tumor far-
edge, we selected only PGs that followed the behavior described by ii).
The results are also reported in Figures 11A, C. All cumulative curves
show a steeper increase in the PG counts than the single curves. With
the exception of the 31P curve for 1.26 + 2.32 MeV, which reaches its

FIGURE 10
Comparison of experimental and simulated PG energy spectra from water-based solutions of 31P [2 M, (A, B)], 63Cu [1 M, (C, D)] and 89Y [1 M, (E, F)]
irradiated with 25 and 70 MeV protons. All simulations were performedwith TOPAS. Themeasurements are plotted as blue solid lines while TOPAS predictions
are red dashed lines. The vertical lines indicate all characteristics PGs experimentally detected, while the label stars mark those in agreement with TALYS.
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maximum value at the tumor far-edge and immediately start to
decrease, all other curves exhibit a plateau downstream of the
tumor region.

Finally, we used the cumulative curves including all characteristics
PGs to estimate the correlation between the number of gammas
detected and the accuracy in predicting the proton range. We
considered an uncertainty on the PG counts of 1%, 5%, 10% and
20%. For each point of the cumulative curve and each percentage
error, we calculated the minimum and maximum proton range that
could be associated to a given PG count as the projection of the PG
uncertainty onto the range axis. The average deviation from the
nominal range was plotted in Figures 11B, D, F for all elements.
The shape of all curves is very similar, showing an initial slow growth

of the range uncertainty with the proton range, followed by a steep rise
towards the tumor far-edge and downstream of it. For each element,
the curves are very close in the first part independently of the
uncertainty percentage, but then they deviate in the second part
and indicate a stronger dependence of the range accuracy on the
PGs count error for longer proton ranges. In fact, independently of the
gamma count error, the range accuracy becomes worse for beams with
enough energy to traverse the entire tumor and stop downstream of it.
The datasets of 31P and 63Cu reach a maximum value downstream of
the tumor edge, while the 89Y curves keep growing. These results
suggest that the presented methodology can match the range
resolution of 2–3 mm currently obtained on patients with other
PG-based methodologies [22,59], if signature PGs are acquired
with an uncertainty below 10% for 31P and 63Cu, and 20% for 89Y.

4 Discussion

In vivo, real-time range assessment remains an unmet need in
particle therapy. The most promising methodologies exploit the
correlation between the primary beam dose profile and the spatial
distribution of secondary radiation generated through nuclear
interactions and emerging from the patient. In this framework,
several studies have focused on prompt gamma production during
treatment, and have led to the first clinical trial dose validation with
PGs detection using the IBA knife-edge slit camera [21]. The current
proton range resolution reached by PG-based approaches is as low as
2–3 mm [59].

In this study, we present an approach for real-time range
verification in proton therapy based on creating a PG signature
spectrum emitted only by the tumor. To obtain a spectrum
significantly different from the background created by tissues, we
propose to load the tumor with a non-radioactive element delivered
before treatment with a high-selectivity carrier. In this way, if the beam
misses the tumor, no characteristic PGs will be emitted. If instead the
protons enter the tumor, we can exploit the correlation between their
range and the characteristic PG yield to assess the tumor position with
respect to the planned target volume, providing an online verification
of the delivered treatment plan. To achieve this goal, we will follow the
same approach proposed in [41], but instead of relying only on the

TABLE 3 Parameters obtained by fitting the experimental data of Figure 9 with a linear function y = a + b x.

Element γE a 10–8 b 10–7 R2

[MeV] [Counts/proton] [Counts/proton/M]

31P 1.14 2.7 ± 0.6 5.81 ± 0.05 0.9999

1.26 2 ± 2 7.8 ± 0.2 0.9994

1.78 0.2 ± 0.2 5.3 ± 0.1 0.9996

2.23 −0.1 ± 0.9 3.5 ± 0.8 1

63Cu 0.96 9 ± 10 1.2 ± 0.1 0.9932

1.17 9 ± 6 6.71 ± 0.08 0.9998

1.24 7 ± 12 5.0 ± 0.2 0.9990

2.32 6 ± 5 6.10 ± 0.07 0.9985

89Y 1.07 7 ± 13 14.7 ± 0.2 0.999

TABLE 4 Expected count of signature PGs generated by 25 and 70 MeV beams,
with the following conditions: 0.4 mM element concentration in the tumor, 109

protons delivered and a detection apparatus covering 5 sr. The values for 0.4 mM
have been obtained either by scaling the data at the measured concentration
(25 MeV) or using the parameter b of Table 3 (70 MeV). The uncertainties on the
single gamma lines are assessed as the square root of the counts, while the error
propagation on the sum was considered for the total number of projected
gammas.

Element PG energy Projected PG counts

[MeV] 25 MeV 70 MeV

31P 1.14 — 9 ± 3

1.26 4 ± 2 12 ± 3

1.78 — 8 ± 3

2.23 — 5 ± 2

Total — 4 ± 2 34 ± 5

63Cu 0.96 — 18 ± 4

1.17 4 ± 2 10 ± 3

1.24 3 ± 2 8 ± 3

1.326 5 ± 2 9 ± 3

Total — 12 ± 3 45 ± 7

89Y 1.06 7 ± 3 22 ± 5
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production of 12-Carbon and 16-Oxygen prompt gammas, we will
also take advantage of those produced by the labeling element.

In this work, we discussed the key points for the applicability of
the technique and investigated the proton range accuracy that can
be potentially achieved. As a first step, we identified elements with
suitable features for this application. We started from the list of
elements that are already used on patients, for which both toxicity
studies and a carrier already exist, and used TALYS and NUDAT to
identify those that emit characteristic gammas different from
normal tissue. Following this process, we selected three
candidates: 31-Phosphorus, 63-Copper and 89-Yttrium. We then
investigated their PG spectra with two experimental campaigns,
where we irradiated both solid targets that made 100% of the
elements and water-based liquid targets with 25 and 70 MeV
protons. The results (Figures 7, 8) confirmed that all candidate

materials produce signature gammas below 3 MeV, i.e., outside the
regions where the main peaks of 12-Carbon and 16-Oxygen are
located, being the two elements most abundant in tissue. For each
element, we identified the gammas with the most visible peak and
highest yield, which can be used as a signature (Table 4). From the
experiment, we also learned that for ranges of mass fractions
considered here, the relationship between the gamma yield and
element concentration can be approximated with a linear function
(Figure 9; Table 3). This outcome allowed us to evaluate the number
of signature PGs that would be emitted in a realistic case assuming
i) a reachable uniform uptake of the element in the tumor, ii) a
number of protons corresponding to an energy slice, and iii) an
achievable detector solid angle (Table 4). The results indicate that,
when irradiated with 25 and 70 MeV protons, all candidate
elements create enough characteristic gammas to be detected

FIGURE 11
(A, C, E): counts of characteristic PGs of 31P, 63Cu and 89Y, respectively, plotted as a function of proton range. The results have been obtained with TOPAS,
using the geometry described in Section 2.3 for simulating the irradiation of a soft-tissue phantom with protons of different energies. The labeling elements
are only contained in the tumor region, here marked with dashed lines. All simulations were run to achieve an uncertainty below 1%, but the counts have been
scaled to 109 incoming protons and a 0.4 mM element concentration. The background produce by soft tissue has been subtracted. (B, D, F): Proton
range accuracy versus range calculated from the cumulative blue curves of (A, C, D) when different percentage errors on the PG count are considered.
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above the normal tissue background. Although the measurements
only describe the behavior for two beam energies, these values
correspond to a range of 0.5 and 40 mm, respectively, and thus are
representative of the beginning and end of the tumor area.

We also compared the measurements to TOPAS Monte Carlo
simulations, to assess the code accuracy in reproducing the PG
production reactions, and verify if we could use it as an additional
tool to investigate our approach. The findings indicated that TOPAS
is adequately accurate in predicting the energy of all characteristic
gammas, but not their yield, which is either underestimated up to a
factor 5 or overestimated by a factor 2, depending on the target and proton
energy without suggesting a clear systematic trend. This outcome suggests
that the nuclear models included in TOPASmight not be very accurate in
predicting the yield of prompt gammas, especially in the high-energy
region, as was already reported in [60], [61]. The data also indicate that the
discrepancy is not constant, but depends on the target type (solid versus
liquid) and material. Because the size of solid targets made of 63-Copper
and 89-Yttrium is smaller than the beam lateral wide, not all primary
protons traverse the target. This geometry was fully reproduced by
TOPAS, but uncertainty on the beam width, as well as target
misalignment, can contribute to fluctuations in the prompt gamma
yield. This hypothesis is supported by the fact that for liquid targets,
whose size is the same for all elements and much larger than the beam
width, the discrepancy between the experiment and simulation is constant
for each proton beam.

Because TOPAS can reproduce correctly all signature gammas, we
could employ it to obtain a proof-of-principle of the proposed
methodology and to investigate the potential proton range accuracy
achievable under realistic conditions of protons delivered, tumor
uptake of the element and detector geometry. The outcomes shown
in Figure 11 indicate that the yield of characteristic PGs has a strong
correlation with the proton range. When the beam stops upstream of
the tumor, where no marker element is present, the yield of signature
gammas after background subtraction is zero. At increasing proton
range, the number of interactions between the beam and the elements
increases, and thus the yield of characteristic PGs grows. The relation
between PG counts and range is linear at the beginning, then levels out
and starts decreasing. The slope, range at which the curves flatten out
as well as the plateau extension, depends on the element type and
gamma energy.

A fully linear behavior, like 89-Yttrium, implies a continuous
change of the PG counts with the proton range. This correlation
translates into a range accuracy below 2 mm up to 5 mm from the
tumor edge, even for 10% error on the gamma yield. On the other
hand, the fact that the PG count reaches its maximum at the tumor far-
edge, as exhibited by 31-Phosphorous and 63-Copper, provides an
easily recognizable indicator that protons are stopping in the
proximity of the tumor edge. However, this part of the curve either
has a small slope or is flat and thus the correlation between the number
of PGs created and the proton range is weaker. This reflects on the
range uncertainty, which steeply increases around the tumor edge for
each given PG error. To achieve a range accuracy below 3 mmwith 31-
Phosphorous or 63-Copper, the uncertainty on the PG count has to be
below 5%. To further boost the number of signature gammas, both the
element concentration and the detection system could be optimized.
For our calculation, we hypothesized a 0.4 mM element uptake in the
tumor, as a possible value achieved in clinical practice. However [58],
reported that up to a 2 mM 2-deoxy-D-glucose concentration can be
reached in the tumor without toxicity effects with a slow-release pump

administration. This could increase the PG production by a factor of 5.
In addition, all our estimates are based on the LaBr3:Ce detection
efficiency, which could be further improved by using another system.
Another important factor related to detection is the solid angle, and we
hypothesized that a 5 sr could be achieved using a PET–like system.
However, this has never been implemented in a gantry, and its
functionality in this setup will have to be investigated.

An important point for the success of this methodology is the
ability to correctly characterize the background, which is then
subtracted from the measured PG spectrum to assess the absolute
number of signature prompt gammas. The background depends on
several factors, including the tumor type and location, as well as the
patient’s anatomy, and for this reason, is highly variable from patient
to patient. We propose two strategies to address this issue:

• Wewill build a database of backgroundmeasurements. It will include
data collected on patients that are treated for different malignancies,
as well as a library of the PG spectrum emitted by different tissues.
We will use all these inputs to train a machine-learning model that
can predict the background on the base of the patient’s CT scan.

• During the first treatment faction, we will not administer the
label element to the patient, and measure the background. We
will use the experimental spectrum to tune that predicted by the
machine learning model.

This approach will allow having an accurate and personalized
characterization of the background of each patient. Anatomical
changes or misalignments that can occur between fractions might
affect the background. To take into account this effect, the spectrum
measured during the first faction will be further optimized to match
the flat regions in between peaks of the data acquired in the following
sessions with the label element.

In conclusion, the findings reported in this study, indicate that
loading the tumor with an element that emits signature PGs different
from the tissue background has the potential to reach a superior
accuracy of in vivo range verification, either standalone or in
combination to existing techniques. The outcome presented here
represents a proof-of-principle of this methodology, but to fully
evaluate its usefulness, several other sources of uncertainties have
to be considered, such as patient alignment, full anatomical geometry,
element uptake inhomogeneity inside the tumor or traces of the
signature element in the surrounding normal tissue. Assessing
these contributions to the overall range uncertainty will be a key to
progress toward the applicability of the proposed approach to the
clinics.
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