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Themolecular dynamics code LAMMPSwas used to simulate the bombardment

of a graphite structure by atomic boron with impact energies ranging from

50–250 eV. The transient structural evolution, penetration depth, and

amorphous layer thickness were analyzed. Simulations show that larger

impact energies lead to a greater volume of amorphization and penetration

of boron, but that the growth rate of the amorphous layer decreases with

increasing fluence. Furthermore, the change in surface chemistry of the

amorphized structures was studied using the ReaxFF formalism, which found

that the amorphization process introduces dangling bonds thus increasing

reactivity in the amorphous region.
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1 Introduction

As has been noted by multiple studies [1, 2] on the topic, plasma-facing components

(PFCs) and the corresponding plasma-material interactions (PMIs) remain an active and

important area of study in fusion device development. Historically, graphite panels have

been used in fusion devices due to carbon’s low atomic number and graphite’s lack of a

melting point at ambient pressure. These features correspond to fewer energy losses due to

sputtering of wall material into the plasma and protect the material against high reactor

temperatures [3]. The deposition of boron onto graphite PFCs, or boronization, has been

tested as a strategy to improve PFC behavior by increasing deuterium retention and

reducing sputtering; effects such as these have been studied at facilities such as the

National Spherical Torus eXperiment—Upgrade (NSTX-U) [1–3]. Boron is typically

deposited onto the wall material through a glow discharge created using a boron precursor

gas, such as diborane or boron trimethyl [3]; alternatively, recent work has been done to

show the feasibility of boronization via addition of boron powder into the plasma [4, 5].

Impurities introduced into the main plasma can undesirably cool the plasma and limiting

the sputtering of PFCs is key to improving their part life and overall utility. Thus, a firm
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understanding of PFC boronization is necessary in improving the

performance of fusion devices.

However, as has been mentioned in the literature [1, 2], there

are multiple challenges endemic to PMIs: firstly, the rapid

timescales (picoseconds to nanoseconds) of chemical reactions

mean that post-operation analysis of wall material cannot

capture transient reaction dynamics. Furthermore, the

complex reaction dynamics of bombardment, ion

implantation, and surface evolution are typically too complex

to practically resolve with high-fidelity quantum mechanical

simulations and difficult to understand or measure with in-

situ experiments due to the atomic length scales involved and

safety hazards related to the use of boron precursors [3]. As a

result, atomistic simulation methods such as molecular dynamics

(MD) have emerged as a critical tool in characterizing PMIs. To

this end, a combination of classical molecular dynamics (CMD)

and density functional theory (DFT) approaches have been used

to investigate reactions between carbon/boron/oxygen mixtures

and their irradiation by deuterium [2, 6–8]. This has provided

valuable insight into species transport, sputtering behavior, and

other events that are relevant to PMIs. For example, the presence

of boron within oxidized amorphous carbon mixtures has been

shown in simulations—and corroborated via experiment—to

reduce the amount of sputtered carbon from to deuterium

bombardment [2, 6, 7]. Furthermore, boron has been shown

to prevent the sputtering of oxygen within amorphous carbon by

deuterium via the formation of oxidized boron states [6–8]. The

hydrogen uptake of ordered carbon/boron mixtures has been

probed by simulations of low-energy hydrogen bombardment of

both pure carbon and boron-doped fullerene cages to observe

uptake, which showed that the probability of hydrogen retention

varied strongly based on impact energy [9].

Despite the insight gained by these prior simulations, they are

subject to certain constraints that, if lifted, could yield further

information about PMIs. For example, the aforementioned

amorphous C-B-O mixtures contained approximately

400 atoms [2, 6, 7], where the initial positions of atoms were

generated randomly then relaxed via energy minimization and

thermalization. As has been shown through other CMD

simulations of graphite under deuterium bombardment [10],

only the top few layers were found to become amorphous, while

the rest of the crystal maintained the typical graphite structure.

Though the ATJ graphite used as PFCs in NSTX-U is

amorphous, the coke particles used to produce ATJ graphite

have been shown to have crystalline structure resembling

graphite on the scales of 10–30 Å [11]. Thus, large-scale

simulations of PFCs that build the simulation from a

fundamentals-based approach are necessary to determine the

structure of boron-carbon mixtures resulting from boronization

in order to advance the understanding of PMIs and fusion device

development. In the current study, the boronization process is

simulated for a large graphite block of roughly 6,000 carbon

atoms bombarded by atomic boron at energies ranging from

50 to 250 eV. One work on tokamaks has predicted ion-wall

collision energies of 200–300 eV [12], but recent works in

deuterium bombardment have used much lower energies near

5–30 eV [2, 6], thus the current set of simulations samples a

relevant range of collision energies. The goal of this study is to use

an atomistic model to investigate the interactions between

graphite and boron and the resulting effects on physical

structure and chemical reactivity. It should also be noted that

we expect CMD to be an ideal tool for studying the boronization

of a graphite surface at the aforementioned energies. This is

because the collision cascade after bombardment will last for a

few picoseconds and affect regions within 1–2 nm of the material

surface, and these time and length scales are compatible with

CMD simulations.

The paper is organized as follows: the next section will

provide details about the CMD calculations as well as various

properties calculated, followed by the presentation and

discussion of results. In the final section, we will give

concluding remarks summarizing these results.

2 Materials and methods

2.1 Simulation details

CMD is a computational technique where the movement of a

system of particles (typically atoms or molecules) is simulated by

integrating Newton’s 2nd Law of motion. That is, the movement

of the i-th atom is given by:

mi€xi � −Ui (1)
where mi is its mass, €xi is its position, and Ui is an interatomic

potential energy function delineating the interaction between

each atom and its neighbors. In CMD, the potential energy

functions are represented by empirical mathematical functions

that depend on the positions of atoms. This is in contrast to

techniques that use a higher level of theory—such as density

functional theory, which calculates the energy as a functional of

electron density, using an approximate form of Schrodinger’s

equation. While these quantum chemistry techniques can be

argued to have a higher level of accuracy than CMD, they are

much more computationally intensive. This makes it difficult to

simulate system sizes and timescales of relevance to PMIs. Due to

the empirical nature of the potential energy functions used in

CMD, care must be taken when selecting these functions such

that it will provide accurate predictions for the system of interest.

Because of the dynamic nature of PMIs, there are a plethora

of events that occur: sputtering, bond destruction/formation, and

defect creation, among others. As has been done in other PMI

CMD studies, the Reactive Force-Field (ReaxFF) potential was

chosen for its ability to accurately describe these events [1, 2, 6, 7,

9]. As the name suggests, ReaxFF potentials can be used to

simulate chemical reactions. Originally developed for
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hydrocarbon systems [13], ReaxFF has been extended to various

other systems [14–17]. ReaxFF also allows for the dynamic

calculation of atomic charge using the Electronegativity

Equalization Method (EEM) [18]. For the current work, a

ReaxFF potential parameterized to study boron carbides at

extreme temperatures and pressures was used [16], as it was

able to simulate deformation-induced amorphization of boron-

carbide [16]. Furthermore, it has been used in CMD simulations

of supersonic and hypersonic impacts of carbon projectiles into

boron-carbide blocks to study impact-induced amorphization

[19]. Thus, we are confident that the chosen ReaxFF potential is

suitable to describe the high-energy impact processes and

resulting amorphization studied in this work. The Large Scale

Atomic/Molecular Massively Parallel Simulator (LAMMPS)

software (29 October 2020 and 29 September 2021 versions)

was used to run the simulations in this study [20, 21].

The initial graphite structure was created using the standard

lattice parameters (a = 2.46 Å, c = 6.71 Å) and primitive lattice

vectors (v1 = (a√3/2, -a/2, 0), v2 = (a√3/2, -a/2, 0), v3 = (0,0,c))

for a graphite cell with dimensions of roughly 40 Å ✕ 35 Å ✕

40 Å in the x, y, and z directions, respectively (see Supplementary

Figure S1 for a diagram of the physical meanings of these

quantities for a graphite cell). These dimensions correspond to

a graphite block twelve layers thick and a simulation cell of

approximately 6,000 carbon atoms. An energy minimization

scheme was performed, and the simulation cell was allowed to

relax to zero isobaric pressure using periodic boundary

conditions in all directions.

For boron deposition simulations, the graphite block was

inserted into a simulation box with approximately 20 Å of initial

vacuum space above the graphite cell, and the periodic boundary

condition in the z direction was changed to a fixed boundary in

order to allow for potentially reflected atoms to leave the

simulation cell. The bottom graphene layer was fixed to

prevent the crystal from exiting the bottom of the cell due to

momentum transfer from impacts. The rest of the graphite was

thermalized at 300K for 1 ps. Then, bombardment commenced,

using a similar methodology to prior simulations of D

bombardment of graphite [10]. Layers two through eight were

held at 300 K using a Langevin thermostat [22] with time

constant of 100 fs, to act as a thermal sink and to simulate

the bulk crystal. The top four layers were allowed to evolve freely

for 1 ps under the microcanonical (NVE) ensemble (constant

number of atoms, volume, and energy) after each B impact. After

the NVE run, the top four layers were also subjected to a

Langevin thermostat for 1 ps with a time constant of 100 fs,

in order to dissipate excess thermal energy from bombardment.

Based on preliminary trial runs, this alternating thermostat was

necessary to force energy dissipation, as the transfer of energy

between graphene planes via van der Waals forces led to

impractically large simulation times. The insertion period of

2 ps is comparable to that used in prior bombardment studies

that have ranged from 2 ps [23] to as small as 0.5 ps [24]—thus,

we are confident that the insertion and thermostatting timescales

chosen are sufficient to observe the collision cascade and allow

for relaxation. This was confirmed by monitoring the

temperatures of the top four layers in order to ensure that the

thermostat was not applied prematurely (see Supplementary

Figure S2). After this, the bombardment procedure is repeated

until the desired B fluence is reached. We note that we use B

fluence rather than B flux because we are only integrating

Newton’s equations during the collision cascade for each

impact. We are not considering the time between impacts

which, in experiments and applications, is on the order of

milliseconds. This timescale is too large to be resolved with

traditional CMD given that the timestep of integration is on

the order of a femtosecond. We circumvent these long timescales

by assuming no significant physics occurs during the time

between impacts, so simulation of these times is not

necessary. Thus, once an impact simulation is finished and

the simulation cell is thermostatted, we immediately jump to

the next impact. Strictly speaking, this procedure only allows us

to interpret our results in terms of B fluence, instead of flux

because the time between impacts is undefined. However, given

that fluence is simply flux multiplied by time, comparison with

experiments can be done. The initial graphite structure and a

diagram of the thermostat setup are presented in Figure 1.

During the deposition simulations, boron atoms are randomly

placed above the graphite slab such that they are high enough to

be outside the interaction distance of the other atoms. B atoms

are assigned a kinetic energy that varied from 50 to 250 eV in

50 eV increments and a velocity directed in the downward

direction. The structure of the graphite slab was monitored

FIGURE 1
Initial graphite cell with the different thermostat zones
marked.
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during the deposition simulations and various types of analyses

were performed. These will be explained in the next subsection.

The simulations were conducted on the Cori Cray

XC40 supercomputer at National Energy Research Scientific

Computing Center (NERSC) on the Haswell partition with

32 cores.

2.2 Analysis methodology

Several different types of analyses were performed in order to

study the amorphization of graphite by B bombardment. Here,

we will discuss how each analysis was performed and the purpose

of each one.

2.2.1 Shannon entropy
Boron and carbon atoms were sorted by z-coordinate into

bins of width 0.5 Å. This enables easy analysis of the time

evolution of the number density of both species as a function

of depth. To quantify the degree and timescale of graphite

amorphization, the statistical (or Shannon) entropy was

computed for the carbon atom distribution every picosecond.

The histogram of carbon number density with n bins at a given

time step means that for the i-th bin of the histogram, the

probability Pi that a carbon atom will be in that bin is given

by the ratio:

Pi � # of carbon atoms in bin i
# of carbon atoms in simulation box

(2)

Then, with probabilities assigned to all bins, the Shannon

entropy [25], denoted as S, can be computed as:

S � −∑n

i�1Pi lnPi (3)

with the convention that Pi � 0 implies that Pi lnPi � 0. As the

structure becomes more amorphous, we expect the distribution

of carbon atoms to become increasingly uniform, which increases

the value of S. We note that the Shannon entropy is similar to the

Gibbs entropy from statistical mechanics, however the Shannon

entropy as defined is easier to calculate directly from the atom

positions output by LAMMPS. As the Shannon entropy is being

used as a metric to determine the evolution of the carbon atom

distribution, it is sufficient for monitoring the structural

dynamics of the boronized graphite.

2.2.2 Penetration depth
Furthermore, the time-dependent average depth of boron

beneath the surface was computed using the following method

developed by the authors. At a boron fluence of qB, if the graphite

surface has mean height Zs(qB) and the z-positions of the boron

atoms are averaged to compute ZB(qB), we define the average

penetration depth D(qB) as:

D(qB) � ZS(qB) − ZB(qB) (4)

To estimate the surface height at each time step, the carbon

atoms first were sorted by height. Then, the standard deviation

and mean were computed for the topmost atoms in multiples of

16, i.e., the topmost 16 carbon atoms, then the topmost 32, etc.,

up to 512 atoms - the number of carbon atoms in a graphite layer

at the simulation onset. From this list, the mean value with the

lowest standard deviation was selected as the surface height

estimate. While the Shannon entropy described above

measures the spread of the distribution of carbon atoms,

estimating penetration depth indicates the center of the

distribution of boron atoms within the graphite block.

2.2.3 Coordination number
Another useful metric in studying amorphization is the use

of an order parameter, as has been done in MD simulations of

the bombardment of a crystalline silicon lattice with argon [24].

For this study, the carbon coordination number of the carbon

atoms was used as a simple order parameter. The carbon

coordination number is defined as the number of

neighboring carbon atoms within a cutoff radius of a central

carbon atom; the cutoff value was taken to be 2 Å, which was

chosen to be slightly larger than the first peak in the C-C radial

distribution function computed using LAMMPS. The Open

Visualization Tool (OVITO) [26] was used to compute the

coordination number for each atom at every time step. The

carbon atoms were then separated into bins of size c/40 where

c = 6.71 Å is the vertical lattice parameter of graphite. Within

each bin, the per-atom coordination numbers were averaged. A

MATLAB script was then used to identify the bin where the

coordination number deviated from the crystalline graphite

value of three by 0.1; this deviation then provides a marker for

the amorphous-crystalline interface. Measuring the interface

height in this way is useful to gauge whether the size of the

amorphous regions generated via random placement of boron

and carbon used in prior work can accurately represent

boronized graphite surfaces.

2.2.4 Undercoordination
As described in the original ReaxFF paper [13], the over/

undercoordination of an atom is computed at each simulation

timestep as part of the reaction dynamics. Meant to extend the

notion of “bond-order” used in potentials such as those by

Tersoff [27], overcoordinated atoms are those which the sum

of the bond orders on an atom exceeds the valence value set by

ReaxFF in the input potential parameter file. Conversely,

undercoordination represents when this sum is less than the

valence. Importantly, this can be taken as a proxy for the

reactivity of a surface; undercoordinated atoms have a more

radical character and thus will be more likely to form bonds with

impinging atoms in order to lower the degree of

undercoordination. This is of particular interest for PMIs

because the creation of a more reactive surface would allow

for greater retention of deuterium due to the formation of bonds
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with carbon. To measure this, a script was written in Python to

compute the total bond order on atoms by implementing the

equations of the ReaxFF formalism [13] on the atom positions

output by LAMMPS and the input parameters of the potential

file [16].

3 Results

After 225 atomic boron impacts, the initial structure and final

structures at each energy are shown in Figure 2. Given the lateral

box dimensions of 35 Å✕ 40 Å in the x-y plane, this corresponds

to a final fluence on order of 1019 B/m2, which is comparable to

values used in other bombardment simulations pertinent to

fusion science [10] (approx. 1020 B/m2). Thus, we are

confident that the degree of amorphization we observe from

our simulations is representative of graphite present in fusion

devices.

Qualitatively, it is evident that increased bombardment

energies cause greater destruction of the discrete graphite

layers seen in Figure 2A. This is consistent with analogous

work done in the context of the semiconductor industry. For

example, the thickness of the damaged (also called amorphous)

region of silicon during argon ion bombardment has been shown

to increase as a function of the square root of the ion energy [24],

a trend, that is, qualitatively matched in the present simulations

(see Supplementary Figure S3). This destruction is accompanied

by a decrease in density, evident by the larger volume occupied by

the boron-graphite structure at higher bombardment energies.

This swelling is consistent with prior results related to the

amorphization of carbon structures from DFT [1, 2] and MD

calculations [2, 10].

In the initial stages of the simulation, point defects in

graphene sheets such as substitutions and vacancies can be

observed (see Supplementary Figure S4); these defects are

caused by impinging boron atoms knocking carbon atoms out

of the plane. However, as the simulation progresses, the graphene

layers become damaged enough that these defects are no longer

coherent. Although these defects were observed, a reliable

estimate of the point defect formation energy would require

higher fidelity quantum chemistry calculations. While graphite

layers typically interact through weak van der Waals forces,

impacting boron atoms can be seen to force the creation of

carbon chains that cross-link layers. Furthermore, carbon-boron

chains are visibly formed at the surface. Within the block, the

destruction of graphene layers leads to boron-carbon mixtures;

FIGURE 2
(A) Original graphite structure and structures after 225 B impacts at (B) 50 eV, (C) 100 eV, (D) 150 eV, (E) 200 eV, and (F) 250 eV impinging
energies.
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while this disruption of structured carbon occurs at both the

surface and in the bulk, the atoms in the bulk are effectively

annealed by the thermostat and surrounded by other carbon

atoms. Thus, it is unlikely for discrete, isolated chains to form

inside the bulk as they do on the surface. For the 50 eV impact

energy, it appears that while boron atoms have perturbed the top

two layers, most of the atomic boron resides in between the

layers.

3.1 Shannon entropy

After sorting the carbon atoms by height into bins of width

0.5 Å, the Shannon entropy at each time step was computed for

each energy as described above; the results are displayed in

Figure 3. For all energies tested, the final entropy values

increased with increasing impact energy, which is consistent

with the visualizations in Figure 2. This is in large part

accounted for by the greater volume of the simulation that is

amorphized by the impinging boron at higher energies, also

seen in Figure 2. Furthermore, each entropy curve shows a

significant flattening by the end of the simulation run,

compared to the rapid increase in entropy in the first

25 impacts. The initial rapid increase is associated with both

the destruction of discrete graphite layers and the swelling of

the graphite block—occupying a greater volume causes more

bins to fill and thus the entropy to increase. The slower increase

in entropy at the later stages of the simulation is due to smaller-

scale changes in volume resulting from the insertion of

additional boron atoms, which causes the amorphous region

to grow—albeit much more slowly than the initial rapid

expansion. We expect this state of slow amorphous region

growth to be the final stage of the amorphization process

and thus believe that our simulations capture the

amorphization dynamics pertinent to boronization.

3.2 Penetration depth

Having analyzed the evolution of the overall structure,

another quantity of interest in characterizing the final

structure of the boronized graphite is the average

penetration depth of boron. Using the method described to

estimate the heights of the surface and boron atoms, the

following plot was obtained and is presented in Figure 4.

From here, the similarities to the plot of entropy are readily

apparent; the penetration depth also follows the expected trend

that higher impact energies lead to greater penetration. For a

given ion energy, the penetration depth initially increases

rapidly as a function of fluence because the amorphous

layer is being formed. The lower density and displacement

of carbon atoms from the stable sp2 configuration due to the

previous impacts may lower the energy barrier for successive

impinging boron. However, we note that following this rapid

increase, the penetration depth enters a slower growth regime,

similar to the Shannon entropy. This is due to the fact that the

ions lack the amount of kinetic energy needed to penetrate

deeper into the layer.

Interestingly, there is noticeable continued growth of the

penetration depth towards the end of the simulation,

particularly for the higher bombardment energies. This is

dissimilar to the Shannon entropy, which, while it may still

be increasing, appears to be slowing in its evolution. This

difference may be explained by considering how the surface

height is estimated. The method used in this paper computes

the average using the topmost atoms in the simulation cell;

these atoms are mostly contained within the aforementioned

surface level chains. As these chains are consistently disturbed

and liberated during impact events, this is a potential

explanation for the noticeable penetration depth evolution

observed at the end of the simulation, particularly at the

higher impact energies where chain formation is more

prominent. A more robust surface height estimation method

FIGURE 3
Shannon entropy as a function of fluence for each energy
investigated.

FIGURE 4
Estimated penetration depth of boron as a function of
fluence for each energy tested.
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that eliminates the effect of the chains on the estimate may

reduce the final growth of the penetration depth. Furthermore,

analysis of the penetration depth shows that on average, boron

at the energies tested lies beneath the surface rather than

accumulating on top of the graphite block. The distribution

of boron is also non-uniform thus indicating that prior work

that considered a uniform mixture of carbon and boron may

not be fully representative of the boron-carbon mixtures

formed during amorphization; based on the pertinent boron

fluence, studies of deuterium sputtering and retention of

boronized surfaces may need to include both amorphous and

crystalline features within the interaction depth of bombarding

deuterium.

3.3 Coordination number

As mentioned above, the use of the carbon coordination

number as an order parameter provides a metric to analyze the

amorphous-crystalline interface. As shown for the 50 eV,

150 eV, and 250 eV cases in Figure 5 using a binning

parameter of c/4 (1.71 Å) as an initial illustration of the

effectiveness of coordination number as an order

parameter, the mean coordination number remains near

three in the undisturbed layers - which corresponds to the

three neighboring carbon atoms in a graphene sheet - but

rapidly drops at the interface between the undisturbed and

amorphous regions. Interestingly, there is a slight increase in

the coordination number at the crystalline-amorphous

interface before the rapid decrease occurs. A similar trend

has been observed in a study of Si bombardment by Ar which

also used the coordination number to study amorphization

[28]. One possible explanation for this is that the boundary

contains carbon atoms from graphene sheets above the

interface that have been forced down by boron impacts;

this also suggests that the amorphous region is not of

uniform local structure. Overall, Figure 5 confirms that

deviations in the mean coordination number can be used to

estimate the thickness of the amorphous region by subtracting

the interface height from the surface height previously

computed.

The results over the entire simulation are shown in

Figure 6, using a more fine-grained binning value of c/40

(0.171 Å) to better resolve the interface height. As can be seen

in the plot, there is a similar flattening in the values of

successive data points as seen in the plots of entropy versus

fluence. The thickness of the amorphous region appears to be

roughly 35 to 45 Å at the higher energies tested, but only about

10 Å at the lowest energy. Furthermore, the three highest

energies show similar behavior but are significantly

separated from the 100 and 50 eV curves which themselves

take on markedly different values. Thus, when considering

prior simulations of deuterium bombardment of PFC

FIGURE 5
Final bombarded structures at (A) 50 eV, (B) 150eV, and (C) 250 eV alongside plots of averaged coordination number showing that deviations
from the graphitic value of three correspond with the amorphous interface.

FIGURE 6
Estimates of the amorphous region thickness for each energy
tested, calculated using the difference between the surface height
estimate and the interface height value determined from
deviations in the coordination number.
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materials, these simulations indicate that an amorphous

target material may not be fully accurate; depending on the

energy of the impinging boron, the target may include both

amorphous and crystalline features on the length scale

considered by prior deuterium bombardment simulations.

Furthermore, given the interface threshold height at the

final time step, the number density of the amorphous

region was computed and is presented in Table 1 alongside

the value for the original pristine graphite cell. Despite the

differences in bombarding energy, the number densities for

each case are quite similar, with the 50 eV value being slightly

larger than the rest but still smaller than the pristine graphite

value.

3.4 Undercoordination

After computing the total bond orders on the atoms at the

final timestep, the atoms with total bond order less than three

(the value specified in the parameter file as the valence of

carbon) were binned by height. The histograms are

presented in Figure 7, where the crystalline-amorphous

interface as predicted via coordination number is drawn on

the plot. From these plots, it is evident that the bulk of the

undercoordinated atoms are within the amorphous region.

Thus, the current set of simulations predict that

boronization leads to the creation of a reactive surface, that

is, more likely to form bonds with impinging atoms such as

deuterium. The dependence of amorphization on

bombardment energy is made even more critical in the

context of deuterium sputtering and retention studies; as

amorphization influences surface reactivity, accurately

representing the degree of amorphization is important to

improving understanding of sputtering dynamics for PFC

materials.

4 Discussion

The objective of this study was to investigate the nature of

boron-graphite interactions in the context of amorphization

for improving the fidelity of PFC simulations pertinent to

fusion devices. This was done through a set of classical

TABLE 1 Number densities of the original graphite block before
bombardment and of the final amorphous regions for each energy
tested.

Bombarding energy (eV) Final amorphous region
number density (atoms/Å3)

Pristine Graphite 0.117

50 0.087

100 0.080

150 0.077

200 0.080

250 0.073

FIGURE 7
Height distribution of undercoordinated carbon atoms for (A) 50 eV, (B) 100 eV, (C) 150 eV, (D) 200 eV, and (E) 250 eV cases with interface
threshold from coordination number analysis marked with the dotted black line.
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molecular dynamics simulations where atomic boron was

deposited onto a large graphite crystal at energies ranging

from 50 to 250eV. A total of 225 boron atoms were deposited,

leading to a final fluence of roughly 1019 B/m2; the resulting

structures were analyzed to identify the physical and chemical

changes resulting from amorphization via boron.

From these simulations, we find that by considering three

different structural metrics—the statistical entropy of the

distribution of carbon, amorphous region thickness

determined via the coordination number, and the average

penetration depth of boron—that each structure experienced a

period of rapid change followed by slow increases in all three

metrics that appears to evolve consistently with subsequent

impacts. The final transient changes in structure were due to

steady increasing concentrations of boron in the amorphous

region, with the bulk of evolution occurring within the first

roughly 50 boron impacts. Furthermore, across each metric

considered, an increase in energy corresponded to an

increased degree of amorphization, greater amorphous layer

thickness, and a greater penetration depth. All cases shared a

similar value for the number density in the amorphous region,

except the 50 and 250 eV cases which were slightly larger and

smaller respectively. However, all amorphous region densities

were smaller than the number density of the initial graphite

block. For all cases, there was a region of semi-crystalline or

crystalline graphite underneath the amorphous layer, thus

indicating that the randomized structures considered in

previous works on the subject of boronization do not fully

capture the structural complexity of boronized carbon as

predicted by MD simulation. Furthermore, by considering

the bond order predicted by ReaxFF, the amorphous region

was found to contain undercoordinated atoms while the

crystalline region had none, thus the amorphous region is

predicted to contain more dangling bonds and have a greater

propensity to capture impinging species such as deuterium. In

the context of fusion devices, the relationship between the

amorphous region and impacting energy is thus important for

accurately modeling the surfaces that deuterium atoms

bombard.

With this study in mind, future work on expanding the

range of elements considered in this simulation may be useful;

as PFC graphite contains elements such as oxygen and

hydrogen, their resulting effect on retention chemistry at

large length/time scales warrants investigation. Other

defects such as vacancies may be of interest due to the

ability to create dangling bonds, thus increasing the

reactivity of the surface. With recent efforts in developing

liquid lithium and tungsten PFCs (such as the wall materials

projected for use in ITER), the simulation framework

developed in this study can provide a starting point for

understanding bombardment processes in those systems.

Furthermore, plasma deposition of boron has been used to

create hard coatings for metals, thus the current work has

potential for improving understanding of surface

modification with boron even beyond fusion device

development [29–31].

5 Conclusion

MD simulations were performed to observe the amorphization of

graphite by successive boron impacts at energies ranging from 50 to

250 eV. By computing the Shannon entropy of the carbon atom

distribution, we found that the structures all underwent a rapid period

of layer destruction and swelling, followed by a slow increase in

swelling and disorder related to continual insertion of boron atoms

within the amorphous boron/carbon region. We found that

penetration depth and the amorphous region thickness increase

with energy, but that both quantities show decreasing growth rates

at higher boron fluences. Furthermore, the amorphous surface

generated was shown to be more reactive than the underlying

graphite by applying the ReaxFF formalism to quantify the

undercoordination of the atoms. These findings show that future

simulations of PFC sputtering and retentionmay need to include both

crystalline and amorphous regions to accurately capture structural

and chemical interactions.
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