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Online social networks have been incorporated into people’s work and daily lives as social
media and services continue to develop. Opinion leaders are social media activists who
forward and filter messages in mass communication. Therefore, competent monitoring of
opinion leaders may, to some extent, influence the spread and growth of public opinion.
Most traditional opinion leader mining approaches focus solely on the user’s network
structure, neglecting the significance and role of semantic information in the generation of
opinion leaders. Furthermore, these methods rank the influence of users globally and lack
effectiveness in detecting local opinion leaders with low influence. This paper presents a
community-based opinion leader mining approach in semantic social networks to address
these issues. Firstly, we present a new node semantic feature representation method and
community detection algorithm to generate the local public opinion circle. Then, a novel
influence calculation method is proposed to find local opinion leaders by combining the
global structure of the network and local structure of the public opinion circle. Finally, nodes
with high comprehensive influence are identified as opinion leaders. Experiments on real
social networks indicate that the proposed method can accurately measure global and
local influence in social networks, as well as increase the accuracy of local opinion leader
mining.

Keywords: social networks, local opinion leader, influence calculation, semantic representation, community
detection

1 INTRODUCTION

The social network is a complex structure made up of people or entities who are linked together by
some kind of relationship or shared interest (friendship, professional relationship, kinship, etc.) [1].
As tens of thousands of people around the world utilize social networks to interact, the Internet can
continue to share an enormous quantity of data, resulting in the exponential expansion of social
media and online social networks (e.g., Facebook, Twitter, Weibo) in recent years. Simultaneously,
online social networks have grown in popularity as a result of their convenience, openness,
anonymity, and virtual character, and have steadily evolved into a major carrier of online
opinion and information distribution [2–5]. Texts, emojis, hashtags, and gif videos all contribute
to the propagation of public opinion on social media [6]. As a result, online public opinion has
evolved into a distinct form of public opinion with increasing social clout.

Most studies on online public opinion, including online opinion mining, dissemination patterns,
and data mining, currently focus on the spread of online public opinion on social media [7–9]. The
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status of users in social networks is unequal, those in the center
play a leading and driving role in the development of online
public opinion, while those in the periphery are easily influenced
by other factors (Aleahmad et al., 2016). Internet opinion leaders
are often at the center, and their communication can easily push
certain events to the forefront of the public opinion wave (Walter
and Brüggemann, 2020). Public opinion leadership has the
potential to not only actively guide public life, but also to
trigger a wide range of negative emotions [12]. As a result,
mining public opinion leaders is an important factor of
guiding correct public opinion and sustaining network order.

Community detection is the process of dividing social users
into tightly connected and highly relevant groups so that each
group can be well separated from the others (Chunaev, 2020).
Community detection has important applications in the fields of
social network analysis, data mining, spatial database technology,
statistics, biology, and smart grids [14–18]. This paper uses
community detection to build a public opinion circle of users
with the same ideas and opinions in social networks. Different
from directly detecting opinion communities by leveraging
connections between nodes [19], we use the semantic
cohesiveness [20] and structural compactness of the
community to further enhance the impact and effect of
opinion leaders in the local environment.

Thanks to the development of online web technology, we can
easily extract semantic information released by any individual
from popular semantic social networks such as Facebook,
Twitter, and Sina Weibo. At present, online opinion leaders
detection mostly uses user behavior analysis [21,22], text
semantic or sentiment analysis [23,24], node centrality analysis
[25,26]. These methods, however, do not adequately account for
the complexity of individuals in the local environment, and there
is a lack of effective identification of opinion leaders with strong
local influence.

To improve the performance of online opinion leader
mining, we propose using the individual’s local structure to
weight the influence score when mining opinion leaders.
Firstly, an LDA topic model is introduced to obtain the
topic distribution of semantic information of users and
complete the construction of social networks; then a
community detection algorithm based on σ-norm is
proposed to obtain the community structure of social
networks and form multiple opinion circles; Finally, using
the graph structure of the community, we propose an influence
calculation method based on the global and local structure of
the graph to detect the opinion leaders of social networks.
Experiments on real social networks show that the method
proposed in this paper can extract online opinion leaders
accurately and effectively.

In summary, the contributions of this paper are as follows:

(1) We propose a new opinion leader mining method that
considers both semantic information and network
structure of users.

(2) We construct a new node semantic feature representation
method by computing the similarity between user documents
and global topics to map user semantic to topology spaces.

(3) A community detection algorithm based on σ-norm is proposed,
which can accurately output high-quality community partition
results by exploiting the robustness of l21-norm and F-norm.

(4) We present a new influence calculation method that
combines the global and local structure of the graph,
successfully avoiding the impact of global high-influence
nodes in local influence calculation.

2 SEMANTIC INFORMATION DISCOVERY
OF SOCIAL NETWORK

In social networks, users express their views or opinions in response
to various message. We define the social network as G � (V,E,D),
where V is the set of nodes, E is the set of edges, D represents the
semantic information. The semantic information published by user
node v ∈ V is d ∈ D. Meanwhile, we abstract semantic information
into topics and topic keywords and use them as feature attributes of
nodes. Afterward, the connections e ∈ E are established based on the
similarity of the topics to which the nodes belong. We use the LDA
topic model to process node semantic information.

2.1 LDA Representation of Semantic
Information
LDA (Latent Dirichlet Allocation) is a three-level Bayesian model
for document generation, which considers an article as having
multiple topics, and each topic corresponds to a different word.
Figure 1 shows the semantic information published by users in the
social network, which contains three documents with the words
marked with different colors. For example, words related to the
biological environment are “coronavirus” and “vaccines,” which
are marked with green; words related to political life are
“government” and “official,” which are marked with yellow;
words related to economy are “economy” and “opening,” which
are marked with blue. If all the words in the document are marked,
it can be found that each post mixes different topics in different
proportions. For example, the first post mixes bioenvironmental
and political themes, and the bioenvironmental theme has a higher
proportion. With this idea, the topic distribution of semantic
information in social networks can be extracted and the
exploration of semantic information can be realized.

Themathematical notation involved in the LDA topic model is
shown in Table 1, and it is generated for each node as follows:

(1) θd ~ Dirichlet(α): The topic distribution θd of document d
follows the Dirichlet distribution with hyperparameter α,
where α determines the proportion of the distribution of
topics in document d.

(2) βz ~ Dirichlet(η): The word distribution βz of topic z follows
the Dirichlet distribution with hyperparameter η, where η
determines the proportion of words distributed in the topic.

(3) zi | θd ~ Multinomial(θd): The topic number zi follows a
polynomial distribution under the topic distribution θd.

(4) wi | zi, βzi ~ Multinomial(βzi): The probability of
occurrence of keyword wi in topic zi follows a polynomial
distribution under word distribution βzi.
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In summary, n documents will correspond to n independent
Dirichlet-Multinomial conjugate structures, and K topics will
correspond to K independent Dirichlet-Multinomial conjugate
structures. Use α to generate topic distribution θ, and topic
distribution θ determines the specific topic. Use η to generate
word distribution β, which determines the specific keyword, i.e

α⃗ → �θd → z⃗
η⃗ → β⃗zi → w⃗

(1)

2.2 Gibbs Sampling Process
Gibbs sampling is a Markov-Chain-Monte-Carlo (MCMC)
method and is widely used in probability inference (Su et al.,
2018). Gibbs sampling approximately samples a group of random

variables from a complex joint distribution to obtain the
conditional probability distribution of each characteristic
dimension. Specifically for the LDA model, our goal is to
obtain the overall probability distribution z⃗ and w⃗ ,
corresponding to each zi and wi, i.e., topic distribution of
documents and word distribution of topics.

Using the relationship existing in Eq. 1, the joint probability
distribution p(w⃗ , z⃗ |α⃗ , η⃗) of topics and words can be obtained as
follows:

p �w, z⃗( )∝p w⃗, z⃗ |α⃗ , η⃗( )
� p z⃗ |α⃗( )p w⃗ |z⃗ , η⃗( ) � ∏D| |

d�1

Δ n⃗ d + α⃗( )
Δ α⃗( ) ∏T

t�1

Δ n⃗ t + η⃗( )
Δ �η( )

(2)

Where Δ(α⃗), Δ(η⃗) are the normalization parameters,
n⃗d � (n(1)d , n(2)d , . . . , n(T)d ), n(t)d is the number of occurrences of
the word for the tth topic in the dth document;
n⃗ t � (n(1)t , n(2)t , . . . , n(H)

t ), n(h)t is the number of occurrences of
the h-th word in the t-th topic. Given the conditional distribution
p(z⃗ |w⃗) of the observable variable w⃗ under the hidden content �z,
Bayesian analysis can be performed on it using the joint
distribution (Eq. 2). The Bayesian relationship between z⃗ and
�w is expressed as:

p zi � o| �z¬i , �w( )∝p zi � o, wi � y| �z¬i, �w¬i( )
� ∫p zi � o, �θd | �w¬i, �z¬i( )p wi � y, �βzi | �w¬i, �z¬i( )d �θdd �βzi

� ∫p zi � o | �θd( )p �θd | �w¬i , �z¬i( )p wi � y | �βzi( )p �βzi | �w¬i, �z−i( )d �θdd �βzi

(3)
When zi = o, wi = y, the probability p(zi � o, wi � y| �z¬i, �w¬i)

only involves the conjugate distribution of the dth document and
the tth topic under the Dirichlet-Multinomial model. where y is
one of the keywords inw; o corresponding to y, is one of the topics
in z; �w¬i, �z¬i represents the corresponding topic distribution and

FIGURE 1 | LDA model for document generation process of semantic information published by users in social networks.

TABLE 1 | Description of notations.

Notation Description

θd Topic distribution probability of document d
�θd The vector of topic distribution probability

βzi Keywords distribution probability of topic zi
�βz The vector of keywords distribution probability

wi The ith keyword in vector �w
�w The vector of keywords

zi The ith topic in vector �z
�z The vector of topics

|D| Total number of documents
T The number of topics in total documents
H The number of keywords in a topic distribution probability
α priori parameter over topic distribution probability specific to a

document
�α a vector of priori parameter to each document

η priori parameter over keyword distribution probability specific to a topic
�η a vector of priori parameter to each topic
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word distribution after removing topics and words with subscript
i; the posterior distributions of �θd and �βzi can be calculated by the
following equation:

p �θd | �w¬i, �z¬i( ) � Dirichlet �θd | �nd,¬i + α⃗( )
p β⃗zi | w⃗¬i, z⃗¬i( ) � Dirichlet β⃗zi | n⃗ t,¬i + η⃗( ) (4)

Thus, Eq. 3 can be reduced to:

∫p zi � o|θ⃗ d( )Dirichlet θ⃗ d|n⃗ d,¬i + α⃗( )d �θd · ∫p wi � y | �βzi( )
Dirichlet �βzi|n⃗ t,¬i + η⃗( )d �βzi �

nod,¬i + αo∑T
t�1n

t
d,¬i + αt

·

nyk,¬i + ηy∑H
h�1n

h
k,¬i + ηh

0p zi � o|w⃗ , z⃗¬i( )∝ nod,¬i + αo∑T
t�1n

t
d,¬i + αt

· nyk,¬i + ηy∑H
h�1n

h
k,¬i + ηh

(5)
Where αo(αt) is the hyperparameter α of the topic distribution
corresponding to the topic of o(t). ηy(ηh) is the hyperparameter η
of the word distribution corresponding to the keyword of y(h).
nkd,−i is the number of topics when zi = o. ntk,¬i is the number of
keywords when wi = y.

Gibbs sampling is performed on the topics of all words by Eq.
5, and when the sampling converges, the topics corresponding to
all words are obtained; then, according to the correspondence
between the sampled words and topics, we can get the topic
distribution θd of each document and the distribution βk of
keywords in each topic.

3 COMMUNITY DETECTION BASED ON
TOPIC DISTRIBUTION

3.1 Node Representation
In this paper, the semantic information corresponding to the user
nodes vi in the social network is used as the document di to generate
the topic distribution θdi. Therefore, each node is represented as a K-
dimensional vector and is equal to the topic probability distribution
of the node corresponding to the document. The set of all node
vectors is formed into a data matrix X of K × n to implement the
node representation, where the matrix X is calculated as follows:

xi,j � 0, zj � 0
θ
zj
di
, zj ≠ 0{ (6)

In Eq. 6, xi,j denotes the value of the ith row and jth column of
the data matrix X, and θ

zj
di
denotes the probability that document di

belongs to the jth topic. Therefore, when the probability of the jth
topic in the topic distribution θdi is zero,X = 0; when the probability
of the jth topic in the topic distribution θdi is non-zero, xi,j � θ

zj
di
,

which constitutes the user node vector, and the data matrix X is
obtained to complete the node representation.

3.2 Establishing Associations
Calculating the similarity between node vectors can establish
association for nodes. Two users with high correlation in a social

network will correspond to a large similarity value, low
correlation users will correspond to a low similarity value, and
uncorrelated users will have zero similarity value. Commonly
used similarity calculation methods include cosine similarity,
Pearson correlation coefficient, and Gaussian kernel similarity
calculation methods. These methods are sensitive to noise and
outliers and are easy to ignore the local structure of data and the
size of the vector itself. Therefore, this paper chooses a data
similarity matrix learning method based on sparse representation
[28] that is robust to noise kernel outliers in the data [29] and fits
the requirement of connecting social network users. We can
obtain the similarity matrix between users in a social network by
solving the following equation:

minai,jai,j x⃗ i − x⃗ j

���� ����22 + ε∑n
i

∑n
j

ai,j

s.t.1Ta⃗ i � 1, ai,i � 0, ai,j ≥ 0
(7)

Where ai,j is the value of the ith row and jth column of the
similarity matrix A, A ∈ Rn×n. n is the number of users in the
social network. a⃗ i is the vector of the ith row of A, which
represents the similarity value between user i and other users.
ε is the sparse adjustment factor. 1 is a vector with all values of 1,
constraint 1Ta⃗ i � 1 makes the second term in Eq. 7 to be
constant. That is, the constraint 1Ta⃗ i � 1 is equivalent to a
sparse constraint on A.

After calculation and derivation, the following results can be
obtained:

âi,j �
ci,m+1 − ci,j

mci,m+1 −∑m
h�1

ci,h

j≤m

0 j>m

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (8)

Where ci,j � ‖xi − xj‖22, Sort them from small to large so that the
learning of ci,j satisfies ĉi,m > 0, and ĉi,m+1 � 0. m is the number of
adaptive neighbors. The similarity matrix calculated using cosine
similarity, Pearson correlation coefficient, and other methods is
usually presented in the form of fully connected or K-nearest
neighbors. The similarity matrix A calculated by Eq. 8 can adapt
to the number of neighbors m of users in the social network,
compensating for the disadvantage that community detection
requires high node similarity. This will improve the quality of the
community structure and, as a result, accurately detect network
opinion leaders.

3.3 Constructing Community Detection
Algorithm
Loss function is usually constructed using the l1-norm and the l2-
norm. The loss function constructed using the l1-norm has the
disadvantage of being insensitive to larger outliers but sensitive to
smaller ones; the l2-norm does the opposite. σ-norm [30]
neutralizes the above two problems and is defined as follows:

x⃗
��� ���σ � ∑n

i

1 + σ( )x2
i

x2
i + σ

(9)
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Where σ is the adaptive parameter. The generalization of the
vector x⃗ into matrix X is equivalent to neutralizing the l21-norm
and F-norm of the matrix. Thus, the σ-norm takes advantage of
the robustness of the l21-norm and F-norm precisely for both
large and small outliers, and ‖X‖σ is nonnegative, convex, and
quadratically differentiable.

X‖ ‖σ � ∑n
i

1 + σ( ) x⃗ i
��� ���2

2

x⃗ i
��� ���2 + σ

(10)

After constructing the similarity matrix A of the social
network by Eq. 8, we introduce the rank constraint and
propose the following objective function:

minU A − U‖ ‖σ
s.t.1Tu⃗ i � 1, ui,j ≥ 0, rank L( ) � n − k

(11)

In Eq. 11,U is the target matrix obtained from learning, due to
the introduction of rank constraint, the target matrix U will have
k connected components, so it can directly output the k
community structures of the social network; L is the Laplace
matrix of U; L = R − S, where R is diagonal matrix, rii � ∑n

j�1 ui,j;
and S � (UT + U)/2; the constraint 1Tu⃗ i � 1 is set to avoid
anomalous nodes (without any neighbors), so that the sum of
each row of U is 1.

However, the dependence of L on the variable S and the
nonlinearity of the rank constraint leads to the difficulty in
solving Eq. 11. To solve this puzzle, we define λi(L) to denote
the ith smallest eigenvalue of L. Since the matrix L is a symmetric
semi-positive definite matrix, the eigenvalues of L are real and
non-negative [31], so there exists λi(L)≥ 0. Then, if the first k
smallest eigenvalues of L satisfy ∑k

i�1 λi(L) � 0, the rank
constraint rank(L) = n − k is achieved, and Eq. 11 can be
expressed as:

minS A − U‖ ‖σ + ρ∑k
i�1

λi L( )
s.t.1Tu⃗ i � 1, ui,j ≥ 0

(12)

Where ρ is a balancing factor that can increase or decrease its
value to cope with the cases that the connected components of the
target matrix U are greater or less than k until k connected
components of U exist. According to Fan’s study [32], there is the
following theorem:

∑k
i�1

λi L( ) � minTr FTLF( )
s.t.FTF � I

(13)

Where F � f⃗1, f⃗2, . . . , f⃗k{ } is the clustering indicator matrix,
which is used to output clustering results in spectral clustering; I
is the identity matrix. Substituting Eq. 13 into Eq. 12 gives:

minU,F A − U‖ ‖σ + ρTr FTLF( )
s.t.1Tu⃗ i � 1, ui,j ≥ 0, FTF � I

(14)

Eq. 14 is the final objective function, where the objective
matrix U has k connected components, so that the final

community detection results can be obtained directly using
this algorithm.

3.4 Algorithm Optimization
We introduce an iterative optimization algorithm for solving
Eq. 14 and the target variable U therein. Since the target
variable U and other variables F are coupled in one
equation, solving Eq. 14 and deriving all variables at once is
a challenging problem. In addition, the constraints in the
objective function are not smooth. Assuming that A, F has
been obtained, the target variable U can be computed using
ALM (Augmented Lagrange Multiplier). ALM performs
superiorly on matrix analysis problems [33]. Similarly,
when the variable U is fixed, F can be computed. The
detailed computational strategy is as follows:

(1) Keep F fixed, update U.
When F is fixed, using the Laplace matrix nature∑

i,j

1
2‖f⃗ i − �fj‖

2

2
si,j � Tr(FTLF). The Eq. 14 is rewritten as:

minU,F A − U‖ ‖σ + ρ∑
i,j

1
2

�fi − �fj

����� �����22ui,j

s.t.1Tu⃗ i � 1, ui,j ≥ 0

(15)

Define the matrix Q ∈ Rn×n, where e⃗ i ∈ Rn×1 is the ith column
of Q and its jth element is qi,j � ‖ �fi − �fj‖

2

2
. Since each row in U

has independence and according to the work of Nie et al [34], Eq.
15 can be written in vector form as:

minu⃗isi a⃗ i − u⃗ i
��� ���2

2 + ρu⃗T
i q⃗ i

s.t.1Tu⃗ i � 1, u⃗ i ≥ 0
(16)

Where u⃗ i is the column vector consisting of the elements of the
ith row of the target matrix U; a⃗ i is the column vector consisting
of the elements of the ith row of the similarity matrix A; si is
taken as:

si � 1 + σ( ) a⃗ i − u⃗ i
��� ���2 + 2σ

2 a⃗ i − u⃗ i
��� ���2 + σ( )2 (17)

The simplification of Eq. 16 yields:

minu⃗i

1
2
siu⃗

T
i u⃗ i − u⃗T

i sia⃗ i − ρ

2
q⃗ i( )

s.t.1Tu⃗ i � 1, u⃗ i ≥ 0
(18)

Let �hi � sia⃗ i − ρ
2 q⃗ i, and using ALM we have

ℓ(u⃗ i,φ, ξ) � 1
2siu⃗

T
i u⃗ i − u⃗T

i h⃗ i − φ(1Tu⃗ i − 1) − ξTu⃗ i, where ξ is a
Lagrangian coefficient vector and ξ is a scalar.

Suppose the optimal solution to Eq. 18 is ûi, and the
corresponding Lagrange multipliers are φ̂ and ξ̂
respectively. According to the Karush-Kuhn-Tucker
conditions, we have:

∀j, siûi,j − hi,j − φ̂ − ξ̂j � 0
∀j, φ̂≥ 0
∀j, ξ̂j ≥ 0
∀j, ûi,jξ̂j � 0

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ (19a)
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Equation 19 written in vector form has siûi − hi − φ̂1 − ξ̂ � 0.
Due to the constraint 1Tu⃗ i � 1, we have φ̂ � si−1Th⃗i−1T ξ̂

n . Thus, the
optimal solution ûi is formulated as:

ûi �
�hi
si
+ 1
n
+ 1T �hi1

nsi
− 1Tξ̂1

nsi
+ ξ̂

si
(20)

We further denote g⃗ � �hi
si
+ 1

n + 1T �hi1
nsi

and ξ̂
p � 1T ξ̂

nsi
. As a result,

Eq. 20 for ∀j has:

ûi,j � g⃗ j − ξ̂
p + ξ̂j

si
(21)

According to Eqs 19, 21, we know that the optimal solution
ûi,j � max(gj − ξ̂

p
, 0). That is, the optimal solution ûi,j can be

obtained if ξ̂
p
is know. Furthermore, we can derive ξ̂j � si(ûi,j −

g⃗ j + ξ̂
p) from Eq. 21. Similarly, according to Eq. 19, we then have:

ξ̂j � si max ξ̂
p − gj, 0( ) (22)

As denoted above ξ̂
p � 1T ξ̂

nsi
, the optimal solution ξ̂

p
is represented

as ξ̂
p � 1

n ∑n
j�1 max(ξ̂p − gj, 0). Now we define a function f(ξp) �

1
n ∑n

j�1 max(ξp − gj, 0) − ξp with respect to ξ*. As can be seen, ξ̂
p
is

determined by solving the root finding problem when f(ξ̂p) � 0.
Since ξ* ≥ 0, f′(ξp)≤ 0 and f′(ξp)≤ 0 are piece-wise linear and
convex functions, the roots of f′(ξp) � 0 can be computed via the
Newton method efficiently, shown below:

ξpt+1 � ξpt −
f ξpt( )
f′ ξpt( ) (23)

(2) Keep U fixed, update F.

When U is fixed, it is equivalent to solving the following
problem:

minFTr FTLF( )
s.t.FTF � I

(24)

The study in [31] indicates that the optimal solution to F is
formed by the k eigenvectors of L corresponding to the k smallest
eigenvalues.

The stopping condition for algorithm optimization is that the
relative change inU is less than 10–3 or the number of iterations is
greater than 150. Compared with other traditional community
detection algorithms, our proposed community detection
algorithm based on σ-norm requires the computation of Eq.
14. The time complexity of Eq. 14 is O(itn2), where it is the
number of iterations; it≪ n. Therefore, the time complexity of the
proposed community detection algorithm is O(n2). The process
of community detection for semantic social networks has been
given above, and the whole framework is shown in Algorithm 1.

Algorithm 1. A community analysis approach to semantic social
networks

FIGURE 2 | An example of online opinion leader miningmethod based on global and local influence, (A) is weighted network. (B) is overall influence of v6, (C) is local
influence of v6, (D) is result of opinion leader mining.
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4 OPINION LEADERS MINING IN SOCIAL
NETWORK

4.1 Definitions
Before explaining the opinion leader mining approach, we
formalize some definitions that will be used subsequently. In
Section 2 we define the social network as G � (V, E,D), where V
is the set of nodes; E is the set of edges; D is the semantic
information. The community structure Ak (k is the number of
communities; Ak is the weighted networks) can be obtained by
the community detection algorithm in Section 3. If vi, vj ∈ V,
∃ai,j ≠ 0, then vi, vj are adjacent, i.e. ∃evi,vj ∈ E. Figure 2A is an
example of weighted network to explain the following
definitions.
Definition 1 (Node neighborhood). The neighborhood of node vi is
a node set composed of the neighbors of vi. The neighborhood of
node vi denoted as M(vi) is defined as follows:

M vi( ) � vj|vj ∈ V,∃evi,vj ∈ E{ }, vi ∈ V (25)
In Figure 2A, nodes v2, v4 and v5 are neighbors of node v1.

Thus, M(v1) = {v2, v4, v5}.
Definition 2 (public neighbor). The nodes vi, vj represent two
different nodes in the network G. The public neighbor nodes

between these two nodes are represented by PN(vi, vj), which is
defined as follows:

PN vi, vj( ) � vk ∈ V, vk � M vi( ) ∩ M vj( ){ }, vi, vj ∈ V (26)
In Figure 2A, the neighbors of node v1 and v5 areM(v1) = {v2,

v4} and M(v3) = {v2, v6}, respectively. Thus, PN(v1, v5) = {v2}.
Definition 3 (Sum ofWeights). The sum of weights is an extension
of the degree and is usually used when analyzing weighted networks
[35]. The sum of weights of v1 denoted as ω(vi) is defined as follows:

ω vi( ) � ∑
vj�M vi( )

ai,j (27)

In Figure 2A, The sum of weights for the set of nodes {v1, v2,
v3, v4, v5, v6} are {6, 5, 4, 3, 11, 5}.
Definition 4 (Degree Centrality). Degree centrality is the most
direct metric for portraying node centrality in network analysis
and the simplest measure of node influence, denoted by CD(vi) and
defined as follows:

CD vi( ) � d vi( )
n − 1

(28)

Where n is the total number of nodes and d(vi) is the degree of the
node vi.

In Figure 2A, the degree centrality of node v2 is 0.6 and the
degree centrality of node v5 is 0.8. Therefore, the influence of node
v2 is higher than v5 analyzed from the perspective of degree
centrality.
Definition 5 (Comprehensive Node Centrality). Comprehensive
node centrality is an extension of degree centrality that considers
not only the number of connections between nodes but also the
degree of participation of nodes in the network, i.e., a node
centrality measure that combines degrees and weights [36].
Denoted by Cω

D(vi), it is defined as follows:

Cω
D vi( ) � d vi( ) × ω vi( )

d vi( )( )τ

� d vi( ) 1−τ( )ω vi( )τ (29)

Where d(vi) is the degree of node vi; ω(vi) is the sum of the weights
of node vi; τ is the positive tuning parameter (default τ = 1.1),
which can be set on a situational basis. If τ is between 0 and 1, then
it is favorable for nodes with high degree, while if τ is set above 1,
then it is favorable for nodes with low degree.

In Figure 2A, the comprehensive node centrality of node v3 is
2.83 and the degree centrality of node v6 is 3.16. Therefore, the
influence of node v6 is higher than v3 analyzed from the
perspective of comprehensive node centrality.
Definition 6 (Average Degrees). The average degree of node vi is
the sum of the degrees of all neighboring nodes of vi over the degree
of vi, denoted by �d(vi), which is defined as follows:

�d vi( ) �
∑

vj�M vi( )
d vj( )

d vi( ) (30)

Where d(vi) and d(vj) are the degrees of nodes vi and vj; M(vi) is the
set of neighboring nodes of vi.

TABLE 2 | Overall influence results for weighted network G.

Node ω(vi) vi with |PN(vi , vj)|
for each node

Overall influence

v1 6 0,1,1,1,2,1 33.66
v2 5 1,0,0,2,1,2 23.10
v3 4 1,0,0,0,2,0 9.24
v4 3 1,2,0,0,1,1 13.53
v5 11 2,1,2,1,0,0 50.82
v6 5 1,2,0,1,0,0 17.05

TABLE 3 | Local influence results for weighted network G.

Node p9(vi) Cω
D(vi) Local influence

v1 0.32 4.24 5.19
v2 0.24 3.87 6.31
v3 0.40 2.83 1.98
v4 0.18 2.45 5.18
v5 0.58 6.63 3.75
v6 0.33 3.16 4.97

TABLE 4 | The influence score for each node.

Node Influence score

v1 174.85
v2 145.79
v3 18.26
v4 70.09
v5 190.48
v6 84.77
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Definition 7 (Average Weights). The Average Weight of node vi is
the sum of the weights of all neighboring nodes of vi over the weight
of vi, denoted by �ω(vi), which is defined as follows:

�ω vi( ) �
∑

vj�M vi( )
ω vj( )

ω vi( ) (31)

Where ω(vi) and ω(vj) are the weights of nodes vi and vj; M(vi) is
the set of neighboring nodes of vi.
Definition 8 (Contribution Probability). The influence of the node
vi itself is measured by its location in the network. In the
unweighted network, we take the inverse of the average degree
as the probability that neighbor nodes contribute to the influence of
node vi, which is defined as follows:

p vi( ) � 1
�d vi( ) (32)

In the weighted network, we take the inverse of the average
weight as the probability that neighbor nodes contribute to the
influence of node vi, which is defined as follows:

p′ vi( ) � 1
�ω vi( ) (33)

In Eqs 32, 33, �d(vi) is the average degree of all neighbor nodes;
�ω(vi) is the average weight of all neighbor nodes; p(vi) and p′(vi) is
contribution probability of the node vi in unweighted network and
weighted network, respectively.

4.2 Influence Calculation
After completing community discovery, it is necessary to perform
opinion leader mining on different community structures. We
propose a social network opinion leader mining method based on
the overall and local structure of graphs by using the information
interaction ability between nodes and the local characteristics
of nodes.

(1) Users of overall influence.
Social network is a relatively stable social relationship system

formed by the information interaction among users. Strong
information interaction ability indicates that users are in the hub
position in social networks and can promote network information
sharing. Therefore, opinion leaders, as key nodes in social networks,
will have high intensity information interaction ability.

The information interaction ability between nodes vi and vj
in social network G can be measured by counting the number
of common nodes between them. A higher number of
common nodes for vi and vj indicates a higher closeness
between them, which means a higher information
interaction capability between vi and vj [37]. The metric of
information interaction ability of node v is formulated as
follows:

Total vi( ) � d vi( ) ∑
vj∈V

pow B PN vi, vj( )∣∣∣∣∣ ∣∣∣∣∣( ) (34)

Where PN(vi, vj) is public neighbors of vi and vj; |PN(vi, vj)| is
the number of public neighbors for vi and vj; pow(x, y) denotes the

yth power of x; B is a constant, and is usually set B = 1.1 for
convenience of calculation.

Since the social network constructed in Section 3 is a weighted
undirected graph, considering only the degrees of the nodes will
bias the results. Therefore, we extend the sum of degrees to the
sum of weights when analyzing the weighted network. The
information interaction capacity of nodes in the weighted
network is calculated as follows:

Total′ vi( ) � ω vi( ) ∑
vj∈V

pow B, PN vi, vj( )∣∣∣∣∣ ∣∣∣∣∣( ) (35)

Whereω(vi) is the sum of the weights of node vi. Equations 34, 35
utilize the information interaction ability of viwith other nodes as
a measure of the overall structural influence, i.e., the sum of the
information interaction ability for users in the social network.
This is a relationship between the user and other users in the
social network, that is, from the overall structure of the graph.

(2) Users of local influence.
The local influence of a user is the influence of the user itself

and the surrounding users on it. The local influence of node vi is
defined as follows:

Local vi( ) � ∑
vj�M vi( )

CD vj( )p vj( ) (36)

WhereCD(vj) is the degree centrality of the neighbor nodes vj for vi and
p(vj) is the node contribution probability. For the weighted network, it
is obviously not possible to consider only the node degree. For example,
in Figure 2A, d(v4) = d(v6) = 2, but ω(v6) > ω(v4), so v6 has a higher
degree of participation in the network. Therefore, the local influence
calculation of users for the weighted network will consider both degree
and weight, which are defined as follows:

Local′ vi( ) � ∑
vj�M vi( )

Cω
D vj( )p′ vj( ) (37)

Where Cω
D(vj) is the comprehensive node centrality of vj.

(3) Influence Ranking.
The user’s influence will be evaluated by taking into account

the user’s ability to interact with information, as well as the
influence of the user itself and the surrounding users on it, i.e., by
integrating the overall and local structure of the graph. Its
calculation formula is as follows:

Influence vi( ) � Total vi( ) · Local vi( ) (38)
Influence′ vi( ) � Total′ vi( ) · Local′ vi( ) (39)

Equation 38 is applied to the unweighted network and Eq. 39
is applied to the weighted network. These two equations enable
the node influence assessment of all users in the social network.
The higher influence of a node means that it is more important in
the network, and the most important node is the opinion leader in
the social network.

4.3 An Illustrative Example
Figure 2A is a weighted network, containing six nodes {v1, v2,
. . ., v6}. Figure 2B shows the information interaction of v6 with
other nodes, and the number of common neighbor nodes
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between v6 and other nodes is used to measure the information
interaction ability between two nodes. The stronger
information interaction ability of v6 means the higher
overall influence of v6 in G. With Eq. 35, the overall

influence of each node in G can be obtained, and the results
are shown in Table 2.

Figure 2C shows all neighboring nodes of node v6 in G.
Each neighbor node has an inconsistent impact on v6. The

FIGURE 3 | Distribution of fans and OPE in micro-blog dataset, (A) is fans distribution of users. (B) is OPE value distribution of users.
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higher Eq. 37 contribution probability of neighbor nodes, the
higher influence on node v6. The local influence of each node
can be obtained using (τ = 1.1), and the results are shown in
Table 3.

The influence scores of all nodes can be obtained using Eq.
39, as shown in the Table 4. According to Table 4, it is known
that v5 has the highest influence. Therefore v5 has the highest
importance in the weighted network G, which is the opinion
leader. Figure 2D shows the result of opinion leader mining,
and the opinion leaders have been marked with different
colors.

5 EXPERIENCE AND ANALYSIS

5.1 Dataset Analysis
Microblogging has now become an important social platform
for most people to get information and communicate. Opinion
leaders at the center of social networks are essential
communication media for providing information to others.
Analysis of online opinion leaders through microblog data can
effectively identify the source of negative information and
control it. Therefore, to validate the method proposed in
this paper, we collected 37,590 posts by 1,879 users from

FIGURE 4 | Relationship network diagram of different topic numbers.
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three domains of Sina Weibo: fashion, technology and
education as the experimental dataset, among which
fashion, technology and education contain 11,260, 12,262
and 14,068 posts, respectively, and all posts made by a
single user represent his semantic information.

According to some current studies, there is no precise
evaluation system for opinion leaders. Therefore, we tag
users with community labels by the domain they belong to
and use the number of user followers and the activity indexes
provided by Sina Weibo platform (number of users reading,
number of interactions, number of super topics) as the basis
for evaluating online opinion leaders. Opinion leaders were
determined according to the ratio of 40 and 60%, expressed
as OPE, which was calculated as follows:

OPEi � 4 · Fansi −min Fans( )
max Fans( ) −min Fans( ) + 2 · Readi −min Read( )

max Read( ) −min Read( )
+2 · Interi −min Inter( )

max Inter( ) −min Inter( ) + 2 · STop −min STop( )
max STop( ) −min STop( )

(40)
In Eq. 40, OPEi represents the opinion leader evaluation

indexes of user i, and a larger value indicates that the user i is
more likely to become opinion leader; Fansi, Readi, Interi, and
STopi denote the number of fans, readers, interactions, and
super topics of user i, respectively; max(Fans), min(Fans)
indicate the maximum and minimum values of the number
of fans among all users, and other similar variables have
similar meanings.

Figure 3 shows the distribution of the number of followers and
OPE values in the Weibo dataset, where different colors represent
different domains. It can be seen that the number of users with
fans greater than 1000W and OPE greater than eight is extremely
small, and the influence of these users will also be at the top of the
dataset, so we define the top 10% of users withOPE values in each
domain as online opinion leaders for subsequent verification of
the effectiveness and performance of the opinion leader mining
method proposed in this paper.

5.2 Evaluation Metrics
To compare the performance of the community discovery method
and online opinion leader mining method proposed in this paper
with other methods, we use several widely used evaluation metrics.

Accuracy (AC) [38] is used to evaluate the correctness of the
results for community detection algorithms and the correctness
of the results for online opinion leader mining, which is defined as
follows:

AC � ∑n
i�1δ pci, cci( )

n
(41)

Where n is the total number of nodes; pci denotes the predicted
consequence; cci denotes the practical consequence; and δ(pci, cci)
is the Kronecker function, indicating that it is equal to 1 if pci and
cci are the same and 0 otherwise.

Normalized mutual information (NMI) [39] is used to
compare the similarity between ground-truth and detected
communities and to evaluate the quality of community
segmentation in social networks. It is defined as follows:

NMI �
1
2 H X( ) +H Y( ) −H X|Y( ) −H Y|X( )( )

max H X( ), H Y( )( ) (42)

WhereH(X) andH(Y) are the information entropy of the random
variablesX and Y;H(X|Y) andH(Y|X) are the conditional entropy
of the random variables X and Y.

F1-score [40] is a composite metric that balances accuracy and
recall which is defined as follows:

F1 − score � 2 ×
Recall × Accuracy

Recall + Accuracy
(43)

Where Accuracy � TP+TN
TP+FN+FP+TN and Recall � TP

TP+FN denote
accuracy and recall, respectively; True Positive (TP) includes
the estimated observations identified true by both actual model
and proposed model; True Negative (TN) includes the estimated
observations identified false by both the actual model and proposed
model; False Positive (FP) includes the estimated observations

FIGURE 5 | The results of community detection, (A) is the result of community detection algorithm based on σ-norm, (B) is the correct community class for
all nodes.
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identified false by the proposedmodel and true by actual model; False
Negative (FN) includes the estimated observations identified true by
the proposed model and false by actual model.

The modularity(Q) [41] is used to assess the quality of the
community structure and is defined as follows:

Q � 1
E| | ∑i,j Simi,j −

d vi( )d vj( )
E| |

⎛⎝ ⎞⎠δ vi, vj( ) (44)

Where |E| denotes the sum of all edges in the network; Simi,j is the
value of the ith row and jth column of the similarity matrix; d(vi),
d(vj) is the degree of node vi and vj; δ(vi, vj) is the Kronecker
function, which is 1 if vi and vj are in the same community, and 0
otherwise.

5.3 Results of Community Detection
After cleaning the dataset (advertisement, duplicate, brief), all
semantic information published by each user is used as one

document, and all semantic information of all users is used as
corpus. After that, the topic distribution of each document is
obtained using the LDA topic model, and node representation
and data matrix construction are performed. Then the
similarity matrix is calculated using Eq. 8 to achieve the
construction of social networks, where the parameter m is
set to 30 by default.

However, in the node representation process, the number of
topics is an important parameter to determine the combined
similarity of two users and to identify the community structure.
In order to obtain the optimal value of the number of topics, the
relationship between the number of different topics and the
constructed similarity matrix is discussed. To obtain the optimal
value of the number of topics, the relationship between the number
of different topics and the constructed similarity matrix is discussed.

Figure 4 shows the relationship network diagrams constructed
by the similarity matrix corresponding to different topic numbers. It
can be clearly seen that regardless of the number of topics threemain

FIGURE 6 | Comparative analysis of WebKB dataset and Micro-blog dataset based on AC, NMI and Q, (A) is comparison of accuracy results for different
community detection algorithms, (B) is comparison of normalized mutual information results for different community detection algorithms, (C) is comparison of
modularity results for different community detection algorithms.
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community structures are presented, corresponding exactly to users
from three different domains, so it is reasonable to use the semantic
information of individual users for the construction of the network.
Regarding the choice of topic number, it is obvious from Figure 4
that the community structure boundaries will not be obvious
when the topic number is smaller and larger, and when the topic
number is equal to 25 and 35, the community structure is of
higher quality with clear contours, which is obviously better
than the relationship network graph presented by other topic
numbers. Therefore, we set the number of topics to 25 and
conduct subsequent experiments.

After completing the construction of the social network, the
results shown in Figure 5A are obtained using the σ-norm-based
community detection algorithm proposed in this paper (where the
initial value of the parameter ρ is set to 1, which is automatically
adjusted according to the number of iterations, and ρ = ρ*2 when the
connected component of the target matrix U is smaller than the
number of communities k, and ρ = ρ/2 when it is larger than the
number of communities k. The adaptive loss parameter is set to 0.1
according to [34]), with each color representing a community.
Figure 5B then represents the correct community to which the
node belongs. By comparing Figures 5A,B, it can be observed that

FIGURE 7 | Accuracy and F1-score analysis of opinion leaders mining with different similarity thresholds ϕ, (A) is the value of AC that use different ϕ, (B) is the value
of F1-score that use different ϕ.

Frontiers in Physics | www.frontiersin.org March 2022 | Volume 10 | Article 85822513

Yang et al. Local Option Leader Detection

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


the community detection algorithm proposed in this paper performs
very well, and there are relatively few cases of misclassified
communities, and only a small number of nodes are misclassified
sporadically.

To better validate the performance of the algorithm proposed in
this paper, we compare it with three community detection algorithms,
Normalized cut (Ncut) [42], Fast unfolding algorithm (Louvain) [43]

and Clustering with Adaptive Neighbors (CAN) [44], on the Weibo
dataset and theWebKB dataset1 [45]. Among them,Ncut is a classical
graph-based approach; Louvain is a modularity-based community
discovery algorithm; CAN is similar to the algorithm proposed in this

FIGURE 8 | Accuracy and F1-score analysis of opinion leaders mining with different positive tuning parameters τ, (A) is the value of AC that use different τ, (B) is the
value of F1-score that use different τ.

1http://www.cs.cmu.edu/~WebKB/
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paper and is an algorithm that learns both the data similarity matrix
and the clustering structure. WebKB dataset is composed of
approximately 6,000 web pages from computer science
departments of four schools (Cornell, Texas, Washington, and
Wisconsin), which are classified into seven categories.

Figure 6 shows the performance of each algorithm in terms of
AC, NMI and Q on the WebKB and Weibo datasets. By observing
Figure 6, we can find that the community detection method
proposed in this paper only has slightly lower NMI and Q values
than Ncut in the Wisconsin dataset, but is in the leading position in
all other aspects, and is significantly more stable than the Ncut
algorithm, which can be applied to multiple types of datasets well. In
theWeibo dataset, the performance of AC, NMI andQ is better than
other methods, which indicates that the community detection
algorithm proposed in this paper can be perfectly applied to
social networks composed of individual semantic information as
features, and provides high-quality preconditions for the subsequent
extraction of online opinion leaders.

5.4 Results of Online Opinion Leader Mining
After completing the community detection, each community
structure can be considered as an opinion circle, from which
the online opinion leaders are mined. Since the similarity matrix
calculated by Eq. 8 uses a sparsity constraint, the sum of the edge
weights of the nodes is 1, which will lead to the existence of some
edges with very small weights (very low similarity between nodes)
within the community structure, as well as nodes whose weight
sizes and degrees do not reach a balance. Therefore, to obtain the
optimal experimental results, we need to determine a similarity
threshold ϕ and keep the edges with weights greater than ϕ.
Figure 7 depicts the effects of using the opinion leader mining
method proposed in this paper on the AC and F1-score metrics
under different similarity thresholds. From Figure 7, we can find
that the values of AC and F1-score increase and then decrease as ϕ
increases, and when the ϕ reaches 0.1, the indicators in Science

and Education communities reach the maximum value; when ϕ
reaches 0.15, the indicators in Fashion community reach the
maximum value. Therefore, the similarity threshold ϕ is set to 0.1
for Science and Education communities and 0.15 for Fashion
communities. Also, to balance the size of the weight values of the
nodes with the size of the degree, we found that multiplying the
edge weights of each node by three performs best.

Finally, it is also necessary to determine the optimal value of
the parameter τ (Eq. 30) used in this online opinion leader
mining method. Figure 8 depicts the effect of different τ on
the AC and F1-score metrics, and it can be observed that the
Fashion community reaches the maximum AC at τ equal to 0.7
and the maximum F1-score at τ equal to 0.8; the Science
community reaches the maximum for each metric at τ equal
to 0.8; the Education community reaches the maximum for each
metric at τ equal to 1.1 maximum. Therefore, considering the
magnitude of AC and F1-score indicators, the parameter τ is set
to 0.7, 0.8, and 1.1 for Fashion, Science,and Education
communities, respectively, for online opinion leader mining.

To verify the effectiveness and performance of the methods
proposed in this paper, we compare the AC and F1-score metrics
performance of the five methods on the Weibo dataset and further
discuss the performance effectiveness of eachmethod. Before giving the
experimental results, a brief introduction of the five methods is given.

BC (Betweenness Centrality) [46]: The method uses betweenness
centrality to mine opinion leaders. In most real networks,
information flows randomly according to its intent rather than
following the shortest path, so using betweenness centrality to
measure node importance is not applicable in some networks.

CC (Closeness Centrality) [47]: This method is similar to
betweenness centrality and combines the global and local effects
of nodes in complex networks, effectively solving the complexity
of node deletion methods and direct computation of betweenness
centrality.

EC (Eigenvector Centrality) [48]: This method is based on the
assumption that the importance of a node depends on the
number of neighboring nodes and also on the influence of
each neighboring node, so that the importance of the node is
evaluated only from the other nodes connected to the node.

ProfitLeader (PL) [49]: This method ranks the key nodes in the
network by measuring the profit that the nodes can provide.

PageRank (PR) [50]: This method ranks pages according to
their link structure, i.e. the influence of a page depends on the
number and quality of the other pages pointing to it. If a page has
many high quality pages pointing to it, then it is also of high
quality.

TABLE 5 | Time Complexity of different evaluation methods.

Method Time complexity

BC O(|V|·|E|)
CC O(|V|2 · log(|V|) + |V|·|E|)
EC O(|V |2)
PL O(|V|·〈G〉) (〈G〉 is the average degree of the social network G)
PR O(it ·|E|) (it is the number of iterations)
Proposed O(|V |2)

TABLE 6 | Comparison of AC and F1-score results with other evaluation methods.

Communities Metrics (%) BC CC EC PL PR Proposed

Fashion AC 67.60 71.65 74.03 74.82 75.52 80.35
F1-score 74.91 73.04 77.60 81.77 78.65 83.44

Science AC 69.33 72.43 76.95 75.76 77.12 81.97
F1-score 73.02 74.97 79.22 78.50 80.82 84.34

Education AC 68.22 71.06 73.21 74.33 74.20 80.00
F1-score 72.30 73.41 75.45 79.09 78.42 83.82
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Table 5 summarizes the time complexity of different influence
calculation methods (|V| is the total number of nodes of the
network, |E| is the total number of edges of the network). The
time complexity of the method proposed in this paper can be
divided into two parts: global and local. The time complexity of
the global influence calculation is O(|PN| · |V|2), where |PN| is
the public neighbors between nodes, |PN|≪ |V|; the time
complexity of the local influence calculation is O(|M| · |V|),
where |M| is the number of node neighborhoods, |M|≪ n.
Therefore, the time complexity of the influence calculation
method proposed in this paper is O(|V|2).

Table 6 shows the performance results of the proposed
method in this paper with the above five methods on the
Weibo dataset. The AC and F1-score values are obtained by
comparing the calculation results of each method with the actual
network opinion leaders (the top 10% of important user nodes).
We can find that the method in this paper has better results
compared with other methods, and the AC and F1-score can
reach more than 80% in all three community structures, which
can prove the effectiveness and correctness of the method
proposed in this paper. Table 7 lists the mining accuracy of
our proposed method for opinion leaders ranked in the top k% of
influence, and it can be found that the results tend to be smooth
and do not have excellent performance only for mining opinion
leaders in specific positions, so the method can be applied to
mining opinion leaders with different percentage requirements.

Table 8 presents the local influence, overall influence, and
combined influence values of the top 15 users and the

communities they belong to in the Weibo dataset using the
results obtained from the proposed method. From Table 8, it
can be found that as the ranking decreases, the values of both the
local influence and the overall influence of the user show a
relatively large decrease, which means that the user’s
information interaction ability with other users and the
influence of neighboring nodes on it are decreasing. This also
verifies the scarcity of users with followers greater than 1000W
and OPE values greater than eight in the Weibo dataset, further
illustrating the effectiveness of the network opinion leader mining
method proposed in this paper.

6 CONCLUSION

This paper studies the detection of local opinion leaders in
semantic social networks. In the aspect of semantic
information quantification, we introduce the LDA model
to extract the global topics of network documents and
construct the semantic feature representation of nodes by
calculating the similarity between the global topics and the
posts produced by users. To detect local opinion leaders, a
community detection method based on σ-norm is presented
to split the network and users with topic consistency create a
public opinion circle. The proposed strategy efficiently
prevents the exclusion of local opinion leaders with low
global influence by taking into account local influence
within the public opinion circle and global influence
outside the public opinion circle. We conduct experiments
on real social networks, and the results show that the
proposed method is capable of a high-quality semantic
social network partition and accurate mining of local
opinion leaders. Future research will focus on the design of
adaptive algorithms to achieve fast identification of opinion
leaders in dynamic networks.
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