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Giant panda 3D reconstruction technology plays an important role in the research of giant
panda protection. Through the analysis of giant panda video image sequence (GPVS), we
prove that it has the long-range–dependent characteristics. This article proposes an
algorithm to accurately reconstruct the giant panda 3D model by using the long-
range–dependent characteristics of GPVS. First, the algorithm uses a skinned multi-
animal linear model (SMAL) to obtain the initial 3D model of giant panda, and the 3D model
of the single-frame giant panda image is reconstructed by controlling shape parameters
and attitude parameters; then, we use the coherence information contained in the long-
range–dependent characteristics between video sequence images to construct a smooth
energy function to correct the error of the 3D model. Through this error, we can judge
whether the 3D reconstruction result of the giant panda is consistent with the real structural
characteristics of the giant panda. The algorithm solves the problem of low 3D
reconstruction accuracy and the problem that 3D reconstruction is easily affected by
occlusion or interference. Finally, we realize the accurate reconstruction of the giant panda
3D model.
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1 INTRODUCTION

In recent years, in the field of animal protection, computer three-dimensional reconstruction
methods are more and more used in the study of animal morphology. Giant pandas are China’s
national treasures and first-class protected animals. China has established giant panda breeding
research bases in many places for the protection and research of giant pandas. Through the research
on the three-dimensional reconstruction of giant pandas, we can not only carry out non-contact
body size measurement of giant pandas, including the measurement of giant pandas’ body height,
body length, chest circumference, and weight, but also the protection workers can better understand
the growth status of giant pandas, such as height, obesity, weight gain and loss, and body length
increase and decrease, so as to further analyze the living environment and health status of giant
pandas and to better protect giant panda species and improve the protection level of giant pandas. At
the same time, through flexible and diversified forms such as rapid three-dimensional reconstruction
and three-dimensional display, people can have a more intuitive and comprehensive understanding
of the species of giant panda and further enhance people’s awareness of animal protection. This is not
only helpful for animal protection but also beneficial to the whole society.

Since the giant panda is a nonrigid target, the traditional rigid body–based 3D reconstruction
algorithm (Structure-from-Motion-SFM [1], etc.) is not suitable for its 3D modeling. NRSFM (non-
rigid structure-from-motion) is an extended SFM method. In 2000, Bregler first proposed the
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scientific question of how to recover the 3D nonrigid shape model
[2] from the video sequence of single view. In 2013, Grag, Ravi,
and other scholars used a variant algorithm for dense 3D
reconstruction of nonrigid surfaces from monocular video
sequences [3], which formulate the nonrigid structure of
NRSFM into a global variational energy minimization
problem. This method can reconstruct highly deformed
smooth surfaces. In reference [4], a method for observing the
dynamic motion of nonrigid objects from long monocular video
sequences is adopted. This method makes use of the fact that
many deformed shapes will repeat over time and simplifies
NRSFM to a rigid problem.

In 2015, Matthew Loper and other scholars proposed a three-
dimensional SMPL (skinned multi-person linear) model of
human body using human shape and position [5]. In 2018,
Angjoo Kanazawa et al. utilized a network framework for
recovering a 3D human model from a 2D human image by
the end-to-end method [6]. This method directly infers 3D-mesh
parameters from image features and combines the 3D
reconstruction method with deep learning.

Due to the uncontrollable behavior of giant pandas and other
animals, the three-dimensional modeling algorithm suitable for
human body cannot obtain high three-dimensional modeling

accuracy. In 2017, Silvia Zuff et al. designed a 3D modeling
method of animals based on a single image, using the 3D shape
[7] and pose of animals to build the same statistical shape model as
SMPL, called SMAL (skinned multi-animal linear model) [8, 9]. At
present, themodel has achieved satisfactory results in the application
of three-dimensional reconstruction of several kinds of quadrupeds,
such as three-dimensional reconstruction of dogs, horses, and cattle.

In the study, we found that the accuracy of the 3D giant panda
model based on the single image is related to the results of 3D
giant panda pose modeling based on the SMAL model. Because
the temporal relationship between frames is not considered in the
giant panda 3D model of single frame image data, the motion
sequence composed of the results of single-frame pose modeling
will be uneven and not smooth. Such errors are difficult to be
automatically corrected in the single-frame algorithm. Therefore,
the 3D reconstruction effect is usually unsatisfactory.

This article is organized as follows: in Section 2, we define the
autocorrelation coefficient of GPVS (giant panda video image
sequence) and discuss the long-range dependent of GPVS by
analyzing the H index. In Section 3, we propose the giant
panda 3D model. In Section 4, we took advantage of the new
motion smoothing constraint to improve 3D accuracy by using
frame-to-frame relationships. In Section 5, the experimental

FIGURE 1 | Giant panda video image sequence. (A) First frame, (B) 60th frame, and (C) 1800th frame.

FIGURE 2 | Pixel value and ACF value of GPVS. (A,C) GPVS of (300,400) and (B,D) GPVS of (600,800).
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results of 3Dmodeling are presented, and in Section 6, we give the
conclusion.

2 LONG-RANGE DEPENDENT OF GPVS

2.1 ACF of GPVS
If the ACF value of a sequence is not zero or has a tailing
phenomenon, we believe that the sequence may be long-
range–dependent sequence [10].
Theorem: Let X(i, j) be a sequence composed of pixel values at
the coordinates of each image (i, j) in GPVS, and let
xt (t � 1, 2,/, n) is the gray value of the coordinates of frame
t picture (i, j) in sequence X, then,

acf (k) � n
n − k

×
∑n

t�k+1(xt − μ)(xt−k − μ)∑n
t�1(xt − μ)(xt − μ) , (2.1)

where k is the lag order (k � 0, 1,/, n − 1), and μ is the mean of
sequence X.
Proof. Let the mean μ of sequence X be:

μ � Ε(X). (2.2)
Let the autocovariance ck of sequence X be:

ck � 1
n − k

∑n
t�k+1

(xt − μ)(xt−k − μ), (2.3)

where k is the lag order (k � 0, 1,/, n − 1).
The ACF of sequence X is:

acf (k) � ck
c0
. (2.4)

Bring Eq. 2.3 into Eq. 2.4, we get

acf (k) � n
n − k

×
∑n

t�k+1(xt − μ)(xt−k − μ)∑n
t�1(xt − μ)(xt − μ) . (2.5)

This finishes the proof.
Figure 1 is a first frame, a 60th frame, and a 1,800th frame image

in the GPVS. Figure 2 shows that the ACF value of the GPVS is not
equal to 0, and the ACF curve has a tailing effect, which indicates that
the GPVS may be the long-range–dependent sequence.

FIGURE 3 | Hurst exponent. (A) Hurst exponent of GPVS1 (300,400), (B) Hurst exponent of GPVS1, (C) Hurst exponent of GPVS2 (600,800), and (D) Hurst
exponent of GPVS2.
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2.2 Hurst Exponent of GPVS
A Hurst exponent (H) is an index established by H.E. Hurst, a
British hydrologist. Its essence is a judgment index, which can be
used to judge whether the time series data are a random walk
form or a biased random walk process.

When 0.5<H< 1, according to the model of fractional Gaussian
noise, the time series data has long-range dependent (persistence),
indicating that the time series has the characteristics of long-range
dependent. If the sequence goes up in the previous period, it will
continue to go up in the next period. When theH value is close to 1,
this trend is stronger [11, 12].

Through the analysis in Section 2.1, we can see that the GPVS
sequence may have long-range–dependent characteristics. Next,
we use the H exponent to further judge that the GPVS has long-
range–dependent characteristics, and use the H exponent

analysis method of [13] to calculate the H exponent. The
calculation process is as follows:

(1) Divide the sequence X into G groups of nonoverlapping
subsequences with length n:

x11, x12, . . . , x1rx21, x22, . . . , x2r . . . xg1, xg2, . . . , xgr .

(2) Calculate the mean value �xi of each group of
subsequencesxg1, xg2, . . . , xgr (i � 1, 2,/, g).

�xi � 1
n
∑n
j�1
xij i � 1, 2, . . . , g j � 1, 2, . . . , n. (2.6)

(3) Calculated deviation yij:

yij � xij − �xi i � 1, 2, . . . , g j � 1, 2, . . . , n. (2.7)

(4) Calculate cumulative deviation zij:

zij � ∑j
k�1

yik i � 1, 2, . . . , g j � 1, 2, . . . , n. (2.8)

(5) Calculate range Ri:

Ri � max(zij) −min(zij) i � 1, 2, . . . , g j � 1, 2, . . . , n. (2.9)

(6) Calculate standard deviation Si:

Si �
���������
1

n − 1
∑n
j�1
y2ij

√√
i � 1, 2, . . . , g . (2.10)

(7) Get value RSi:

RSi � Ri

Si
i � 1, 2, . . . , g . (2.11)

The average value RS of each subsequence was obtained:

RS � 1
g
∑g
i�1
RSi. (2.12)

Finally, logRS as the explained variable Y and logn as the
explanatory variable X, the data pair (logn, logRS) is obtained

FIGURE 4 | Giant panda skeleton. (A) Giant panda skeleton system. (B) Differences between giant panda skeleton and other animals.

TABLE 1 | Joint description of the giant panda skeleton.

Serial number Joint Description

0 Root Roots (pelvis)
1 Pelvis0 Pelvis0
2 Spine Spine
3 Spine0 Spine 0
4 Spine1 Spine 1
5 Spine2 Spine 2
6 Spine3 Spine 3
7 L-Leg1 Left leg 1
8 L-Leg2 Left leg 2
9 L-Leg3 Left leg 3
10 L-Foot Left foot
11 R-Leg1 Right leg 1
12 R-Leg2 Right leg 2
13 R-Leg3 Right leg 3
14 R-Foot Right foot
15 Neck Neck
16 Head Head
17 L-Leg-Back1 Left back leg 1
18 L-Leg-Back2 Left back leg 2
19 L-Leg-Back3 Left back leg 3
20 L-Foot--Back Left back foot
21 R-Leg-Back1 Right back leg 1
22 R-Leg-Back2 Right back leg 2
23 R-Leg-Back3 Right back leg 3
24 R-Foot-Back Right back leg
25 Tail Tail
26 Mouth Mouth
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for each grouping Xn(k � 1, 2,/,m), and the slope H is
estimated by linear regression, that is, the Hurst index.

Figure 3A shows the sequenceH value composed of the values
of (300,400) in 190 giant panda video images, H � 0.906348.
Figure 3B shows theH value distribution of all pixels in 190 giant
panda video images.

Figure 3C shows the sequenceH value composed of the values
of (600,800) in 127 giant panda video images, H � 0.840534.
Figure 3D shows the H distribution of all pixels in 127 giant
panda video images.

From Figure 3, we can see that the H value of the giant panda
video image sequence is far greater than 0.5, close to 1, indicating
that GPVS has long-range–dependent characteristics.

3 GIANT PANDA 3D MODELING

3.1 Giant Panda Skeleton
The structure formed by a series of joints and bones is called the
skeleton. Each joint can correspond to one or more bones and can
have multiple subjoints. A correct skeleton structure can ensure
that the giant panda has a real and correct motion structure after

three-dimensional modeling, which is one of the important links
of the giant panda model.

The selection of bones and joints will affect the deformation of
the three-dimensional model of the giant panda. Therefore, the
analysis of the skeleton structure of the giant panda plays a very
important role in the three-dimensional model of the giant panda.
Figure 4A shows the detailed skeleton systemof the giant panda. In
the SMALmodel, we usually use 33 joints to represent five kinds of
quadrupeds with different attributes, such as cats, dogs, equines,
cattle, and hippopotamuses [9, 14]. Compared with these five kinds
of quadrupeds, the giant panda has certain similarities, so most of
the bones and joints in the whole skeleton can be used for reference,
such as head, spine, and leg bone structures.

However, the characteristics of giant panda and other
quadrupeds are also different in the skeleton structure, as
shown in Figure 4B. The tail of the adult giant panda is very
short. The body length of the giant panda is about 120–180 cm,
while the tail length is only about 10–12 cm. Some tails are shorter
than the tail of the rabbit, so we cannot feel the existence of the tail
of the giant panda intuitively. In the whole movement
structure, we combined the structural characteristics of the
giant panda and combined the seven joints of the tail. We used

FIGURE 5 | 3D model of a giant panda is bound by a giant panda skeleton. (A) Side view, (B) top view, (C) front view, and (D) oblique view.

FIGURE 6 | Giant panda SMAL model. (A) Giant panda shapes obtained by SMAL. (B) Panda poses obtained by SMAL.
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FIGURE 7 | 3D reconstruction of GPVS in frame 10. (A) Original image, (B) contour silhouette after segmentation, (C) reconstruction effect of the 3D model of the
giant panda without skin texture, and (D) reconstruction effect of the 3D model of the giant panda with skin texture.

FIGURE 8 | 3D reconstruction of GPVS in frame 30. (A) Original image, (B) contour silhouette after segmentation, (C) reconstruction effect of the 3D model of the
giant panda without skin texture, and (D) reconstruction effect of the 3D model of the giant panda with skin texture.
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27 joints as the basic skeleton structure of the giant panda, as
shown in Table 1.

3.2 Giant Panda SMAL Model
Since it is impossible to obtain the three-dimensional model of giant
panda by scanning the living body of giant panda, this article uses the
designed three-dimensional model of giant panda to bind the
skeleton [15], as shown in Figure 5. The SMAL model is shown
in Formula 3.1. Linear blending skinning (LBS) is used to generate
giant pandamodels with different shapes and postures, so as to build
the giant panda shape data set and attitude data set, as shown in
Figure 6.

{ S(β) � �S + BSβ
T ′

p � �Tp + Bp(θ) , (3.1)

where S(β) is the deformation shape parameter of giant panda, �S
is the giant panda average model, β is the shape parameter, and BS

is the shape basis matrix of the eigenvector.
P is a matrix composed of 243 attitude vectors Pi, T ’

P is a giant
panda posture model, �TP is the average posture model, θ is the
joint rotation angle, and BP(θ) is the vertex offset between the
posture model at angle θ and the average attitude model.

4 MOTION SMOOTHING PROCESS

The 3D model of giant panda reconstructed from a single-frame
video image does not take into account the time relationship

between frames and the long-range–dependent characteristics of
the video image sequence. When the target is obscured or has
large noise, there will be relatively large 3D reconstruction errors,
such as left leg matching to right leg and right leg matching to left
leg. Moreover, the motion sequence composed of the results of
single-frame 3D modeling will be not smooth [16].

For video image sequences, the long-distance dependent
between data is used to capture the correlation between pixels
of distant frames in the sequence, which is more conducive to the
recognition and judgment of image information. In Section 2.2,
we have analyzed that the GPVS has long-distance–dependent
characteristics, so we will use the characteristics of the GPVS to
improve the giant panda 3D modeling.

In order to improve the accuracy of the single-frame pose
modeling algorithm, we fully consider that the RGB video
sequence has long-range–dependent characteristics. That is,
the movement and limb rotation angle of the giant panda in
the video sequence shall not change too much. We use this
characteristic to correct the error of 3D modeling results, so as to
make the 3D modeling results of giant panda more smooth and
accurate.

First, the body shape parameters β and attitude parameters θ
of giant pandas in each frame of the video are solved by Eq. 3.1.
Then, the energy function formula 4.1 is used to construct the
time-smoothing term to improve the motion fluency and 3D
reconstruction accuracy.

En(β, θ) � λ3dE3d(β, θ) + λsmEsm(β, θ), (4.1)

FIGURE 9 | 3D reconstruction of GPVS in frame 60. (A) Original image, (B) contour silhouette after segmentation, (C) reconstruction effect of the 3D model of the
giant panda without skin texture, and (D) reconstruction effect of the 3D model of the giant panda with skin texture.
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where λ3d λsm is the weight parameter of the corresponding
energy term, E3d is the three-dimensional error energy, and
Esm is the motion-smoothing energy.

(1) 3D attitude error⎧⎪⎪⎪⎨⎪⎪⎪⎩
E3d � ∑

n

wndist(θn, θ̂n)
wn � exp(−δn)

δn � ∑
j

Cn,j

����xn,j − x̂n,j
����22 , (4.2)

where dist is the distance between the SMAL 3D model and the 3D
model after rotation. xn,j andCn,j is the two-dimensional coordinates
of the joint in the nth frame of the video and its confidence, and xn,j is
the two-dimensional joint coordinates projected from the three-
dimensional joint of the model to the image.

The main function of this item is to slightly adjust the first
three-dimensional vector of the attitude parameters of the SMAL
model to adjust the rotation angle of the model while maintaining

the consistency between the projection of the three-dimensional
attitude of the model and the results of the two-dimensional joint
points, so as to improve the accuracy of attitude modeling and
restrain some problems of incorrect pose estimation of the model,
so as to ensure the accuracy of the attitude modeling algorithm.

(2) Motion smoothing

Esm � ∑
n

∑
j

����Ji(βn, θ) − Ji(βn+1, θ)���� 2

2
, (4.3)

where Ji is the function of the coordinates of the three-
dimensional joint numbered I of the SMAL model given the
shape and attitude parameters of the SMAL model.

This item uses the similarity of giant panda actions in adjacent
frames of the video to constrain the changes of three-dimensional
bone joints of the model. The greater the change of model posture
from the previous frame, the greater the energy value of this item.
In case of large errors, due to image feature mismatch or over-
fitting, this item can be constrained to correct some large errors
such as leg exchange or posture inversion.

5 DISCUSSION

Our experimental work is based on the prior information of the giant
panda SMAL model. According to two-dimensional images of the
giant panda, the algorithm uses Formula 3.1 to obtain the shape,
pose, and other parameters of the three-dimensional model of the

FIGURE 10 | 3D reconstruction of GPVS in frame 100. (A)Original image, (B) contour silhouette after segmentation, (C) reconstruction effect of the 3Dmodel of the
giant panda without skin texture, and (D) reconstruction effect of the 3D model of the giant panda with skin texture.

TABLE 2 | PCK results table of different thresholds.

Sample PCK PCK PCK PCK PCK Number of
visible key

points
@0.01 @0.02 @0.05 @0.10 @0.15

image1 4.32 14.13 45.01 76.17 83.16 23
image2 4.01 13.15 43.38 74.23 81.24 18
image3 3.35 10.37 38.35 70.34 77.15 16
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giant panda and reconstructs a 3D model of the giant panda. Then,
the 3D reconstruction accuracy is improved by Eq. 4.1, and the
motion fluency of the 3D model is improved, and the 3D
reconstruction results of giant panda are shown in Figures 7–10.

Figures 7–10 show the experimental results of the algorithm in
restoring the SMAL giant panda 3D model from the image. The
upper left figure of each group of images is the original image, the
upper right figure is the segmented contour silhouette, and the lower
left corner and lower right corner are the reconstruction effects of the
giant panda 3D model without skin texture and with skin texture,
respectively. It is obvious that there is a good fit between the image
and the restored three-dimensional model of giant panda.

Table 2 shows the PCK indicators under different thresholds for
some image examples. Figure 11 shows the visualization results of
the mean value of the evaluation index PCK between the projection
key points obtained after the restoration of the three-dimensional
model of the giant panda and the truly marked key points of the
input image. When the threshold of key point detection is PCK@
0.15 (corresponding to 0.15 times of image pixels), the accuracy can
reach 80.51%. Therefore, experiments show that our method can
also obtain a 3D model of giant panda with a good reconstruction
effect in the presence of occlusion or insufficient key points.

6 CONCLUSION

Through the analysis of GPVS, we prove that it has the long-
range–dependent characteristics [17, 18]. We propose a

method to use the coherent information contained in the
long-range–dependent characteristics between video
sequence images to construct a smooth energy function to
correct the 3D model error. Through this error, we can judge
that the 3D reconstruction result of giant panda is different
from the real structure of giant panda. Finally, the
experimental results show that our algorithm can obtain a
more accurate 3D reconstruction model of giant panda.
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