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As environmental changes cause a series of complex issues and unstable situation,
exploring the impact of environmental changes is essential for national stability, which is
helpful for early warning and provides guidance solutions for a country. The existing
mainstream metric of national stability is the Fragile States Index, which includes many
indicators such as abstract concepts and qualitative indicators by experts. In addition,
these indicators may have preferences and bias because some data sources come from
unreliable platforms; it may not reflect the real situation for the current status of countries. In
this article, we propose a method based on ensemble learning, named CR, which can be
obtained by quantifiable indicators to reflect national stability. Compared with the current
mainstream methods, our proposed CR method highlights quantitative factors and
reduces qualitative factors, which is an advantage of simplicity and interoperability. The
extensive experimental results show a significant improvement over the SOTA methods
(7.13% improvement in accuracy, 2.02% improvement in correlation).
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1 INTRODUCTION

In recent years, tremendous scientific outcomes have proved that environmental changes cause a
considerable impact on the development of human society, and it shows different degrees of
influence in different regions. As early as the end of the 20th century, many countries have begun to
pay attention to research on the impact of environmental changes on the country’s economic and
political stability, take measures to contain the speed of environmental changes, and respond to
subsequent effects. In addition, at the beginning of the 21st century, the U.S. Department of Defense
identified unstable factors related to the environment as a primary strategic consideration. Evidence
shows that environmental pressure is an essential factor in contemporary conflicts [1]. It also shows
that the conflicts caused by the environment are inspired by dynamic, complex, and interactive
processes, not just a simple and deterministic relationship. Therefore, it is necessary to establish an
analytical framework to understand the antecedents and consequences [35].

Environmental changes may lead to fatal results. Drastic changes in the environment will cause a
series of humanitarian disasters, such as political violence, which makes an already fragile country
worse off [2–4]. The urgent need and competition for limited resources such as energy, food, and
water may rise to national military confrontation, thus causing a series of humanitarian disasters and
political violence [5]. Environmental pressures caused by environmental changes are generally
combined with weak governance and social divisions, thereby exacerbating national stability [6–9].
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Therefore, it is insightful to mine association rules from existing
data and evaluate the impact of environmental changes on
national stability [10].

Besides, many metrics could evaluate national stability such as
the Country Indicators for Foreign Policy (CIFP) [11] published
by Carleton University and The Peace and Conflict Instability
Ledger (PCIL) [12] compiled by the University of Maryland. The
most widely used and well-performing metric is the Fragile States
Index (FSI) [13] published annually by the American Bimonthly
Foreign Policy and The Fund for Peace. The Fragile States Index
consists of many indicators such as economic, military, politics,
and society. And each indicator is obtained through the process of
quantitative resource and qualitative evaluation by experts.
However, the design of the Fragile State Index is complicated,
and the concept used in evaluating the value of the indicator is
abstract, which is not convenient for research and analysis.
Specifically, in content analysis, there is a data preference for
countries with sound volume, which may not reflect the real
situation of some fragile countries. In the process of qualitative
review by experts, there may also be subjective tendencies or
stereotypes, making the value of the indicator unable to express
accurately.

Ensemble learning is a learning algorithm. It utilizes multiple
classifiers to combine to handle a more powerful performance
[14,15]. Multiple classifiers through ensembles will generally
perform better than a single classifier. Taking our daily life as
an example, the social division of labor cooperation is a powerful
way to improve work efficiency. By giving full care to individual
strengths, individuals with different strengths are brought
together to make them play a greater role. This is where the
idea of ensemble learning comes from.

In this work, we study how to utilize quantitative ways to
pursue reasonable ranking to measure national stability, which
has certain similarity and high correlation with the FSI ranking.
Our proposed CRmethod mainly involves label by stage division,
machine learning methods for experiments, and ranking
aggregation under the best method at each stage. The main
contributions of our work are as follows: 1) We propose a
new method based on the idea of ensemble learning, which
applies different classifiers to aggregate the optimal classifier
under different stages to achieve better prediction
performance. 2) Combining the advantages of multiple
machine learning methods with the idea of ensemble learning
enables our method to obtain more valuable and insightful
information, which enables our CR method universality. 3)
Through a large number of experiments, our results show that
ranking obtained by our proposed CR method is in line with the
actual situation of the current national stability; it pays more
attention to the quantification of the original data and reduces the
impact of abstract indicators on the prediction performance,
which makes it more quantifiable and interpretable.

2 MATERIALS AND METHODS

In this section, we present our datasets and briefly introduce the
classification methods. The classification methods could be

divided into traditional machine learning and neural network
methods.

2.1 Data
Our data resources are obtained from the World Bank,1

Germanwatch,2 The Fund for Peace,3 the International Trade
Organization,4 and the Belt and Road Initiative.5 The descriptions
of the data resources are as follows:

• Improved water, carbon emissions, and cultivated land: It is
obtained from the World Bank and Germanwatch.
Specifically, records per capita improved water of 236
countries from 2000 to 2015, the per capita carbon
emissions (metric tons per capita) of 242 countries from
2000 to 2014, and the per capita cultivated land (hectares
per capita) of 178 countries from 2007 to 2015. Improved
water resources are not only related to the national
investment but also to the harshness of the climate. (The
percentage of per capita improved water in developed
countries is generally higher.) And carbon emissions are
a useful indicator for demonstrating a country’s industrial
development. Cultivated land is a basis for agricultural
production, and it is also an essential indicator for the
country’s productivity. The changes in these indicators
will have a great impact on the politics, economy, and
society of the region.

• Climate Risk Index: It is collected from The Fund for Peace,
which records the annual Global Climate Risk Index (CRI
[16]) of 187 countries from 2007 to 2014. The CRI aims to
analyze the extent to which countries and regions are
affected by extreme weather loss events (storms, floods,
heat waves, etc.). Regarding future climate change, the CRI
may become a warning signal. Thus, it is considered a factor
affecting environmental changes.

• International Trade Network: We obtained international
trade network data from the International Trade
Organization, which records the export trade status of
786 commodities in 192 countries/regions from 2001 to
2015. The international trade network data can well reflect
the economic vitality and productivity of the region. The
fitness and complexity algorithm was proposed by the
authors of the study mentioned in reference [17], which
aims to measure the economic health of a country and is a
correct and simple way to measure the competitiveness of a
country. Because of its outstanding performance in national
economic forecasts, it was adopted by the World Bank in
2017. In the study, we examined the international trade
network to apply the algorithm to calculate a fitness value to
reflect the economic vitality and productivity of the country.

1https://data.worldbank.org
2https://germanwatch.org
3https://fundforpeace.org
4https://www.wto.org
5http://belt.china.org.cn/
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• The Belt and Road (B&R): We obtained data from the Belt
and Road Initiative. Politics is also an important factor for
affecting national stability; we set up a new feature to
indicate whether a country belongs to the Belt and Road
(B&R) initiative. B&R aims to actively develop economic
and cultural exchanges with countries along the route [18].
At present, there are 65 countries and regions along with the
Belt and Road Initiative, including 10 ASEAN countries, 8
South Asian countries, 5 Central Asian countries, 18 west
Asian countries, 7 Commonwealth of Independent States
countries, and 16 central and eastern European countries.
Most of them are still developing countries.

• Continent: The continent is geographic data. Geography is
important to a country’s development. It is the reason for
great differences in economy, politics, society, and culture
among different continents, especially in economic
development.

2.2 Benchmark and Baseline Methods
2.2.1 Benchmark
The Fragile States Index (FSI, [13]) is a well-known ranking for
evaluating national stability, which is published annually by the
American Bimonthly Foreign Policy and The Fund for Peace. The
FSI consists of 12 indicators in four aspects: economics, military,
politics, and society. The score of each index ranges from 0 to 10,
where 0 represents the most stable and 10 represents the least
stable, thus forming a score spanning the scale of 0–120. The
scores of each indicator are obtained through the process of
content analysis (CAST) [19], quantitative resource, and
qualitative evaluation by experts. Therefore, the most
significant value of FSI is to rank and classify different
countries and give different degrees of suggestions to different
countries, so that they can better prepare for emergencies [11,20].
In this study, we use FSI ranking as our proposed CR method’s
benchmark.

2.2.2 Baseline Methods
To evaluate our proposed CR method, we compare with two
groups of baselines including traditional machine learning and
neural network methods.

1) Traditional Machine Learning
• Support vector machine (SVM, [21]) is a powerful method
for nonlinear problems. Its decision boundary is the
maximum margin hyperplane to be solved for the
learning sample.

• Decision tree: Decision tree (DT, [22]) is a widely used non-
parametric supervised algorithm, which can be used for
classification and regression problems. The decision tree
simulates people’s decision-making process and makes
predictions by deriving simple decision rules from samples.

• Random forest: Random forest (RF, [23]) is an algorithm
based on ensemble learning, which is composed of decision
tree and bagging. It utilized multiple decision trees to train
the samples in parallel and then integrate them to form a
forest to enhance the classification effect and generalization
ability.

• Gradient boost decision tree (GBDT [22]) is also an
ensemble learning algorithm, which is composed of
many decision trees. GBDT can deal with all kinds of
data flexibly and has good prediction performance.

• Extreme gradient boosting (XGBoost [24]) is essentially a
GBDT, but it has made many improvements to the GBDT
algorithm, which greatly improves the speed and efficiency
of training. Compared with GBDT, XGBoost adds a
regular term to the cost function, which makes the
algorithm simpler. In addition, XGBoost utilizes the
method of the random forest to support column
sampling, which can not only alleviate the overfitting
but also reduce the calculation.

• CatBoost, proposed by [25], is a machine learning method
based on gradient boosting over decision trees with the aim
to deal with the category characteristics efficiently.
Currently, CatBoost can be widely used in a variety of
fields and problems. It does not need too many tuning
parameters to get strong performance and can effectively
prevent overfitting, which also makes the model robust. But
it takes a lot of memory and time to process the categorical
features.

• NGBoost was proposed by [26]. It is a boosting method
based on natural gradients. This method can directly get the
full probability distribution in output space, which can be
used for probability prediction to quantify uncertainty. It
aims to solve the problem of general probabilistic
prediction which is difficult to be handled by existing
gradient promotion methods. Currently, NGBoost
prediction is much more competitive than other
boosting methods.

2) Neural Network
• Multi-layer perceptron (MLP, [27]), which is composed of
an input layer, a hidden layer, and an output layer, is a
simple neural network and the basis of other neural
network structures.

• Convolutional neural network (CNN, [28]) is a feedforward
neural network, which is one of the representative methods
of deep learning. It usually includes a convolution layer,
pooling layer, and full connection layer. CNN can share
convolution kernel globally and process high-
dimensional data.

• Long short-term memory (LSTM) [29] is a kind of
recurrent neural network. Compared with the general
neural network, it can deal with the data of sequence
change. It aims to solve the problem of gradient
disappearance and gradient explosion during long
sequence training.

• Gated recurrent unit (GRU), proposed by [30], is similar to
the basic concept and regarded as a variant of LSTM. The
GRU has a simpler structure than LSTM, and it is faster to
learn and train in data matching.

• Model-agnostic meta-learning (MAML) was proposed by
[31]. It is a method based on meta-learning. MAML is used
to adjust the initial parameters by one or more steps, and it
achieves the goal of quickly adapting to a new task with only
a small amount of data.
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3 PROPOSED CR METHOD

In this section, we introduce our proposed CR method, which is
based on the idea of ensemble learning. Due to each classification
method is learned by data-driven which has its specific for feature
selection. We choose the best classification method under
different features and aggregate their predicted results to
obtain better prediction results.

3.1 Stage Division
In essence, machine learning is a data-driven inductive bias
method, that is, obtaining general knowledge from limited
known data. Therefore, different classification methods may
have different induction preferences, and the predicted results
may also be different. First, we input the data into our method,
which include features and labels. Next, we have the following
steps: 1) The label of the input data is divided into N stages
according to ranking with a certain ratio. 2) The input data are
applied to various machine learning methods, and we can
observe the best method performance under each stage. 3)
The method and result with the best performance under each
stage are chosen.

3.2 Ranking Aggregation
We chose the optimal method for each stage, and the optimal
ranking of each stage can be obtained. But we cannot simply
aggregate them because the problem of information interference
will influence the final results. It is necessary to improve the
robustness of aggregate ranking. In our method, we apply the
Borda count method to aggregate the ranking. The Borda count
method [32] is a traditional ranking aggregationmethod. Its main
idea is to get a score for each element of each ranking list, which
measures the gap between that element and other elements. Then,
adding the scores of each element in the list produces a Borda
number for each element. The ranking aggregation process is as
follows:

Rt � ∑
j j≠i( )

rti − rtj( ), (1)

where rti denotes the rank of element t in the i-th position. By
ranking the Borda number of elements, the final ranking results
are obtained.

Ranking aggregation is better than the results given by a single
classification method because it can take advantage of each
method and aggregate them; it is an implementation of
ensemble learning for ideas. The application of the Borda
count method for our method is necessary; the method can
smooth the samples that predict errors in each stage during
the aggregation process. Therefore, it enables our method to have
strong anti-interference and universality, which improves the
robustness.

4 EXPERIMENTS

To verify the effectiveness of our model, we conducted
experiments on real data to evaluate national stability.

4.1 Evaluation Metrics
• Pearson correlation coefficient (PCC, [33]) is used to
measure the degree of linear correlation between the two
features of data α and β. According to the Cauchy–Schwarz
inequality, the PCCs range from −1 to +1. Specifically, 1
represents the total positive linear correlation between the
two features, 0 represents the wireless correlation, and −1
represents the total negative linear correlation between the
two features. It is currently the most commonly used
method to analyze the distribution trend and change
trend consistency of the two sets of data and is widely
used in the scientific field. The expression formula is as
follows:

ρX,Y � cov X,Y( )
σXσY

� E X − μX[ ) Y − μY( )]
σXσY

. (2)

• Accuracy (ACC, [34]) refers to the proportion of correctly
classified samples to the total samples. It does not consider
whether the predicted samples are positive or negative. ACC
is the most common metric. According to the results, the
higher the ACC, the better will be the classifier. The
expression formula is as follows:

ACC � TP + TN

TP + TN + FP + FN
, (3)

where TP means that positive samples are correctly predicted as
positive, TN means that negative samples are correctly predicted
as negative, FP means that negative samples are incorrectly
predicted as positive, and FN means that positive samples are
incorrectly predicted as negative.

In brief, ACC represents the precision of absolute ranking,
while the PCCs represent the precision of relative ranking. We
choose these two metrics to evaluate the results from different
facets.

4.2 Experimental Settings
Since the collected datasets cover different years and the number
of countries included, to facilitate subsequent calculations, data
cleaning will be performed on all sample countries and years.
Therefore, we removed the countries with missing data and took
the intersection of the remaining by year and country. Finally, we
split the data resources from 2010 to 2014 of 122 countries,
comprising a total of 610 rows, with each piece of data containing
7 features including improved water, carbon emissions, cultivated
land, Climate Risk Index, International Trade Network, B&R,
continent, and FSI ranking as labels. All features are shown in
Figure 1 and Figure 2. Then we utilize the data from 2010 to 2013
as the training set and the data from 2014 as the test set for
verification. This experiment was run on a server with 1 NVIDIA
Tesla V100 GPU. The operating system is Centos 7.5, and all the
codes are implemented in the Python environment. The
parameter settings are listed in Supplemental Data.

4.3 Results on Classification Task
To explore the most effective machine learning algorithm for
classification, we divide the status of the country into three stages
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based on the ranking of the FSI: fragile, warning, and stable, with
a ratio of 3:4:3. Specifically, the countries ranked from 1 to 37 are
fragile, the countries ranked from 38 to 86 are warning, and the
countries ranked from 87 to 122 countries are stable. Then, we use
7 features as input, the country’s status as label, and ACC and

PCCs as evaluation metrics. We use traditional machine learning
and neural network methods to make predictions. The results are
shown in Table 1.

Taking the results in Table 1, we have the following
observations. On the whole, nearly half of the methods have
ACC and PCCs above 0.9. It is demonstrated that the CatBoost
method performance is the best; its ACC is achieved as high as
0.9426 and PCC as high as 0.9524. In terms of methods,
traditional machine learning methods perform more
prominently, especially CatBoost and RF methods based on
ensemble learning (two of the best performances in all
evaluation metrics). In the neural network methods, only MLP
and GRU reach the general level, while LSTM and MAML do not
perform well. The performance of each method is shown in
Figure 3.

4.4 Results on Ranking Task
Based on the result of status classification, we found that using
classification methods can achieve good prediction performance.
Thus, we propose an idea—ranking by classification. It uses
classification methods to solve the ranking problem. We can

FIGURE 1 | Data description. Each piece of data contains 8 features.

FIGURE 2 | Overview of the CR framework.

TABLE 1 | Results of status classification. The data in bold represent the best
performances in these methods.

Method ACC PCCs

SVM 0.676 2 0.730 4
DT 0.872 9 0.891 3
RF 0.930 3 0.944 9
GBDT 0.897 5 0.919 3
XGBoost 0.913 9 0.930 5
CatBoost 0.942 6 0.952 4
NGBoost 0.848 4 0.875 7
MLP 0.882 7 0.901 9
CNN 0.811 4 0.840 7
LSTM 0.795 0 0.808 2
GRU 0.885 2 0.903 3
MAML 0.798 1 0.811 3

The bold data means the best performance in these methods.
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continue to explore the prediction accuracy of each model under
the label for FSI ranking. In addition, we can also observe the pros
and cons of different methods in different countries’ status.

From the results given in Table 2, we have the following
observations: In general, the ACC and PCCs of different methods
at different stages are inconsistent, which means that different
methods have different preferences for data fitting. For example,
in the fragile stage, the ACC and PCCs of RF are not as good as
CatBoost, but the RF’s performance in the stable stage is indeed
much higher than the performance of other methods. This
shows that in our task, RF predicts the lower ranked (stable)
countries more accurately. In terms of methods, CatBoost and
RF are still the best performing methods. In the fragile stage, the
highest performing method for ACC and PCCs is CatBoost. In
the warning stage, the best performance of ACC is achieved
using CatBoost, and the best performance of PCCs is with RF. In
the stable stage, the best performance is achieved using RF.

Besides, both ACC and PCCs of the neural network–based
MAML show that the performance is better than other
neural network methods. This demonstrates that in our small
data sample, MAML can also have its own advantages in small
sample learning. However, compared with methods based on
ensemble learning, neural networks appear a serious overfitting
phenomenon in our task, which may be caused by too little data.
It also demonstrates that traditional machine learning methods
can still perform well in small datasets. We compared the top
three methods of evaluation metrics at each stage and drew
scatter charts to more intuitively indicate the similarity between
the rankings. The results are shown in Figures 4A–F; Figure 5.

Based on the aforementioned observation, we utilized the idea of
ensemble learning to aggregate the optimal methods at each stage,
which will be an effective ranking method. We choose the method
with the highest evaluation metrics for each stage. According to
differentmetrics, we can get onemethod based onACC, named CR-

FIGURE 3 | Result of status classifications. (A) ACC of status classification. (B) PCCs of status classification

TABLE 2 | Results of methods under different stages: fragile, warning, and stable. The data in bold represent the top three performances in these methods.

Fragile Warning Stable

Method ACC PCCs Method ACC PCCs Method ACC PCCs

SVM 0.243 2 0.281 8 SVM 0.081 6 0.522 9 SVM 0.222 2 0.466 4
DT 0.324 3 0.517 2 DT 0.142 9 0.797 9 DT 0.333 3 0.702 6
RF 0.351 0 0.780 9 RF 0.183 7 0.804 4 RF 0.500 0 0.910 6
GBDT 0.162 2 0.366 5 GBDT 0.122 4 0.649 4 GBDT 0.305 6 0.441 2
XGBoost 0.189 2 0.578 7 XGBoost 0.081 6 0.446 4 XGBoost 0.222 2 0.755 1
CatBoost 0.351 4 0.905 4 CatBoost 0.224 5 0.775 9 CatBoost 0.388 9 0.905 1
NGBoost 0.135 1 0.424 9 NGBoost 0.061 2 0.201 3 NGBoost 0.138 9 0.507 7
MLP 0.081 1 0.177 8 MLP 0.040 8 0.450 3 MLP 0.138 9 0.677 6
CNN 0.108 1 0.574 2 CNN 0.081 6 0.563 2 CNN 0.083 3 0.624 2
LSTM 0.108 1 0.139 LSTM 0.102 0.272 5 LSTM 0.166 7 0.667 6
GRU 0.189 2 0.545 6 GRU 0.102 0.440 5 GRU 0.138 9 0.570 7
MAML 0.243 2 0.612 4 MAML 0.163 3 0.677 6 MAML 0.361 1 0.495 5

The bold data means the three best performance in these set of methods.

Frontiers in Physics | www.frontiersin.org February 2022 | Volume 10 | Article 8307746

Li et al. Data-Driven State Fragility Index

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


A, and another method based on PCCs, named CR-C. The CR-A
method is composed of CatBoost-CatBoost-RF, which is themethod
that achieved highest ACC in each stage, and the CR-C method is
composed of CatBoost-RF-RF, which is the method that achieved
the highest PCCs in each stage.

For comparison, we used the FSI ranking as label and then
utilized traditional machine learning and neural network
methods for modeling and comparison with the CR method.
The results are given in Table 3.

Taking the results in Table 3, it is demonstrated that our
method consistently outperforms baseline in terms of ACC and
PCCs. Specifically, CR-A outperforms the baseline methods for
ACC (7.13% improvement), while CR-C outperforms the
baseline methods for PCCs (2.02% improvement). This
illustrates the effectiveness of our method based on the idea of
ensemble learning. It is probably because it utilizes the idea of
ensemble learning to aggregate the best learning methods at each

stage that can deeply fit the data, which improves the prediction
accuracy and correlation coefficient.

Next, we explore the difference between CR-A and CR-C
methods. In order to observe more intuitively, we use scatterplots
to show the ranking obtained by two methods, and the result is
shown in Figures 4G,H. In addition, we use Δ rank to represent
the ranking error value. The expression formula is as follows:

Δranki � rank A( )i − rank B( )i, (4)
where i represents an item, A and B represent different ranking
methods, rank(A)i is the ranking of item i under method A, and
rank(B)i is the ranking of item i under method B.

Considering the results in Figures 4G,H, we observe that the
difference between the two methods is mainly due to the slightly
larger difference in rankings in the middle segment. The CR-A
method has a small error value (use Δ rank to indicate) in ranking
fluctuations, but the number of error rankings is large. While the

FIGURE 4 | (A–F) Ranking of different methods in different stages. (G) Ranking obtained by the ACC-based CR method. (H) Ranking obtained by the PCC-based
CR method.

FIGURE 5 | Difference between CR ranking and FSI ranking. The Δ rank
represents the error value between CR ranking and FSI ranking. The error
value is obtained by subtracting the FSI ranking from the CR ranking.

TABLE 3 | Results of ranking comparison. The data in bold represent the best
performances in these methods.

Method ACC PCCs

SVM 0.172 1 0.854 0
DT 0.227 0 0.946 9
RF 0.321 3 0.960 5
GBDT 0.206 6 0.886 0
XGBoost 0.155 7 0.930 5
CatBoost 0.311 5 0.961 4
NGBoost 0.106 6 0.795 4
MLP 0.090 2 0.845 8
CNN 0.204 9 0.910 4
LSTM 0.139 3 0.825 6
GRU 0.213 1 0.903 4
MAML 0.245 9 0.912 5
CR-A 0.344 2 0.973 0
CR-C 0.327 8 0.980 8
Improvement (%) +7.13 +2.02

The bold data means the best performance in these methods.
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CR-C method gets a larger Δ rank in the fluctuation of a ranking,
but the number of error rankings is small.

In order to understand the difference between the two
methods more clearly, we calculate the Δ rank between the CR
ranking and FSI ranking. As shown in 5, the maximum Δ rank of
CR-A is 40, but there are 13 error rankings with Δ rank greater
than 10, and 6 error rankings with Δ rank greater than 20. The
CR-C has a maximum Δ rank of 44, but there are only 9 error
rankings with Δ rank greater than 10, and 4 error rankings with Δ
rank greater than 20. We found that the rankings obtained by the
two methods are highly convergent with FSI ranking, and they all
have their own advantages. The results of ranking by CR-A and
CR-C are shown in Supplemental Data.

5 DISCUSSION

This work mainly focuses on quantitative data to obtain a new
ranking that is similar to the FSI ranking. In this study, we
propose a new method—CR, based on the idea of ensemble
learning. We examined stage division for labels, which utilizes
some classifiers to extract complex patterns from features in each
stage and aggregates the best performing ranking from each stage.
Compared with the FSI, our method pays more attention to the
quantification of ways, reducing the impact of abstract factors and
expert qualitative indicators, which makes the new ranking more
quantitative and interpretable. The experimental results show
that our method is able to improve both accuracy and coefficient
compared to the state-of-the-art methods.

In our experiment, we compared few traditional machine
learning and neural network methods, but the results show
that the prediction effect of the neural network is not as good
as traditional machine learning, especially methods based on
ensemble learning. The possible reason is that for the small
sample data, the neural network is prone to overfitting so that
it cannot perform excellent generalization performance. In
addition, the experimental results also demonstrate that

ensemble learning methods such as CatBoost and RF are more
suitable for our work. One interesting future direction of this
work is to adopt brain drain and electrical energy, which improve
the method from balancing robust and accuracy.
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