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The personal description of a company associated with job satisfaction, company culture,
and opinions of senior leadership is available on workplace community websites. However,
it is almost impossible to read all of the different and possibly even contradictory reviews
and make an accurate overall rating. Therefore, extracting aspects or sentiments from
online reviews and the corresponding ratings is an important challenge. We collect online
anonymous employees’ reviews from Glassdoor.comwhich allows people to evaluate and
review the companies they have worked for or are working for. Here, we propose a joint
rules-based model which combines the numerical evaluation reflected in the form of 1–5
stars, and the reviewed context to extract aspects. The model first inputs the five aspects
with the initial word sets that are manually screened, and expands the aspect keyword sets
through bootstrapping semi-supervised learning, and then uses latent rating regression to
obtain the aspect score and aspect weight to update the corresponding score. Our
experimental evaluation has shown better results as compared with an unsupervised
learning of the latent Dirichlet allocation. The results could not only help companies
understand their strengths and weaknesses, but also help job seekers apply for
companies.

Keywords: aspect-based sentiment analysis, aspect extraction, bootstrapping algorithm, latent rating regression,
online employ review

1 INTRODUCTION

Online reviews representing users’ subjective opinions and insights have become incredibly easy to find,
which have gradually become valuable references to help users choose and improve the objects being
reviewed. Therefore, sentiment analysis of online reviews known as opinion mining has attracted
increasing interest and even achieved good results in company evaluation associated with job
satisfaction, company culture, and opinions of senior leadership [1–3]. For example, Glassdoor.
com is one of the largest jobs and recruiting websites in the world, which covers more than 700,000
global companies and has provided nearly 33million anonymous salary reports and employees’ reviews
since 2008 [4]. Glassdoor.com allows people to evaluate the companies they have worked for or are
working for. Employees are free to rate their companies with 1–5 stars and text comments. This
information not only allows those who are looking for a job to know more information about the
company they may join in the future, but also provides the company with real feedback from its
employees. However, it is almost impossible to read all of the different and possibly even contradictory
reviews and make an accurate overall rating. Therefore, extracting aspects of sentiments from online
reviews and the corresponding ratings is important and valuable. Sentiment analysis is an analysis
method to obtain the opinion polarity in a given text and the types of emotions in various aspects of a
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subject for the emotion [5]. Opinions, attitudes, thoughts, and
judgments are the private states of individual subjective expression
[6, 7]. Therefore, objective observation or verification is not carried
out. With the need for fine-grained emotional division of research
objects in review texts, aspect-level sentiment analysis of review
texts has become a hot topic. Thet et al. [8] proposed a new concept
of aspect-based sentiment analysis (ABSA), where aspect refers to
the attribute or component of the review object. Liu et al. [9]
further gave the perspective of aspect-level sentiment analysis,
which pointed out the direction of the research in this field,
that is, the goal of the research is to find the aspect information
of the review object and the emotional polarity of each aspect.

Aspect extraction is a major task in the work of aspect
sentiment analysis [10]. The extracted aspects not only need to
contain as many reviewers’ concerns as possible, but also require
less semantic overlap among different aspects. “The existing work
of aspect extraction can be divided into three categories”, only
two categories are listed, please confirm which part of the
following paragraph refers to the third category. The first is
extraction based on a deep neural network model. Since Poria
and Wang et al. [11, 12] set the extraction of fine-grained aspects
as the target, He et al. [13] subsequently proposed a neural
network-based model for identifying aspect terms, and yet the
aspect outputted was too fine-grained to be viewed as an aspect.
The second category is automatic extraction based on the topic
model, that is, modeling the topic according to the review text and
extracting aspects from it. The latent Dirichlet allocation (LDA)
model [14] is a topic model widely adapted to text classification,
Blei et al. then introduced the Bayesian framework into the
probabilistic latent semantic analysis (PLSA) model [15, 16].
Shams [17] innovatively added the co-occurrence relationship
on the basis of the LDA model and regarded it as an a priori
domain. Furthermore, Lin [18] and Moghaddam et al. [19]
studied the dependence between potential aspects and scores
and performed modeling analysis. Nowadays, the mining of
potential aspects has become an important part of the field of
aspect mining. Wang et al. [20] defined this problem as a new
type of text mining problem of latent aspect rating analysis
(LARA). Subsequently, Wang et al. [21] proposed a generative
model, which added topic modeling technology to the latent
rating regression (LRR) model. The LRR is based on association
rules, that is, most of them use manual rules to extract potential
aspects and use clustering algorithms for them. Poria et al. [22]
were successful in extracting products using a hand-designed
mining rule. Qiu et al. [23] utilized this rule while using a
bidirectional propagation method to better connect emotions
and aspects. Gindl et al. [24] implemented the bidirectional
propagation method with anaphora resolution to identify co-
reference, so as to improve accuracy. Su et al. [25] mapped the
implicit aspect to the explicit aspects through the clustering
algorithm. Rana et al. [26] proposed a two-fold rule-based
model for aspect extraction defined by a sequential pattern.
Wang et al. [20] applied the bootstrapping method to the
extraction of aspects for the first time, whose results were
remarkable.

The success of aspect extraction lays a good foundation for
aspect review mining and analysis, that is, judging the emotional

polarity of words. The current common methods include: an
aspect-emotion hybrid model and aspect-level sentiment
analysis method based on emotional words. The aspect-
emotion hybrid model synthesizes the topic model and
various factors to construct a new model to mine multiple
viewpoints of a given review text. Lu et al. [27] thought that
this problem aims to decompose the overall rating of a large
number of short reviews into main aspect ratings, and used eBay
seller feedback review data to verify the feasibility of
automatically generating aspect ratings. Titov et al. [28]
proposed a joint model which combined aspects and
sentiment rating to extract aspect and corresponding score
for given comment texts. For the sake of probing potential
aspects from online product review texts, Moghaddam et al. [19]
investigated the ILDAmodel of interdependence, the model was
based on aspect extraction and generated its corresponding
opinions. Aspect sentiment methods construct positive and
negative polarity dictionaries artificially to judge the
sentiment tendency of aspect opinion words chiefly.
However, each subject field keeps exclusive emotion words,
that is, the method possesses domain-specific properties,
which makes it challenging to construct a general sentiment
dictionary. Apart from manual construction, initializing the
keyword sets with identification of emotional polarity and
analyzing the emotional polarity of undefined words through
a bootstrapping algorithm have been also universally
recognized. The bulk of previous sentiment analysis research
essentially focused on dividing the overall sentiment of a review
text into positive and negative sides, and those failed to probe
the degree of emotional orientation of different aspects of a
given comment text. With the in-depth study of mining and
analysis based on aspect views, the research has developed into a
multi-level rating analysis, which uses a certain range of values
to indicate the degree of emotional polarity, such as a score from
1 to 5 stars. Effectually, research based on aspect sentiment
analysis remains at a theoretical level, lacking an assessment of
the company as a whole, and it does not focus on the emotional
polarity of the employees to the companies. In other words, it
does not take into account the employees’ concern and emphasis
on different aspects of the company’s job opportunities, salary,
and so on. Meanwhile it is short of comprehensive analysis
combining text comments and total scores. Therefore, we
extend the LRR model [20, 21] and apply it to the field of
comments from company employees, that is, adopting
bootstrapping for anonymous employee reviews on the
Glassdoor.com platform to obtain aspects and digging out
the emotional tendency of the employees in the text data.
We use the LRR model to convert these emotional text data
into a digital expression and revise and enrich the initial aspect
score based on the employee’s overall score given to the
company. This contributes to finding a company that meets
their own preferences for job seekers, alternatively discovering
employee opinions for subsequent company structure
optimization. The five aspects including work/life balance,
culture and values, senior management, career opportunities,
and salary and benefits have been confirmed in the data
collected from Glassdoor.com, there is no need to
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automatically explore the aspects, so the following work only
relies on the bootstrapping algorithm and LRR model.

2 METHODS AND METRICS

The bootstrapping (semi-supervised learning) algorithm has been
favored in the research on the extraction of review texts in the
hotel field (known as “cleanliness”, “location”, “service”, and
other specific information). We apply the model to the
company’s sentiment analysis research for the first time. The
first step is to identify related sentences in different aspects for a
given set D � d1, d2, . . . , d|D|{ } of employees’ review texts.

2.1 Aspect Extraction Based on
Bootstrapping Algorithm
The aspects of the company may be stressed in each sentence of
the employees’ reviews, thus the purpose of extracting aspects
based on the bootstrapping algorithm is to map the sentences in
the review text to a subset corresponding to each aspect. The
cardinal procedure can be summarized as manually extracting
aspects for the text collection and designing keywords to describe
this aspect, and using the bootstrapping algorithm to match the
sentence in the review with the relevant subset of each aspect to
obtain more relevant words to expand each aspect, until all the
comment texts have been run. The last is to assign the review texts
to the aspects. According to the matching degree, the aspect of the
sentence is determined to realize the aspect recognition and
extraction.

The algorithm process is depicted as follows. For given
comment datasets X and Y (X is a dataset containing a set of
k aspect keywords, Y is a dataset with unlabeled information), we
gradually expand the collection of keywords of each aspect of
dataset X by means of dataset Y. The given input data includes the
collection D � d1, d2, . . . , d|D|{ } of review texts, the collection
T1, T2, . . . , Tk{ } of aspect keywords, a vocabulary V for a given
review text, iteration step limit I, and thresholds p. The algorithm
has the following steps.

1) Group employee review text D into sentence set S �
sentence1, sentence2, . . . , sentencem{ } in one unit. Set an
initial collection T1, T2, . . . , Tk{ } of keywords for k aspects
of the review text D based on manual analysis.

2) Match the word of each sentence in S with the keyword set
T1, T2, . . . , Tk{ } of k aspects and assign it to the aspect with the
highest matching degree. If there is more than one aspect with
the highest matching degree, label the sentence with these
aspects at the same time.

3) Based on this initial aspect labeling, we calculate the value χ2 of
each word and k aspect in the vocabulary V of the company’s
employee review text according to the formula of the Chi
square statistics (χ2) [29] of word w and aspect k. Then for
each aspect, sort the value χ2 from large to small (the larger the
χ2, the greater the correlation), and then add the top p words
to the corresponding aspect keyword set Ti.

χ2 w,Ai( ) � C × C1C4 − C2C3( )2
C1 + C3( ) × C2 + C4( ) × C1 + C2( ) × C3 + C4( ),

(1)
C1 represents the number of occurrences of word w in sentences
belonging to aspect Ai. C2 represents the number of occurrences
ofw in sentences that do not belong to aspectAi. C3 represents the
number of sentences belonging to aspect Ai but without w. C4

represents the number of sentences that neither belong to aspect
Ai nor word w. C represents the total number of occurrences of w.

4) Repeat (2) and (3) until the aspect keyword list is no longer
growing or the iteration step limit I is reached. After running
the bootstrapping algorithm, the review text D will be divided
into a set of sentences marking the corresponding aspects.
Therefore, we can count the frequencies of the word in the k
aspect sentences to get the correlation between the word and
each aspect. By counting the number of occurrences of each
word in the vocabulary list V in various aspects of the
sentence, the word frequency feature matrix of the word
representing the review text in the vocabulary is obtained.

2.2 Aspect Score and Aspect Weight
Analysis of LRR Model
LRR model definition. The phenomenon of accidentally or
deliberately giving low evaluation and high score always exists
in real data. It is particularly vital to determine the aspects the
review content actually refers to. The LRR model infers the aspect
score and aspect weight of each aspect based on the content of the
text review and the related overall score. Therefore, the word
frequency matrix Wd can be used as the input of the model, and
the known overall score r is regarded as the dependent variable.
The process variables of the aspect score Sd and aspect weight αd
in the k aspects can be deduced backward.

1) Aspect score: Aspect score Sdi can be expressed as a linear
combination of sentiment polarity βi and word frequency
feature matrix Wdi:

Sdi � ∑n
j�1

βijWdi, (2)

βij ∈ R is the sentiment polarity of word j in aspect Ai.

2) Aspect weight: The overall score r is generated by the weighted
sum of aspect weight αd and aspect score Sdi, in accordance
with αTdSd � ∑k

i�1αdiSdi, we assume that r is a sample drawn
from a Gaussian distribution with mean αTdSd and variance δ

2,
then the relationship of rd and αd:

rd ~ N ∑k
i�1

αdi ∑n
j�1

βijWdij, δ
2⎛⎝ ⎞⎠. (3)

Different employees always have different focal points on the
evaluation of the same company. Taking into account the
diversity of employees’ preferences for different aspects, we
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take the multivariate Gaussian distribution as the prior
distribution of the aspect weight αd of each review text d and
treat aspect weight αd as a group of random variables extracted
from the prior distribution of corpus d, namely:

αd ~ N μ,Σ( ), (4)
μ and Σ are respectively the mean and variance of the multivariate
Gaussian distribution. Combining Equation 3 and Equation 4, a
Bayesian linear regression problem can be obtained. Based on a
given company employees’ review text d, the LRR model defines
the probability r of the overall score as follows:

P r|d( ) � P rd|μ,Σ, δ2, β,Wd( ) (5)

� ∫p αd|μ,Σ( )p rd|∑k
i�1

αdi ∑n
j�1

βdijWdij, δ
2⎛⎝ ⎞⎠dαd (6)

The paper assumes that δ2 and β do not rely on a single
company employee, which are corpus-level model parameters,
and θ � (μ,Σ, δ2, β) is a collection of corpus-level model
parameters. The graphical model diagram of the LRR model is
shown in Figure 1. The outer box represents the comment, and
the inner box represents the composition of the potential aspect
score and word description in the comment. δ2 and β are assumed
to not depend on the comments of a single company employee
and θ � (μ,Σ, δ2, β) are parameters of the corpus-level model.

Aspect score and aspect weight analysis based on LRR
model. Based on the LRR model, this section provides the
model parameters θ � (μ,Σ, δ2, β) to obtain the aspect score
and aspect weight in each company’s employee review text.
The detailed process is as follows: 1) Generate aspect score Sdi
for each aspect Ai in the employees’ review text d. 2) Retrieve the
optimal value of aspect weight αd by maximum a posteriori
(MAP) estimation. The objective function of the MAP method
is defined as follows.

ς d( ) � logp αd|μ,Σ( ) rd|∑k
i�1

αdi ∑n
j�1

βdijWdij, δ
2⎛⎝ ⎞⎠. (7)

This objective function is then extended and all the items in each
company’s employee comment text are converted to the
expression of αd: ς(d). We obtain the estimated values and
take its derivative. The estimate value αd is defined as follows.

α̂d � argmax ς αd( ) (8)

� argmax − r − αT
dSd( )2

2δ2
− 1
2
αd − μ( )TΣ−1 αd − μ( )[ ], (9)

αd is not only satisfied ∑k
i�1 αdi � 1, but also 0 < αdi < 1 and i = 1,

2, . . ., k.
Parameter estimation of LRR model. In order to make the

aspect score Sd and aspect weight αd inferred by the LRR model
more accurate, we introduce maximum likelihood estimation
(ML) to hunt for the best model parameter θ̂ � (μ,Σ, δ2, β),
and the log-likelihood function of the whole set of employee’s
comments is:

ς D( ) � ∑
d∈D

logp rd |μ,Σ, δ2, β,Wd( ). (10)

The maximum likelihood estimation of several parameters in the
model is as follows:

θ̂ � arg max
θ

∑
d∈D

logp rd |μ,Σ, δ2, β,Wd( ). (11)

We then randomly initialize all model parameters of the above
formula to obtain θ(0), and use the expectation maximization
(EM) algorithm to update and optimize parameters during each
iteration of alternately executing the E-step and M-step. The
current model parameter of the i-th iteration is θ(t). For each
comment in a given comment text set, the aspect score Sd and
aspect weight αd can be deduced according to Equation 2 and
Equation 9. When the overall score of all company employee
review texts is rd, the probability of the obtained aspect score Sd
and aspect weight αd is maximized. At this time, the new
parameter value θ(t + 1) is composed of μ, Σ, δ2, andβ, and the
model parameter update process of the LRR model is as follows.
Model parameters μ and Σ: It is necessary to maximize the
occurrence probability of all αd inferred in the observation
E-step, so as to update the model parameters μ and Σ. For a
given set of employees’ reviews of the entire company, there is the
following update equation based on the maximum likelihood
estimation of the multivariate Gaussian distribution:

μ t+1( ) � arg max
μ

− ∑
d∈D

αd − μ( )TΣ−1 αd − μ( ) (12)

� 1
|D| ∑

d∈D

αd. (13)

Σ(t+1) is:

Σ t+1( ) � arg max
Σ

−|D|log Σ − ∑
d∈D

αd − μ t+1( )( )TΣ−1 αd − μ t+1( )( )⎡⎣ ⎤⎦
(14)

� 1
|D| ∑

d∈D

αd − μ t+1( )( ) αd − μ t+1( )( )T. (15)

Model parameters δ2 and β: Based on the aspect score Sd and
aspect weight αd obtained from the E-step, we can maximize
P(rd|αd, δ2, β,Wd) to update the model parameters δ2 and β. See
the updated Eqs 17, 18 for details:

FIGURE 1 | The LRR model flow chart.
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δ2t+1( ) � arg max
δ2

−|D| log δ2 − ∑d∈D rd − αTdSd( )2
δ2

[ ] (16)

� 1
|D|∑d∈D

rd − αT
dSd( )2. (17)

β t+1( ) � arg max
β

∑
d∈D

− rd − ∑k
i�1 αdiβ

T
i Wdi( )2

2δ2t+1( )
. (18)

In this way, an “E-M-step” cycle has been completed. Then repeating
the above two steps until the likelihood of Eq. 10 converges, and the
optimal model parameter θ̂ � (μ̂, Σ̂, δ̂2, β̂) is obtained.

2.3 “Bootstrapping + LRR” Model
The aspect sentiment analysis of company employee review texts
mainly includes two steps: 1) Aspect extraction of employee’s
review text and 2) analysis of aspect scoring and aspect weight.
Firstly, this paper utilizes the bootstrapping algorithm tomine the
aspects of the review text and output a word frequency feature
matrix Wd. Next, the LRR model uses Wd obtained in the first
step, based on the overall score and text evaluation content in d, to
infer potential aspect score Sd and aspect weight αd related to
different aspects of the company. We call the combination of the
bootstrapping algorithm and the LRR model the joint model, and
the basic flow of the model is shown in Algorithm 1.

Algorithm 1. The framework of the joint model.

2.4 Metrics
For aspect scores and aspect weights, we utilize three different
quantitative evaluation indicators: 1) Mean square error Δ2

aspect of
aspect score prediction, 2) aspect correlation ρaspect within
reviews, and 3) aspect correlation ρreview between reviews. The
definitions of the three quantitative evaluation indicators are as
follows:

1) Mean square error Δ2
aspect of aspect score prediction: Suppose

Sdi* is the true aspect score of aspect Ai and Sdi is the predicted
score. Δ2

aspect measures the difference between the predicted
Sdi and the true Sdi* , and we define it as:

Δ2
aspect � ∑|D|

d�1
∑k
i�1

Sdi − Sdi*( )/ k ×|D|( ). (19)

2) Aspect correlation ρaspect within reviews: ρaspect measures
whether the relative order of the score prediction of

various aspects of a review text is consistent with the order
of the real aspect score, that is, whether the predicted score
maintains the preference characteristics of the employee’s
comments. ρaspect is defined as follows:

ρaspect � ∑|D|

d�1
ρSd,Sd*/|D|. (20)

ρSd,Spd represents the Pearson correlation between the two vectors
Sd and Spd.

3) ρreview measures whether the ranking results of all review texts
according to the predicted aspect scores in multiple aspects are
consistent with the ranking results based on the real aspect
scores. It is defined as:

ρreview � ∑k
i�1

ρ Si
→
, Spi
→( )/k, (21)

Si
→

and Spi
→

respectively refer to the predicted aspect score vector
and the true aspect score vector of aspect Ai in all review texts.

3 DATA AND ASPECT EXTRACTION

We propose the “bootstrapping + LRR” algorithm to the
company’s sentiment analysis research. The specific process of
the research work is shown in Figure 2. First, the company’s
employee review text datasets are distinguished and appropriately
preprocessed according to text data and numerical data. We
perform aspect-based sentiment analysis on the preprocessed
dataset, and finally evaluate the performance of “bootstrapping
(semi-supervised) + LRR”.

3.1 Data
Figure 3 shows an example of the employee review information
on Glassdoor.com. The review information includes numerical
data and text data. We usually see that the numerical data
includes an overall and star rating for each aspect, it can only
express employee emotions in the form of primitive and crude
data. Not only does it fail to reflect the emotional differences of
employees towards the company, but it also does not dig out
the emotion aspects in employees’ text comments, that is, it
does not reflect the employees’ emphasis on different aspects of
the company. Therefore, the employee review data are
collected from this website in full, and the dataset
specifically covers the company name, numerical evaluation
data, and text evaluation data. The numerical data are the
ratings ranging from 1 to 5 stars, which include the overall
rating and the six dimensions of the company: work/life
balance, culture and values, diversity and inclusion, senior
management, career opportunities, and salary and benefits. It
is noted that the aspect of diversity and inclusion appeared
after August 2020, so we have not included it. The text data
includes pros (positive comments about the company), cons
(negative comments), and advice (suggestions for the
company).
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We simulate a browser to crawl from Glassdoor.com to the
anonymous comment data of the 2020 Fortune 100 (including
Amazon, Apple, Microsoft, and other companies) employees of the
companies seen in Table 1. We select the online comment data of
employees who have commented more than 100 times. Finally, the
study created data containing anonymous reviews from more than
200,000 employees of various companies. This paper performs
preprocessing operations on the noise data obtained as above: 1)
Unify the words in the text into lowercase and split the sentence
into word sequences. 2) Remove meaningless punctuation marks, stop
words, and low-frequencywords. 3)Use Porter Stemmer [30] to extract
the stemor root of words, and uniformly fill the non-digital data with 0.

3.2 Aspect Extraction
First, we set several initial keywords for each of the five aspects
of the company based on the employee’s scores for the five

FIGURE 2 | The flow chart of the joint model for extracting latent aspects and their ratings from online employee reviews.

FIGURE 3 | An example of the employee review information on Glassdoor.com. In the numerical reviews, it is noted that the aspect of diversity and inclusion just
appeared after August 2020, so we did include it in this study.

TABLE 1 | Number of reviews per company.

Company Reviews Company Reviews

Allianz 1,290 Fannie Mae 3,342
Amazon 10,350 Ford motor 4,037
Amerisource Bergen 965 General motors 4,626
Apple 9,926 Google 9,848
AT&T 21,103 Honda 867
AXA 1706 JPMorgan 20,236
Bank of China 704 Kroger 8,150
Bank of America 18,820 Marathon petroleum 534
BMW 762 McKesson 3,148
Cardinal health 2,191 Microsoft 10,876
Chevron 2,753 Samsung 4,950
Cigna 2,524 Shell 4,709
Costco wholesale 6,755 Total 743
CVS health 17,738 United health group 10,245
Daimler 405 Verizon 14,306
ExxonMobil 242 Volvo 25,518
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aspects of the company, as shown in Table 2. Next, the selection
threshold of the bootstrapping algorithm is set to p = 5, and the
iteration step limit is I = 10. The five aspects of the obtained keywords
are also shown in Table 2. The keywords in the five aspects are
basically perfected after using the bootstrapping method to extract the
text of the company’s employee reviews. Each sentence in the review
text dataset for each company’s review has its own aspect label
information. The keywords are expanded from part of the basic
words defined manually to the aspect words with a wider coverage.

4 RESULTS

In order to confirm the superior performance of the
bootstrapping method in multi-faceted mining of review
text, this paper also makes use of the LDA method to

conduct an aspect extraction experiment on the employee
review text in the same dataset. For the convenience of
comparing the performance of the two methods in diverse
aspects, this paper will refer to the two methods as the
“bootstrapping (semi-supervised) + LRR” method and “LDA
(unsupervised) + LRR”method and obtains the corresponding
aspect score and aspect weight to compare and analyze the
performance of the two methods.

4.1 Assessment of Differences in Aspect
Scores
The overall score can judge whether the employee supports
their company, but it cannot indicate the employee’s
emotional differences in different aspects of the company.
For the sake of judging the capabilities of the LRR model,

TABLE 2 | Keywords in the five aspects by the bootstrapping algorithm.

Aspects Five initial aspects of keywords Keywords in the five aspects by the bootstrapping algorithm

Work/life balance Schedule, life balance busy minute amusement interest Weekends lunch work-life week scheduled shift weekend sick life long flexibility balance hour
late holidays interest school busy schedules season shifts sheet hard day digital hours set
break social personal minute schedule flexible nights days time family amusement

Culture and values Culture value Big strong conservative united values clash global office inclusion diversity safety create
company deeply diverse value fear innovation toxic inclusive stiff fortune collaborative
created gm change positive core mission size corporate culture

Senior
management

Senior management staff leader supervisor organization
team position

Leader treat advice upper leaders issues listen sales members leadership customers
communication department middle staff team store people senior help management service
organization position employees job support supervisor levels customer

Career
opportunities

Career opportunities Career mobility internal progression learning networking areas lateral advance network
pursue promotional development move grow large explore limited learn develop
opportunities room lots expand advancement relocate paths growth movement promotion

Salary and
benefits

Benefits bonus commission compensation wage salary
pension welfare

Benefits benefits insurance medical bonus decent salary welfare good 401 k discounts
dental pension vacation commission reimbursement perks plan wage excellent match pay
health tuition great paid compensation competitive hourly minimum

FIGURE 4 | The aspect score of the review text of the employees from the three companies. “B-G” and “L-G” respectively represent the difference value (D-value)
between the output value of the two algorithms “bootstrapping + LRR” and “LDA + LRR” and the true value.
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this article extracted three companies: Ford Motor, Marathon
Petroleum, and Shell, which have the same average overall
score (3.5) and different aspect scores. The comparison of the
aspect score prediction results obtained by the “bootstrapping
+ LRR” method and the “LDA + LRR” method with the real
value of the aspect score provided in the dataset is shown in
Figure 4. It can be seen that in the four aspects of work/life
balance, culture and values, senior management, and career
opportunities, the result of “bootstrapping + LRR” is closer to
the true value on the whole.

Different employees attach different importance to all
aspects of the same company they have worked for, that is,
aspect weights of different comments vary to a certain extent.
This paper uses the LRR to model the aspect extraction
obtained by the bootstrapping method, so that the aspect
weights of different aspects of the review text can be
obtained, and the aspect scores of different aspects of the
review text can be predicted. Table 3 shows the real scores of
two employees, who work for the same company and give the
company an overall score of 4, and different aspect weights of
different aspects estimated by the LRR model. While Employee
1 and Employee 2 both gave the company a 4-star overall
rating, the two focused on slightly different aspects: Employee
1 values the company’s career opportunities the most, while
Employee 2 believes that the company’s salary and benefits are
the most important and superior to other aspects. It can be
seen that identifying the weight information of the employees’
review texts can reflect the company’s employees’ preferences
on various aspects of the company to better let the company
know its own strengths and weaknesses, and help job
applicants make better decisions according to the reviews.

4.2 Accuracy Assessment Comparison With
Unsupervised LDA
Based on the “bootstrapping + LRR” method and the “LDA +
LRR” method, the above three indicators (Δ2

aspect, ρaspect, and
ρreview) are calculated on the experimental results. It can be
seen from Table 4, in terms of aspect score and aspect weight
analysis of employees’ comment text, the “bootstrapping +

LRR” method adopted in this article is better than the “LDA +
LRR” method on the three indicators. A lower value of Δ2

aspect
indicates that the “bootstrapping + LRR” method can more
accurately predict the aspect score and deviates less from the
corresponding real value. A higher ρaspect indicates that the
combination of “bootstrapping” and “LRR” can better
distinguish the aspect scores in a review text, and address
the trouble of not being able to obtain such information as the
relative preferences of different aspects through the overall
score. ρreview measures the overall relevance of the review texts
of employees in all companies. A higher ρreview value indicates
that the sequence of the predicted scores obtained is more
consistent with the ranking results based on the real aspect
scores.

5 CONCLUSION AND DISCUSSION

More and more employees are free to post their comments on
their company on the Internet, but low star ratings do not
provide much insight into how employees feel about different
aspects of each company. Therefore, we conducted an in-depth
study on the potential aspects of opinion information in the
employee review text and proposed a joint model
(bootstrapping + LRR” method) for extracting latent aspects
and their ratings from online employee reviews. Firstly, we
used the bootstrapping algorithm to extract aspects of the
company’s employee review text to complete the aspect
identification. Then, based on the overall score and the text
review, the LRR model was used to establish the relationship
between the known overall score and the unknown aspect
score and aspect weight, thus to reveal the employees’
emphasis on different aspects of the company and the
differences in employees’ rating behavior.

The experimental results showed that the combination of
bootstrapping and LRR could infer the aspect score and aspect
weight of each aspect in the company’s employee review text,
and its performance was relatively better than the “LDA +
LRR”method. Compared with unsupervised learning (“LDA +
LRR” method), the proposed semi-supervised learning
(“bootstrapping + LRR” method) has a higher degree of
reality fit, and completely excavates the implied score in
the hidden text evaluation. In addition, the corrected
overall score truly shows employees’ emotional differences
in different aspects of each company, helping to make
judgments based on scores more accurate. However, fully
supervised learning has not been attempted to determine its
effect on the relationship between overall score and aspect
scores and aspect weight. Therefore, in future work, we will

TABLE 3 | The difference in aspect weight of the two employees’ published texts.

Reviewer Overallrating Work/lifebalance Culture and values Seniormanagement Career opportunities Salary and benefits

Employee 1 4.0 0.20 (4.0) 0.15 (4.0) 0.13 (4.0) 0.35 (5.0) 0.17 (4.0)
Employee 2 4.0 0.04 (3.0) 0.12 (4.0) 0.13 (4.0) 0.06 (3.0) 0.65 (5.0)

TABLE 4 | Accuracy assessment comparison between the “bootstrapping +
LRR” method and “LDA + LRR” method.

Method Δ2
aspect ρaspect ρreview

Bootstrapping + LRR 1.098 0.469 0.625
LDA + LRR 1.135 0.331 0.606
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use fully supervised learning to conduct multi-faceted
viewpoint mining on the company’s employee review text,
and further analyze the application of multi-faceted
viewpoint mining in practice. In addition, when modeling
the LRR model in this paper, the emotional polarity of the
word was used as one of the parameters of the model to
generate the overall score. Therefore, in the following
research, we can try to combine a sentiment dictionary to
optimize parameters to improve the performance of opinion
mining.
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