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UAV swarm are often subjected to random interference or malicious attacks during the
execution of their tasks, resulting in UAV failure or communication interruption. When the
UAV swarm is out of interference or the repair command is executed, the performance of
the UAV swarm will be restored to a certain extent. However, how to measure the changes
of UAV swarm’s performance during this process will be very important, and it is also
crucial to determine whether the UAVs can continue to perform its mission. Based on this
motivation, we propose a resilience assessment framework for UAV swarm considering
load balancing after UAV swarm suffer from disturbances. We analyze the effects of
different topologies and different parameters on the resilience of UAV swarm. The study
found that attack intensity is the most important factor affecting UAV swarm performance.
As the attack intensity increases, the performance of the UAV swarm decreases rapidly. At
the same time, topology also has a very important impact on UAV swarm resilience.
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INTRODUCTION

The extensive use of unmanned aerial vehicles (UAV) improves the convenience of mission
execution and reduces the cost of completing missions. Meanwhile, it allows the execution of
boring and dangerous tasks without causing unnecessary risks to humans [1]. With the increasing
maturity of UAVmanufacturing technology and the relative reduction of manufacturing costs, more
and more people are interested in using UAVs to perform various tasks. For example, power
maintenance, water and soil supervision, high-voltage tower fault line inspection, construction site
survey, forest patrol and fire prevention, environmental inspection, oil and gas pipeline inspection
and search and rescue, UAV express, traffic monitoring, etc. [2–4]. At this stage, one of the important
application trends of UAVs is UAV swarms (especially military) [5]. In the swarm, a lot of small
UAVs complete the set tasks through machine-machine coordination. Once individuals are
concerned, each UAV has its own mission and needs to coordinate with other UAVs.
Therefore, the local organizational structure is loose. Generally, the UAV swarm needs to be
affected by the environment (Threats) for perception, assessment, and response. All UAVs are
required to participate in this process. Therefore, the overall organizational structure is tight. In
summary, UAV swarms need to be highly resilience in terms of link connection, communication,
and recovery to realize the information exchange network [6]. Therefore, the UAV swarm be
regarded as an information exchange network (IE network) in this article. The IE network can be
represented by a graph. UAVs are nodes in the graph, and the information exchange links between
UAVs represent edges in the graph.

To date, a UAV swarm can consist of hundreds of UAVs. Although the scale of UAV swarms is
increasing, there are few studies on its resilience. At this stage, the research on UAV swarms is mainly
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focused on survivability [7]. The survivability is considered to be
that UAV swarms have different attack strengths and different
attack methods (malicious attacks, random failures). The ability
of the system to complete tasks normally is used to evaluate the
ability of UAV swarms to perform tasks after being attacked
(interference). Specifically, some research network survivability
indicators have been developed and used to measure the
performance of UAV systems, including natural connectivity
and maximum connected subgraphs. In the above research,
the damage of UAV nodes and link interference are
considered irreversible.

When UAV swarms are used to monitor military targets and
harsh environments, they will encounter unpredictable difficulties
in these dangerous environments, which often cause UAVnodes or
links to fail. Although sometimes failed nodes and links can be
repaired, themission fails due to the inability to assess the degree of
UAV recovery. Under this condition, historical fault data cannot
help people improve the performance of UAV swarms. In order to
improve the success rate of UAV swarm mission execution, in
traditional methods, it is necessary to improve the robustness of
UAV components to reduce the failure rate of nodes or increase
redundant nodes or links (as described in the previous section). It
will increase the cost of UAV swarms, which is undesirable. On the
contrary, the UAV swarm considers that the performance recovery
in the event of damage will be more executable. Resilience provides
new methods for engineering and system design, and characterizes
the ability of the system to resist the influence of uncertain factors
and the ability to recover afterwards. Therefore, it is of great
significance to introduce the resilience index into the
performance measurement of the UAV swarm.

However, there are few researches on the resilience of UAV
swarms. In the UAV swarm, when some UAV nodes fail due to
interference, the swarm often uses load balancing methods to
assign the tasks of the failed nodes to the normal nodes according
to established rules (the degree of the nodes is considered in the
article), which can improve the resilience and usability of UAV
swarms. However, when the node is overloaded, it will reduce the
efficiency of the normal node and affect the performance of the
UAV swarm. Therefore, it is important to analyze the impact of
load balancing on the resilience of UAV swarm. Based on the
above motivation, we propose a method for measuring the
resilience of UAV swarms considering load balancing, and
establish a UAV swarm performance model, give a UAV
swarm load distribution model, and the variation of UAV
swarm resiliency under different topologies and parameters is
analyzed. The research motivation of the article will be given in
the first section. In the second section, we continue to introduce
the current situation of resilience research. In the third section, we
establish the UAV swarm resiliency evaluation model, and
conducted a verification analysis in the fourth section. The
conclusion will be given in the fifth section.

RELATED WORKS

Resilience comes from the related fields of materials and
mechanics. Which refers to one thing to deform after being

affected by outside, and to return to its original shape when
the effect disappears [8]. Due to the ubiquity of the system, the
concept of resilience is widely used in different disciplines.
Although they own different definitions, the resilience system
is generally considered the ability to resist external influences and
recover quickly. Compared with similar concepts such as
invulnerability, robustness, reliability [9–12], the research
focuses more on the degree of change and recovery speed of
the system after being affected by outside.

When resilience proposed, it has attracted lots of attention. In
recent years, people consider the research on resilience one of the
hot topics in the scientific research field [13–15]. We have
gradually realized that various systems that humans rely on
are vulnerable to various disasters and exhibit vulnerabilities.
Once the system is affected, it will require a long recovery process,
and it may not even be able to recover to its original state. For
example, it is estimated that the virus COVID-19 has caused tens
of trillions of dollars in economic losses around the world [16],
and nuclear pollution caused by a leak at the nuclear power plant
in Fukushima, Japan, will continue for 30 years or more [17]. So
research on system resilience is particularly important. It is
necessary for scholars to carry out research on system
resilience design and effects. We hope that resilience research
can improve the ability of various systems to withstand
emergencies, so as to avoid secondary disasters. So research on
resilience has attracted extensive attention from researchers in
different fields, such as the resilience of transportation networks,
supply systems, and supply chains.

The infrastructure system is generally resilience [18, 19] in
transportation, more and more people concern the resilience of
roads. For transportation, resilience is defined as “the system’s
ability to maintain its proven service level or restore itself to that
service level within a specified time frame” [20–22]. Current
research on the resilience of transportation networks focuses on
the measurement of resilience. Some researchers use the
synonyms of robustness [23], redundancy [24], reliability or
fragility [25], and they also use total traffic delays, economic
losses, maximum post-disaster flow, and autonomous system
components measure the resilience of the transportation
network [26].

As an important infrastructure, the urban water supply
system plays an important role to improve the quality of life
and ensure the functions of economic activities. Unfortunately,
many natural disasters, such as earthquakes, tsunamis,
hurricanes, etc., affect urban water supply system, and then
affect our life, commerce and industry and other activities.
Research on resilience of water supply systems mainly
focuses on resilience evaluation and recovery strategy
simulation. In terms of resilience evaluation, energy and
graph theory are two commonly used methods. In a water
supply system, resilience can be regarded as the ratio of node
energy reserves to input energy from sources, storage tanks and
pumping stations [27]. This type of resilience index can basically
be regarded as a reliability substitute index, like entropy and
Robustness index [28–30]. Similarly, various graph metrics
(such as link density, average node degree, and swarming
coefficient) can be used to quantify network resilience [31, 32].
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In recent years, when environmental uncertainty continues to
rise, interruptions are unexpected situations that may have a
negative impact on enterprises at any time. Therefore, supply
chain resilience has been emphasized as an important capability
[33]. In the field of supply chain, supply chain resilience generally
refers to the ability of enterprises to be vigilant, quick to respond
and adapt to changes brought about by supply chain
interruptions. Scholars often quote “the supply chain can be
restored to its original state in time or reach a new More ideal
state system capabilities” to define resilience [34]. At this stage,
the definition of supply chain resilience has attracted more and
more scholars’ attention, and discussions have been conducted
from the perspective of capabilities, which mainly include
flexibility, responsiveness, and resilience. There are many
angles to analyze the resilience of the supply chain, mainly
including flexibility, redundancy, speed, visibility, time, space,
density, complexity, node importance, inventory level, number of
suppliers, cost, etc. [35, 36].

So, although the definition of resilience in different systems is
not uniform, overall resilience is used to measure the ability to
return to its original state or ideal state when it is disturbed.
Resilience systems can withstand unexpected disturbances and
recover quickly. Therefore, research on resilience can be found in
different disciplines (such as engineering, economics,
management, etc.), meanwhile more and more attention is
paid. And the existing research mostly focuses on the
resilience measurement and the design of resilience system. As
mentioned above, UAV swarm often suffer attacks and random
failures when performing tasks, which makes some UAV nodes
unable to transmit information. At this time, load balancing
strategies are often used to allocate tasks to complete the
established tasks [37–39]. When the function of the failed
node is restored, the task will be reloaded to restore the
swarm performance. In this process, the swarm performance
shows a resilience process of change.

If we consider resilience of the UAV swarm at the beginning of
the design, it can greatly improve the ability of the UAV swarm to
perform tasks, and enhance the ability of the UAV swarm to resist
the influence of uncertain factors, which is important for
expanding the application range of the UAV swarm significance.

MODEL

As mentioned earlier, UAV swarm are often subject to random
failures and malicious attacks during missions. There are many
reasons, mainly including the random failure of the UAV itself,
the influence of the natural environment (including natural
climate, mountains, forests, etc.), and man-made random
attacks; malicious attacks mainly come from the enemy’s
targeted Attacks generally refer to situations in which the
enemy obtains the UAV swarm topology, such as attacks
based on node degree centrality, or node betweenness
centrality, and so on.

When the UAV swarm is attacked, we assume κ as the attack
intensity to indicate the proportion of nodes in the UAV swarm
that are attacked, and κ ∈ [0, 1]. the number of nodes that are

attacked by the UAV swarm is |κpN|. After the UAV node is
attacked and fails, in order to realize the normal operation of the
function, it is necessary to replace the failed node with the
surrounding nodes, so that the UAV swarm can continue to
perform the task. At the same time, the system will take measures
and repair nodes with a certain probability.

Performance Model
In the UAV swarm, due to cost constraints and technical
factors, each UAV node has a fixed communication
capacity, that is, the amount of information that can be
transmitted per unit time is fixed. Assuming the capacity of
the UAV node vi is Ci, assuming the initial communication
load of the UAV node is Li, then there is a tolerance coefficient
η that satisfies the following conditions.

Ci � (1 + η)Li, i � 1, 2, . . . , N (1)

Among them,N is the number of UAV nodes, and the value Li
can be determined by node degree, betweenness centrality, etc.,
which can be expressed as [40]:

Li(0) � d(1+β)i (2)

Among them, di is the degree of the node vi. In order to adjust
the parameter, the value used for adjustment is in accordance
with the actual situation.

When the node of UAV swarm is attacked and fails, in order
to maintain the normal operation of the communication
network, the network of UAV swarm will distribute the load
of the failed node to its neighbor nodes. Considering that the
capacity of a node to accept load is proportional to the capacity
of the node, the node’s acceptance of new load is directly
proportional to the initial load. Suppose the set of adjacent
nodes vi of a node is Γi. Then the new load of the node vj is
shown as:

ΔLj(t + 1) � Lj(t)∑
k∈Γi

Lk(t)Li(t) (3)

Among them, Li(t) is the load of the node vi at the moment t.
Load distribution requires time. Let the time required for load
distribution once be a discrete time. Therefore, the load change of
the node can be shown as:

Lj(t + 1) � Lj(t) + ΔLj(t + 1) (4)

Among them, ΔLj(t + 1) add load for the node vj at t + 1.
After the node load is redistributed, the load of some nodes
increases, which may cause overload. There are three states of the
node vi, namely normal, overload and failure. Define the node vi
information transmission capacity of the node at the moment t, as
shown below,

si(t) �
⎧⎪⎨⎪⎩

normal Li(t)≤Ci

overload Ci < Li(t)
failure be attacked

(5)

Equation 5 gives the qualitative description of node state si(t).
For quantitative description, let
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li � Lj(t)
Ci

(6)

So, Eq. 5 can be rewritten as

si(t) �
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1 li ≤ 1
1
li

1< li

0 be attacked

(7)

When the UAV swarm is attacked, the node-like in the UAV
swarm circulates in the three states of normal, overload and
failure. Initially, all UAV nodes are in normal working
condition. When the UAV node is attacked, the UAV node
will fail. When some nodes in the UAV swarm fail, load
distribution will be triggered, which will cause the overload
or overload failure of the neighbor nodes of the failed node.
However, when the failed node of the UAV is repaired, the UAV
swarm will return to its normal state. Overall, the performance
of the UAV swarm presents a reciprocating resilience process.
Therefore, the performance function of the UAV swarm at the
moment can be defined as:

y(t) � ∑Nt
i�1 si(t)∑N
i�1si(0)

(8)

Among them, Nt is the number of UAVs in the swarm at the
moment t, si(0) is the performance state of the UAV nodes at the
initial time.

UAV Swarm Resilience
In Section 3.1, we show the measurement index of UAV swarm
communication performance. Performance indicators measure
the ability of the UAV swarm to perform tasks. In the paper, we
mainly consider the node load status and swarm load status.
When the UAV swarm needs to perform tasks cooperatively, it
can only be completed when sufficient information exchange.
Therefore, we show the research results of Trans et al. [41] to
establish the UAV swarm resilience index, which is calculated as
follows:

R � { σρ[δ + ζ + 1 − τ(ρ−δ)] if ρ − δ ≥ 0
σρ(δ + ζ) otherwise

(9)

Among them, σ is the total performance factor (Total
Performance Factor), which represents the performance that
the system can maintain in the relevant time period (mainly
the resilience change time period); δ is the absorption factor,
which represents the ability of the system to resist interference.
For example, when the system is designed for redundancy or anti-
interference design at the beginning of the design, the system has
a high interference absorption capacity; ρ is the recovery factor,
which indicates the degree to which the system can recover when
it is interfered or attacked; τ is the recovery time factor, which
represents the time factor from when the system receives
interference to when it recovers to a steady state. ζ is the
fluctuation factor, which represents the fluctuation that may
occur in the process of the system from the disturbance state

to the stable state. Therefore, the resilience process of the UAV
swarm is shown in Figure 1.

σ � ∑tfinal
t0

y(t)
yD(tfinal − t0), δ � ymin

yD
, ρ � yR

yD

τ � ts − t0
tfinal − t0

, ζ � 1
1 + exp[ − 0.25(SNRdB − 15)]

(10)

Among them, y(t) is defined by Eq. 8, yD represents the
initial performance of the UAV swarm. In the initial state, we
believe that each UAV node can work normally, so yD � 1. t0
is the initial time, tfinal is the stable time or the end time of the
UAV swarm performance. In the follow-up experiment, we let
tfinal � 100, that is, we only observe the changes in the
performance of the UAV swarm under 100-time steps.

CASE ANALYSIS

We focus on studying the resilience of UAV swarms when
considering load balancing. In the third section, we propose
the performance measurement index of UAV swarm when
load balancing is considered, combined with the resilience
index given in the literature [36], finally we realize the
resilience measurement of UAV swarm.

In this section, we will discuss and analyze the resilience
indicators given in the third section, focusing on the impact
of network structure, network parameters, and repair rates
on UAV swarm resilience. When designing the load
balancing model, we use the degree of nodes as an
indicator to measure the load capacity of UAVs in the
UAV swarm, so we use maximum attack (delete the largest
node in the current network) to simulate UAV swarms The
interference received.

Then, the load is distributed according to the load balancing
model proposed in Section 3, and the performance of the UAV
swarm after each attack is calculated. In the repair process, within
each discrete time t, the failed node restores its performance with
probability q, and uses the inverse load distribution in Chapter 3

FIGURE 1 | Resilience change of UAV swarm.
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to reload the network load, and finally realize the resilience
change process of the UAV swarm.

Analysis of Swarm Topology
In order to analyze the impact of different topologies on the
performance of UAV swarms, we used four networks, BA
network, ER random network, NW small world network and
RR random rule network. For comparative analysis, each network
has 100 fixed points and 200 edges. At the same time, in order to
eliminate the influence of random factors in the process of
generating the network, we generated a total of 200 networks
and used the average to measure the performance of the network.
Parameters of the four networks.

It can be seen from Figure 2 that when the network has the
same number of edges and nodes, the network topology has a
significant impact on network performance. In general, when the

four networks are attacked by the same intensity, the performance
of the BA network has the fastest decline, the other three
networks have a slower decline, and the RR network has the
best performance. In terms of attack methods, we give priority to
deleting the nodes with the largest degree in the current network,
and networks with uneven degree distribution will collapse first.
That is to say, there are Hub nodes in this type of network. When
these nodes are deleted, they will directly affect the network
structure, until the network collapses [42]. From the node
capacity model given in Chapter 3, we can see that nodes with
higher degrees are given more capacity by us, which intensifies

FIGURE 2 | Performance of UAV swarm under different attack intensities
and topological structures. The vertical axis represents the performance of the
UAV swarm, and the horizontal axis represents the logarithm of attack intensity.

FIGURE 3 | Recovery process of UAV swarm performance under
different topological structures. The ordinate is the performance of the UAV
swarm, and the abscissa is discrete time T. The repair probability is 0.1, that is,
at every discrete time t, the probability of damaged nodes being repaired
follows a uniform distribution in the interval of (0, 1).

FIGURE 4 | Performance of UAV swarm under four topological
structures. (A) BA network, (B) ER network, (C) NW network and (D) RR
network. Each network was attacked five times with varying intensity and
repaired continuously. The attack mode and repair procedure are
described in section 4.1.
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the heterogeneity between nodes. Therefore, under the research
framework of this article, the RR network has high robustness to
the maximum node degree attack.

In Figure 3, the performance change of the UAV swarm when
the load sharing reverse process is used for repair is given. The
figure shows that although the UAV nodes are all repaired, the
swarm performance has not been restored to the initial state.
Through research, it is found that the swarm deletes the largest
nodes in the network in turn, but the order of repairing nodes is
random. As a result, the UAV swarm load has non-uniformity,
which ultimately leads to the worst performance with BA network
characteristics.

UAV Swarm Resilience
In Section 4.1, when the maximum probability of attack and
repair is reached, we find that the graph topology has a certain
impact on the performance of the UAV swarm. In this section, we
will study the resilience of UAV swarms. When studying the
resilience of UAV swarms, we will use discrete time as the
benchmark and proceed in the order of normal operation-
attacked-state maintenance-repair-stability, where normal
operation time and state maintenance time are. As can be seen
from Figure 3, the four types of networks all show better

resilience. When the network is attacked, the load capacity of
the network continues to decline due to the priority deletion of
nodes with greater degrees. Through the load balancing algorithm
to redistribute the load of the failed node, the performance of the
four networks is not degraded very quickly. However, as the
number of failed nodes increases, the load of nodes that can work
normally increases, causing some nodes to exceed their own load
capacity and become overloaded, eventually reducing the
performance of normal nodes, or even failing.

Among the four networks, the BA network exhibits stronger
resilience than other networks. This shows that under malicious
attacks, BA networks are susceptible to interference, that is, small
disturbances will cause large fluctuations in the UAV swarm. For
each network, the attack intensity will also affect the changes in
network performance. That is, as the attack intensity continues to
increase, the performance fluctuations of the UAV swarm will
also increase.

The effect of different topologies on UAV swarm resilience is
shown in Figure 4, and for comparison purposes only the average
of 100 experiments is given. In Figure 5 the error of the UAV
swarm resilience variation for different topologies is given.
Overall, the resilience of the UAV swarm under each topology
shows a large fluctuation. Among them, the fluctuation of the

FIGURE 5 | Errors of UAV swarm resilience under different topologies. In the figure, the red pentagon is the mean of 100 experiments. The pink ribbon is the
standard deviation of 100 experiments. The data for each experiment are the blue hollow tilted squares.
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UAV swarm resilience is the smallest under the RR network
topology (as shown in Figure 5D), i.e., it presents a stronger
rigidity. In contrast, the NW network shows greater fluctuations,
especially in increasing with the intensity of the attack
(manifested in Figure 5C by the unevenness of the ribbon

width). It is found that the reason for this phenomenon is
related to the generation methods of the four networks. The
RR network has the strongest regularity of degree distribution, so
each generated network is highly similar and shows high
similarity under the same attack strategy. NW network first

FIGURE 6 | Influence of parameter β on the resilience of the four networks. To reflect the difference, β is set to 0.1, 0.35, and 0.60, respectively. In addition, the
remaining parameters η, and p are set to 0.1.

FIGURE 7 | Influence of parameter η on the resilience of the four networks. To reflect the difference, η is set to 0.1, 0.6, and 1.1, respectively. In addition, the
remaining parameters β, and p are set to 0.1.
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generates ring network and then connects randomly. When the
attack intensity is low, the network fluctuation is small. However,
when the attack intensity exceeds a limit (as shown in Figure 5C,
8 nodes are deleted), the network changes dramatically, resulting
in dramatic differences in UAV swarm performance. By
comparison, the regularity of BA network is weaker than RR
network and stronger than NW network. Therefore, the error
fluctuation of the BA network is between the two, i.e., the error
exists but the fluctuation is not obvious (shown in Figure 5C as a
more uniform color band). ER networks are more like a
combination of BA and RR networks, i.e., like BA networks
with large errors, and like NW networks with insignificant
thresholds.

Parameter Influence
In Section 4.1, we analyzed the impact of topology on the swarm
performance, and in Section 4.2, we analyze the impact of attack
intensity on the resilience of the swarm. In this section, we will
analyze the influence of four parameters on the resilience of the
swarm. The experimental results are shown in Figures 6–8.
During the experiment, for comparative analysis, we set the
attack intensity constant to 0.25.

The influence of the parameters on the performance of the four
types of networks is shown in Figure 6. We can find that the
parameters β affect more on the performance of the BA network,
and less on the other three networks. Especially, in Figure 6A,
when β is 0.1, 0.35, and 0.60, the performance of the network is
0.93321, 0.97831, and 0.99412, respectively, and the corresponding
network resilience is 0.359169, 0.42269, and 0.44504. Through
analysis, it is found that as β increases, the difference in node
capacity also increases significantly. After load balancing, more

nodes will be overloaded, which will affect the performance of the
swarm and cause the resilience of the swarm to fluctuate.

Figure 7 shows the impact of tolerance coefficient on network
resilience. In Eq. 1, we define the tolerance factor, which
characterizes the ability of an unmanned aerial vehicle to be
overloaded. Larger tolerance factor means that the node can
withstand more work without crashing, and vice versa. It can be
seen in Figure 7 that the tolerance factor can affect the
performance of the four networks, but there are significant
differences in the degree of impact. The tolerance factor has a
small impact on the performance of the BA network and a greater
impact on the RR network. Through the topology analysis of the
network, it is found that the degree distribution of the BA
network presents a power-law distribution, with greater
differences, while the degree distributions of the other three
networks are less different, especially the RR network.

The parameter η can affect much on the performance of the
BA network, and little on the other three networks. Especially, in
Figure 8A, when β � 0.1, 0.35, and 0.60, the performance of the
network is 0.93321, 0.97831, and 0.99412, respectively, and the
corresponding network resilience is 0.359169, 0.42269, and
0.44504. So, we find that when it increases, the difference in
node capacity also increases significantly. After load balancing,
more nodes will be overloaded, which will affect the performance
of the swarm and cause the resilience of the swarm to fluctuate.

CONCLUSION

UAV swarm have attracted more and more attention. In the
missions, the UAV itself or its communication is often subjected

FIGURE 8 | Influence of parameter q on the resilience of the four networks. To reflect the difference, q is set to 0.1, 0.6, and 1.1, respectively. In addition, the
remaining parameters β, and q are set to 0.1.
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to random interference or malicious attacks, which causes the
UAV to fail or to interrupt the communication. When the UAV
swarm is out of interference or the repair command is executed,
the performance of the UAV swarm will be restored to a certain
extent. However, how to measure the changes in UAV swarm’s
performance during this process is important, and it is also the
key to determining whether the UAV can continue to perform its
mission. Based on this motivation and considering the load
balancing process of the UAV swarm after interference, we
propose a UAV swarm resilience evaluation model that
considers load balancing. In this process, the UAV node
capacity model, load balancing model, overload failure model
and performance resilience model are established. Finally, the
resilience change process of the UAV swarm under different
topological structures and parameters is analyzed. In the test
process, following the characteristics of the model, we use degree
attacks to test the resilience of the network. We find that attack
intensity is the most important indicator that affects the
performance of UAVs. With the increase of attack intensity,
the performance of UAV swarm decreases rapidly, especially the
performance of UAV swarm with BA network structure. Under
different parameters, the performance of UAV swarm with a

scale-free characteristic topology also decreases rapidly, but
different parameters have different degrees of influence.
Therefore, when the UAV swarm is configured with the
capacity of the node degree and is attacked by the degree, the
performance of the UAV degrades the fastest and the resilience
changes the most.
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