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Event extraction in the field of public opinion aims to extract important event

arguments and their corresponding roles from the moment-to-moment

generated opinion reports. Most of the existing research methods divide the

task into three subtasks: event trigger extraction, event type detection, and

event argument extraction. Despite the remarkable achievements of the event

argument extraction paradigm combining part-of-speech (POS) and event

trigger features, the performance of POS features in combinatorial event

argument extraction tasks is struggling due to its inherent semantic diversity

in Chinese. In addition, previous research work ignored the deep semantic

interaction between event trigger and text. To address the aforementioned

problems, this paper proposes an opinion event extraction model (NN-EE)

combining NSP and NER, which alleviates the lack of performance of

combinatorial event argument extraction by introducing NER technology.

Meanwhile, the event trigger features are incorporated into the NSP

mechanism of the pre-trained language model BERT to prompt the model

to learn the deep semantic interaction between the event trigger and original

text. The results of the self-constructed food opinion report dataset (FD-OR) in

this paper show that the NN-EE model achieves optimal performance.
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1 Introduction

With the rapid development of the Internet, more and more people choose to share

what they see and hear around them through social media. In the face of massive data

dissemination, quickly, accurately, and automatically extracting event types and their core

arguments from the data has become an urgent problem in the field of public opinion

event analysis. A key technology in the field of information extraction, event extraction

has attracted extensive attention in recent years, aiming at identifying event types from

unstructured texts and extracting important arguments with different roles from them

manually or automatically. As shown in Figure 1, for a given input text, the event

extraction model first identifies the event trigger “Crack down” contained in the text and

uses this as an important clue to judge the event type the text belongs to: “Counterfeit.”

Then, using the previously identified trigger “Crack down” and the named entities
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identified in the text as clues, the event argument and their

corresponding roles of the event “Counterfeit” is extracted from

the text by the event argument extraction model, that is, {“Place

of occurrence”: “Dongxing,” “Counterfeit food”: “G7coffee,”

“Counterfeit brand”: “G7”}.

To automatically extract the core event arguments and their

corresponding roles from the text, most of the early research

methods used the pipeline-based event extraction framework

[1–4]. Under this framework, the task was divided into three

subtasks, event trigger extraction, event type extraction, and

event argument extraction. Although the pipeline-based

framework has good flexibility, the results of event argument

extraction tasks are completely dependent on the performance of

the event trigger extraction task. At the same time, because the

execution of the three subtasks is completely independent, the

error propagation between models is irreversible, and the model

has a serious error accumulation problem.

In view of the aforementioned problems of the pipeline

framework, in recent years, a large number of end-to-end

joint event extraction frameworks have been proposed and

have achieved excellent performance [5–9]. The extraction of

event triggers and event arguments can be performed

simultaneously by the joint framework. Although this

framework can avoid the error accumulation problem, to the

best of our knowledge, none of the joint frameworks make good

use of semantic dependencies and ignore the relationship

between event triggers and event arguments.

Currently, neural networks are widely used in the research of

event extraction tasks, and by introducing pre-trained models,

syntactic features, and semantic features, the performance of

neural network models has been continuously improved, and

they even perform well on multilingual event extraction tasks

[11–15]. However, the POS feature, a grammatical feature

commonly used in event extraction, does not perform well in

the task of extracting combined event arguments in the Chinese

text [3].

In this paper, we propose a novel approach to use the triggers

from the already well-performing event-triggered word

extraction task with the original text as input to the NSP task

by the NSP mechanism, thus prompting the model to learn the

deep semantic interactions between the event trigger and original

text. In addition, we also introduce the named entity recognition

(NER) technology to solve the problem that the model does not

perform well for combinatorial event argument extraction in

Chinese. In turn, an event extraction framework combining Next

Sentence Predict (NSP) and NER is developed, which solves the

difficulty that the commonly used POS features make it difficult

for the model to accurately identify Chinese combinatorial event

arguments and deep semantic interaction between event trigger

features and text. Extensive comparative experiments were

conducted on the self-constructed dataset, and the results

show that the NN-EE model proposed in this paper achieves

optimal performance, proving the effectiveness of the event

extraction model combining the NSP mechanism with the

NER technique, and the model performance is improved.

The main contributions of this paper are summarized as

follows:

(1) In this paper, we proposed an event argument extraction

model combining the NSP mechanism to deepen the deep

semantic interaction between event triggers and text by

introducing the NSP mechanism.

(2) Unlike previous research methods that only use POS features

to stitch with word-embedding vectors, this paper stitches

entity-type label-embedding vectors with word-embedding

vectors, which can significantly improve the accuracy of the

event argument extraction model in identifying Chinese

combinatorial event arguments.

(3) In this paper, we constructed a dataset for the food opinion

reporting domain (FD-OR) with a complex syntactic

structure and wide semantic coverage of the corpus, and

our model achieves optimal performance on this dataset.

FIGURE 1
Example of event extraction task. There is a “Counterfeit” event in this text, where “Crack down” is an event trigger, and other colored and bold
words are important arguments in “Counterfeit” events, with their corresponding roles in bold font mentioned previously.
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2 Related work

Previous research work can be divided into two frameworks

according to different stages of task execution, one is the pipeline

framework and the other is the joint framework.

2.1 Pipeline framework

DMCNN framework: Ref. [2] proposed a method based on a

dynamic multi-pooling convolutional neural network

(DMCNN), which uses dynamic multi-pooling layers

according to event triggers and candidate arguments to

capture sentence-level clues without using complex NLP tools

and more comprehensively retain information. However, this

method is not flexible enough to cope with the situation where

there is only one event in a sentence but multiple occurrences of

the same trigger, which often occurs in real texts.

QA-based framework: Proposed a method to transform

event trigger extraction and event argument extraction into a

question answering (QA) task to extract event arguments in an

end-to-end manner. This method can extract event arguments

that appear during training. Meanwhile, Ref. [4] proposed a

method to transform the event extraction task into a multi-round

question-and-answer task. Ref. [13] proposed a method to

transform the event extraction task into a machine reading

comprehension task. However, they all ignored the deep

semantic interaction between event triggers and original text.

2.2 Joint framework

JMEE framework: Ref. [14] proposed a novel multiple-event

extraction (JMEE) framework. By introducing synchronous

shortcut arcs to enhance information flow and an attention-

based graph convolution network to simulate graph information,

multiple event triggers and parameters and their roles can be

jointly extracted. However, the joint frameworkmentioned above

makes good use of semantic dependencies and ignores the deep

relationship between event triggers and event arguments.

Cas EE framework: Ref. [15] proposed a method to extract

overlapping events by cascading decoding. This method carries

out event type detection, event trigger extraction, and event

parameter extraction in turn, in which all subtasks learn

together in a framework, so that the dependency between

subtasks can be captured, which successfully solves the

overlapping problem in event extraction. Meanwhile, Ref. [16]

proposed a deep learning model using a bidirectional recurrent

neural network (RNN) to induce shared hidden representations

of words in sentences for all three subtasks, and the method could

improve the performance of event extraction using the

interactions between subtasks. However, while all the

aforementioned models learn deep relationships between event

triggers and text, no other semantic or syntactic features are used

to improve the overall performance of the models.

3 Methods

The purpose of EE is to extract event triggers and detect the

event types, event arguments, and their corresponding roles

contained in a sentence. In this paper, the event extraction

task is modeled using the pipeline framework and is divided

into three subtasks: event trigger extraction, event type detection,

and event argument extraction.

In this paper, the event type detection task is considered a

multi-label classification task and the event trigger extraction

task as a NER task. This paper also uses the BERT–BLSTM

model combining the sigmoid function as the event type

detection model and the BERT–BLSTM–CRF model as the

event trigger extraction model, which has been shown to

perform excellently in previous NER tasks [17]. The models

for both of these tasks already have F1 values above 99% on the

FD-OR dataset constructed in this paper, and there is little

room for further optimization. Therefore, in this study, we

only optimize the event argument extraction models with

poorer performance. This study mitigates the lack of

performance of combinatorial event argument recognition

in the event argument extraction task by introducing the

NER technique; at the same time, by incorporating event

triggers into the NSP mechanism of the pre-trained

language model Bidirectional Encoder Representations from

Transformer (BERT) [18], the event argument extraction

model is motivated to learn the deep semantic interactions

between the event trigger and the original text. The

improvement in performance of the event argument

extraction model is achieved by the aforementioned method.

Denoted by S � {c1, c2, c3, . . . , cn}, a sentence of length n,

where ci denotes the ith character; by E � {e1, e2, e3, . . . , ek}, the k
entities in the sentence, where k is the total number of entities in

the sentence; by V � {v1, v2, . . ., vm}, the m events in the

sentence, where m is the total number of events occurring in

the sentence; by T the event trigger word corresponding to the m

events in the sentence; and by using BIO annotation to label each

token ci with corresponding label yi, to indicate the case where

the event argument corresponding to the event type consists of

one or more consecutive characters.

The NN-EE model proposed in this paper is an

improvement on the BERT–BLSTM–CRF model, which

consists of the following two main modules: (i) char

encoder, which represents sentences with vectors and

improves the performance of the model for combinatorial

event argument extraction by introducing the entity type label

feature; (ii) the event argument extraction decoder, which

enhances the model’s learning of deep semantic interactions

between the event trigger and the original text by using event
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triggers as the text1 of the NSP mechanism. We first obtained the

encoding of the input text through the BERT layer and stitch it

with the NER features, and finally got the current event type

corresponding to the event arguments and its role through the

BLSTM + CRF layer, as shown in Figure 2.

3.1 Char encoder

In the char encoder, the char embedding corresponding to

each token ci in the sentence is obtained by the BERT pre-

training model. In order to solve the problem of unsatisfactory

performance in the event extraction task for the recognition of

combinatorial event arguments in Chinese, this paper splices the

char embedding with the entity-type label-embedding vector,

thus transforming ci into a real-valued vector xi.

• Character vector for ci: When a character passes through

the BERT model, character vectors Z � {z1, z2, z3, . . . , zn} are

generated, as shown in the following equation:

Z � {z1, z2, z3, . . . , zn} � BERT encoder(S). (1)

where S � {c1, c2, . . . , cn}, is a sentence of length n.

• Entity-type label feature for ci: This is used to extract the

required entity types by using the public NERmodel in the open-

source Chinese natural language processing tool HanLP to

identify the event arguments that occur in the sentence. The

entities appearing in the sentence are then labeled with their

entity type at the position corresponding to the characters, and

“O” at other positions. The entity type labels are then

transformed by the embedding layer into a real-valued

vector B � {b1, b2, b3, . . . , bn}.
Then, the method of obtaining the representation X of the

token used for argument extraction is needed, as shown in the

following equation:

X � [Z;B], (2)
where [-;-] denotes the splicing of the vectors.

The conversion xi from token ci to a real-valued vector is to

convert the input sentence S � {c1, c2, c3, . . . , cn} into a string of

real-valued vectors X � {x1, x2, x3, . . . , xn}. The sentence vectors
are then used as input to the next model in turn, so that the model

learns a more efficient vector representation for the event

argument extraction task.

3.2 Event argument extraction decoder

In order to enhance the connection between the preceding

and following subtasks in the pipeline framework, this paper uses

the output of the event trigger extraction task and the event type

detection task as priori knowledge to play a role in the event

argument extraction task. In this paper, we use the BIO

annotation method to annotate each ci in a sentence with its

corresponding label yi.

FIGURE 2
Structure diagram of the event argument extraction model. It illustrates the event argument extraction process for one sentence.

Frontiers in Physics frontiersin.org04

Zhang et al. 10.3389/fphy.2022.1044919

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1044919


In this paper, the BLSTM–CRFmodel is used to complete the

decoding of the event argument extraction task, and the

aforementioned real-valued vector X � {x1, x2, x3, . . . , xn} is the
input of the BLSTM layer. After the BLSTM layer outputs the

hidden layer vector H � {h1, h2, h3, . . . , hn}, the vector

dimension is changed to the total number of label categories

to be identified through the fully connected layer, thus obtaining

the input P � {p1, p2, p3, . . . , pn} of the CRF layer. The output of

the fully connected layer can only obtain the relationship

between S � {c1, c2, c3, . . . , cn} and the tagged BIO labels, but

lacks the consideration of the relationship between BIO labels,

thus some invalid BIO labels are predicted. With the conditional

random field (CRF) method, the predicted BIO tags can be

constrained to reduce the probability of predicting invalid

BIO tags, and the final output is a sequence of tags L �
{l1, l2, l3, . . . , ln} consisting of each token ci corresponding to

tag li predicted by the model. The loss function of the model is as

shown in the following equation:

LOSS � ∑n

i�1l(CRF(pi), yi), (3)

where l(CRF(pi), yi) is the negative log likehood of the

comparison between the predicted value CRF(pi) of the entity

model and the true value yi of the sequence labeling.

To improve the precision of the BLSTM–CRF model in

extracting event arguments corresponding to event types, in

this paper, event type names are spliced on both sides of the

original sentence and encoded as part of the input sentence. By

acting through the BLSTM layer, the event type names on both

sides of the input sentence cause the hidden layer vectors

corresponding to the characters in the original sentence to

learn information about the event type, thus improving the

overall performance of the model.

Because in the FD-OR constructed in this study, important

event arguments often appear before and after the trigger

(Figure 1), “Counterfeit food” appears at a position one

character away from the trigger word, making deep semantic

interaction between the event trigger word and the original

sentence, which is crucial to improve the performance of

event argument extraction.

In order to solve the challenge, this paper introduces the

approach of combining the NSP task in BERT to capture the

relationship between the event trigger and the original

sentence as mentioned in Ref. [10]. The NSP task in the

BERT model is to predict whether two sentences are

preceding or following sentences, and the similarity

between two sentences text1 and text2 is calculated by the

text similarity task; if they are similar, then it is considered that

text2 is the next sentence of text1, and vice versa. In this

process, the long-distance interdependent features in the

sentences are captured by BERT’s multi-headed self-

attention mechanism, which enables deep semantic

interaction between text1 and text2 and captures the

relationship between text1 and text2. The attention formula is:

Attention(Q,K,V) � sof tmax(QK��
dk

√ )V, (4)

where Q (query) is the query vector, K (key) is the queried vector,

V (value) is the content vector, and dk is the dimensionality of

Q,K. In the self-attention mechanism, Q is xi and K, V is

X � {x1, x2, x3, . . . , xn}. Multi-headed self-attention is a

mechanism that divides Q, K, and V into multiple branches

to learn different features.

There are two special symbols [CLS] and [SEP] in BERT.

[CLS] indicates that the feature is used in a classification model;

for non-classification models, this symbol can be omitted. The

[SEP] symbol is used to break the two sentences of text1 and

text2 of the input. After splicing the event argument names and

performing the input processing for the NSP task in this paper,

the input to the model is shown in Figure 2.

The NSP task is applied to the proposed event argument

extraction model by using the event trigger word as text1 in the

NSP task and the original sentence as text2. The NSP task enables

deep semantic interaction between the event trigger and the

original sentence, thus improving the performance of the event

argument extraction model. In addition, the entity type labels of

the two parts mentioned previously are complemented with “O”

for the corresponding characters.

4 Experimental results

4.1 Experimental dataset

In this paper, Chinese food opinion report data were

constructed as the experimental dataset. The corpus of news

reports in the experimental dataset was particularly sourced from

China Quality News Network, which is under the supervision of

the State Administration forMarket Regulation of China, and the

TABLE 1 Pre-defined event schema of FD-OR.

Event type Event role

Counterfeit (fake) Sales time (sell time), (place), counterfeit brand
(be faked brand), counterfeit food (be faked
food), and fake the manufacturer involved (fake
factory)

Exceed the standard (exceeded) Sales time (sell time), (place), counterfeit brand
(over standard food), counterfeit food (over
standard item), and manufacturers involved in
exceeding the standard (over standard factory)

Presence of foreign body (have
foreign substance)

Sales time (sell time), (place), presence of foreign
body food (food with foreign substance), foreign
body present (foreign substance), and
manufacturers involved in foreign bodies
(foreign substance-related factory)
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Chinese mainstream news platforms Baidu News and Today’s

Headlines. The dataset is available at http://180.76.244.155:8080/

FD-OR.zip. Three event types were included in the dataset.

Different event types corresponding to different event

arguments are as shown in Table 1.

In the ratio of 7:2:1, the experimental dataset is divided into

three parts: training set, testing set, and validation set. The

specific dataset division is shown in Table 2.

Another dataset is the food safety news reports dataset (FD-SR).

Five event types were included in the dataset. Different event types

corresponding to different event arguments are shown in Table 3.

4.2 Evaluation standard setting

In this paper, the experimental results of precision, recall, and

F1 score are used as model performance measures.

The formula for calculating the precision is:

P � TP

TP + FP
, (5)

where TP indicates the number of classes that are themselves

positive and that the model correctly predicts as positive, and FP

indicates the number of classes that are themselves negative and

that the model predicts as positive.

The formula for calculating the recall is:

R � TP

TP + FN
, (6)

where TP is the same as the aforementioned formula and FN

indicates the number of classes that are themselves positive but

that the model predicts as negative.

The formula for calculating the F1 score is:

F1 � P*R*2
P + R

. (7)

The FD-OR constructed in this paper is a balanced

dataset, and precision and recall are two contradictory

metrics. The F1 score is essentially the summed average of

precision and recall, so in order to better evaluate the

performance of the model, the F1 value is used as the overall

evaluation metric to balance precision and recall, and the loss

function during the training process is shown in Figure 3.

4.3 Experimental parameter settings

In terms of experimental parameter settings, the main

parameter information of the model in this paper is finalized by

experience, continuous experimentation and adjustment, and

corpus specifics. The hidden layer of the BERT model has

12 layers and its output vector dimension is 768; the hidden

layer of the BLSTM model has an output vector dimension of

256, and the dimension of the entity type label vector is 80. One of

the open-source deep learning frameworks, PyTorch (https://

pytorch.org/), was used to build the experimental platform to

develop deep learning models. In the experiments, the values of

the main parameters of the proposed model in this paper are as

shown in Table 4. The hyperparameters in the experiments were

determined by the specifics of the experiments and the corpus.

Following the empirical value, we set the output vector dimension of

the BLSTM model as 256, when the parameter is set to dimensions

of entity-type label vector as 80, epochs as 40, max length as 150, and

learning rate as 1e-5, the model obtains the optimal performance.

4.4 Experimental results and analysis

Through the following experiments, the NN-EE model

proposed in this paper is compared with the following neural

network-based event argument extraction models.

1) Baseline: This model is the BLSTM–CRF model.

2) BERT–BLSTM–CRF: This model is the BERT + Baseline model.

TABLE 2 Experimental dataset.

Dataset Training Validation Test Event type

FD-OR Number of sentences 1800 257 514 3

Avg event argument 3 2 3 -

TABLE 3 Pre-defined event schema of FD-SR.

Event type Event role

Food sampling
announcement

(food name), (time), (testing unit), and (units
involved)

Malignant emergencies (time), (position), (consequences), (number of people
affected), and (units involved)

Food quality defects (food name), (manufacturer), (quality defects), and
(food purchase source)

Production environment
exposure

(time), (place), (unit involved), (type of production
environment), and (exposure issues)

Off-line dining
complaints

(time), (place), (unit involved), (complaint food), and
(complaint type)
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3) BERT–BLSTM–CRF + NER: This model is based on the

BERT + Baseline model, where all entities appearing in the

sentence are annotated, and then the entity type labels are

encoded to be spliced with the output of the BERT layer,

which is then input to the BLSTM layer.

4) Baseline + NSP: The model is based on the BERT + Baseline

model and introduces the NSP mechanism from the BERT

model. In this mechanism, the event trigger is used as text1 for

this task, the symbol “ [SEP],” and the original sentence are

spliced together and used as model input.

5) NN-EE: Themodel is a combination of the BERT + Baseline +

NER model and the BERT–BLSTM–CRF + NSP model

described previously.

Table 5 shows the overall performance of the

aforementioned models on the FD-OR, a self-constructed

dataset in this paper. In addition, to demonstrate the

stability of our proposed model, we conducted comparative

experiments on another dataset of food safety news reports

(FD-SR). From the results, we can observe that our proposed

model combining NSP and NER for public opinion event

extraction (NN-EE) achieves the best F1 score across all the

compared methods. NN-EE improves the F1 score to 96.83%,

which is an improvement of 1.11% compared to the baseline

model. It can be observed from experiments 1 and 2 that the

recall of the model increased and the precision decreased, and

from experiments 1 and 3 that the recall, precision, and

F1 score of the model decreased when combining the NSP

mechanism, and from experiments 1 and 4 that the precision,

recall, and F1 score of the model increased. This shows that

using either the NSP mechanism or the NER technique model

performance alone will decrease the performance of the

model. The reason is that the NSP mechanism inherent in

the BERT model can capture the semantic similarity between

text_a and text_b. In this paper, the NSP mechanism can

prompt the model to focus on the semantics of different

parts of the text in the face of different trigger words and

event types, alleviating the semantic interaction between the

three that has been ignored in previous research work and

improving the NER model’s targeted extraction of

relevant entities’ capability of the NER model. Our NN-EE

achieves optimal performance and demonstrates the

effectiveness of combining the NSP mechanism with the

NER model.

A specific event extraction example is presented to further

explain our model, as shown in Figure 4. We first obtained the

TABLE 4 Experimental parameter setting.

Parameter Value

Epochs 40

Batch size 8

Dimensions of entity-type label vector 80

Maximum length 150

Learning rate 1e-5

Layer of BERT 12

Dimensions of BERT 768

Function of BERT Tanh

Layer of BLSTM 2 layers

Dimensions of BLSTM 256

Function of BLSTM ReLu tanh

FIGURE 3
Loss function during the training process.

Frontiers in Physics frontiersin.org07

Zhang et al. 10.3389/fphy.2022.1044919

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1044919


initial input event trigger word: 不合格 (failure) by the

BERT–BLSTM–CRF trigger word extraction model, while

regretting the use of the BERT–BLSTM event type detection

model combined with the sigmoid function to obtain the event

type: exceedance, and also the initial input sequence of named

entities N � {O,O,O,/,B − TRI, I − TRI, I − TRI,O}. Then,

we formed the token sequence S �
{[CLS], hit, fake, [SEP], fake,w1, . . . .,wn, fake, [SEP]} by

splicing the event trigger, event type, and input text according

to the input format of the BERT model and obtain the event

arguments and their roles in it using our proposed NN-EEmodel.

For example, {manufacturer involved in exceeding the standard:

Guilin Guanfeng Beverage and Food Co., Ltd., exceeding the

standard food: walnut powder, exceeding the standard item:

mold}. Finally, we combined the obtained entity results with

the trigger words and event types obtained from the upstream

task to complete the event extraction for this text.

5 Conclusion and discussion

In this paper, we propose an opinion event extraction

model (NN-EE) combining NSP and NER, which solves the

problem of insufficient performance in recognizing

combinatorial event arguments in Chinese text by

introducing NER technology. At the same time, by

incorporating event trigger word features into the NSP

mechanism of the pre-trained language model BERT, the

model is motivated to learn the deep semantic interactions

between the event trigger and original text. The model

achieves optimal performance on FD-OR, a self-

constructed food opinion reporting dataset in this paper,

and the experiments demonstrate the effectiveness of the

model. In the future, we will optimize the performance

of the model in handling event arguments that are nested

entities.

TABLE 5 Experimental results of event extraction.

Model FD-OR data FD-SR data

P (%) R (%) F1 (%) P (%) R (%) F1 (%)

Baseline 92.64 83.22 87.66 79.32 74.21 76.67

BERT + Baseline 97.11 94.37 95.72 85.12 84.77 84.94

BERT + Baseline + NER 97.82 95.51 96.65 88.47 84.33 86.35

BERT + Baseline + NSP 96.93 95.22 96.36 92.64 83.22 87.66

NN-EE (ours) 98.19 95.51 96.83 89.22 86.75 87.96

P, R, F1 have been mentioned in the section Evaluation standard setting. The explanation of FD-OR data, FD-SR data has been given in section Experimental dataset.

FIGURE 4
Case study.
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