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With the increase of point cloud scale, the time required by traditional ICP-

related point cloud registration methods increases dramatically, which cannot

meet the registration requirements of large-scale point clouds. In this paper, a

fast registration technique for large scale point clouds based on virtual

viewpoint image generation is studied. Firstly, the projection image of color

point cloud is generated by virtual viewpoint. Then, the feature is extracted

based on ORB and the rotation and translation matrix is calculated. The

experimental results show that the registration time of the proposed method

is about 1s when the size of the point cloud is from 300,000 to 2 million, which

is improved by 17–258 times compared with the traditional ICP registration

method, and the registration error is reduced by 80% from ICP 5.0 to 1.0. This

paper provides a new idea and method for large-scale color point cloud

registration.
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Introduction

The optical 3D sensor based on structured light illumination is affected by the

limitation of the depth of field and the range of field of view of the lens as well as the self-

occlusion of the object. It needs to conduct multi-angle point cloud imaging of the

measured object, and then unify the point cloud data to the global coordinate system

through point cloud registration [1, 2], so as to obtain the complete 3D point cloud data of

the target object.

There are four main methods for point cloud registration: direct registration,

feature-based, deep learning and image-based. 1) Based on point cloud direct

registration, there are mainly ICP [3, 4], GO-ICP [5, 6] and other algorithms.

Theoretically, the accuracy is high, but when the scale of the point cloud is large,

the computation is too large, and the time is too long. 2) Feature-based point cloud

registration mainly includes PFH, FPFH, 4PCS and super-4PCS [7]. It is mainly limited

by the fact that the feature extraction algorithm cannot completely and accurately

describe the point cloud features, and the high computational amount and complexity
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of some feature extraction and description algorithms affect the

practical application of the registration algorithm. 3) Point

cloud registration based on deep learning [8–10] mainly

includes PointNet, PointNet+, PointNet++, PointNetLk [8]

and other network structures. Limited by the point cloud

disorder and no spatial structure, it cannot be sampled on

regular grids and processed as image pixels, and lacks color

information, deep learning can generally only be used to

process the relative positions of points, which limits the

application of this technology. 4) Based on the point cloud

registration of intermediate media such as image [3, 4, 11–13],

the projection image, optical image or depth map is used to

convert the 3D point cloud registration problem to the 2D

image matching problem, and the transformation parameters

between point clouds are indirectly calculated by using the 2D

image registration algorithm. Such algorithms often have high

timeliness and matching accuracy. However, most applications

do not have corresponding optical images or intensity images,

so there are certain limitations.

In this paper, large-scale color point cloud registration is

realized based on ORB feature extraction [14] and matching of

virtual viewpoint projection images. Firstly, the color image is

obtained by the color point cloud projection based on the virtual

viewpoint. Then, the ORB is used to extract the image features

and registration, and the rotation and translation matrix between

the virtual viewpoint images is solved. The rotation and

translation matrix are used to register the point cloud.

Experimental results show that, compared with ICP method,

the registration can be achieved with high precision without the

limitation of initial pose and rotation at any Angle. At the same

time, different from the ICP method, the registration time

increases with the increase of the size of the point cloud, the

registration time of the proposed method is about 1s, and the

registration accuracy is 20% of the ICP registration accuracy

FIGURE 1
Registration of the first two clusters of point clouds.

FIGURE 2
Virtual view imaging and feature extraction and matching of two cluster point clouds. (A) the virtual view image of Figure 1A, (B) the virtual view
image of Figure 1B.
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when the scale of the point cloud is 300,000 ~2 million. The

experimental results confirm that the virtual viewpoint based

large-scale point cloud registration technology proposed in this

paper can achieve high speed and high precision point cloud

registration. It provides a new idea for the registration of large-

scale point clouds.

ORB color point cloud fast
registration technology based on
virtual viewpoint

Rigid point cloud registration is essentially for the

transformation matrix between the two group of point cloud

clusters [R|t], in which R is rotation matrix, t is translation

matrix. This paper proposes a rapid image registration

technique based on virtual view images, will first XYZ color

point cloud images projected into 2d images in the Z axis

direction, and then use the ORB in the 2D image feature

extraction algorithm for matching feature points, then

according to the matching feature points by using SVD

decomposition or least square method to solve R, t matrix.

Finally using the transformation matrix [R|t] to coordinate

transformation of color point cloud, so as to realize two clusters

of color of point cloud registration.

Figures 1A,B show two clusters of colored point clouds before

registration, and the scale of point clouds is about 500,000 points.

The point cloud of Figure 1B is obtained by rotation and

translation of the point cloud of Figure 1A. Two group of

point cloud clusters to get Z axis direction projection

direction of the virtual view image (Figures 2A,B), according

to the virtual view + Z direction projection image, respectively,

using the ORB to feature extraction and feature matching to get

FIGURE 3
Registration results of two clusters of point clouds (A) registration results of point clouds (B) fusion results of two clusters of point clouds.

TABLE 1 Rotation and translation parameters of point cloud B.

The serial number Rotation(R) Translation(t)

1 Around the Z axis: 30° [-3.3, 1.0, -2.4]

2 Around the Z axis:60° [1.5, 1.9, 2.5]

3 Around the Z axis:90° [-0.5, -4.2, -2.7]

4 Around the Z axis:120° [4.1, -3.5, 3.3]

5 Around the Z axis:150° [0.4, 5.0, -4.2]

6 Around the Z axis:180° [-0.6, -3.9, 4.6]

7 Around the Z axis:210° [-4.9, 2.7, 3.2]

8 Around the Z axis:240° [3.7, -4.2, -1.0]

9 Around the Z axis:270° [-2.4, 3.0, -0.7]

10 Around the Z axis:300° [4.1, -3.2, -2.4]

11 Around the Z axis:330° [-3.5, -3.7, 3.7]

12 Around the Z axis:360° [0.8, 0.5, -3.6]

TABLE 2 Comparison of registration time and error of different
rotation and translation matrices.

Number
of point cloud

Time(s) Error (mm)

Our method ICP Our method ICP

1 0.92 26.72 0.79 36.16

2 0.84 33.57 0.97 107.6

3 0.79 32.01 1.75 132.46

4 0.77 34.83 1.88 156.15

5 0.76 29.84 2.41 194.45

6 0.80 28.85 1.86 198.68

7 0.80 30.16 2.44 194.25

8 0.77 33.56 1.56 156.18

9 0.88 29.61 1.48 132.83

10 0.76 32.9 1.27 107.11

11 0.86 29.35 0.35 36.05

12 0.92 11.53 0.62 0.53
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the rotation of the virtual view image translation matrix [R|t],

registration results as shown in Figure 2C.

The virtual view image to extract the [R|t] is applied to the

second point cloud clusters, the second point cloud clusters

rotating shift to make it and the first bunch of point cloud

registration and two clusters of point cloud registration after

image, the Figure 3A is the difference in two clusters of point

cloud registration after color figure, one orange said first point

cloud clusters, green said the second point cloud clusters.

Figure 3B is the color result after the fusion of two clusters

of point clouds. Direct observation can show that the point

cloud registration method based on virtual viewpoint proposed

in this paper can realize the registration of two clusters of point

clouds.

Comparison of ICP and ORB
registration results and registration
time under different angle
transformation

Taking the collected color point cloud as the reference point

cloud data A, the point cloud contains A total of 464,966 color

points, and each data packet contains three-dimensional spatial

coordinates XYZ and color data RGB. The reference point cloud

data were rotated 30° counterclockwise around the Z-axis, and

the random translation of XYZ was increased within the range

of ±5 mm to generate color point cloud B to be registered. The

reference point cloud data A was rotated 12 times in total, with

the rotation Angle ranging from 30° to 360°, and 12 groups of

color point clouds to be matched were generated. The

transformation parameters of 12 groups of point clouds to be

registered are shown in the following Table 1 and in Figure 4.

Will then respectively stay 12 groups B using traditional ICP

registration color point cloud point cloud registration algorithm

and proposed in this paper, based on the virtual view of the ORB

image feature point cloud registration algorithm with A

benchmark color point cloud registration, and calculate the

registration after the color point cloud B′ and benchmark

color point cloud registration results: the mean absolute error

of specific formula is as follows:

Δ � 1
N

∑
N

i�1
(|xi − x0| +

∣∣∣∣yi − y0

∣∣∣∣ + |zi − z0|)

Where xi, yi, zi is the spatial coordinates of the color point cloud

after registration. and x0, y0, z0 is the base color point cloud

space coordinate. N = 464,966 indicates the total number of point

clouds in a point cloud cluster.

The registration time and error of 12 groups of color point

cloud B to be registered and reference color point cloud A are

shown in Table 2.

Compared with the traditional ICP method, the registration

time of the proposed method is about 3% of the traditional ICP

method, and the registration time is about 1s for the color point

cloud with a scale of 500,000 points. In terms of registration

accuracy, the error of the traditional ICP registration method

increases with the increase of the point cloud offset Angle. When

FIGURE 4
Comparison of results: (A) point cloud registration time,(B) registration error.

TABLE 3 Comparison of registration time and error of different scales.

Number
of point cloud

Time(s) Error

Our method ICP Our method ICP

2,044,145 0.88 227.65 0.54 5.20

1,022,073 0.67 64.43 1.58 5.13

511,037 0.81 46.29 0.34 5.02

292,021 1.10 18.82 0.54 4.91
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the two-point clouds rotate 180°, the error reaches the maximum,

which is about 4 times of the error when the two group point

clouds rotate 30°. However, the registration error of the proposed

method is less affected by the rotation Angle, and the average

error is 2 mm at most, which is 2% of the traditional ICP

registration error. The registration result is shown in Figure 5,

FIGURE 5
Registration results of two cluster point clouds, (A) ICP (B) Our method.

FIGURE 6
Registration results of different scale point clouds, (A) Our method, (B) ICP.
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where Figure 5A is the registration result of traditional ICP, and

Figure 5B is the registration result of the proposed method.

Registration results and registration
times of ICP and ORB point clouds of
different sizes

A cluster of color point cloud with 2.04 million size was

collected by the color three-dimensional imaging equipment with

high precision acquisition mode, and four groups of reference

color point cloud A of different sizes were obtained after

simplification. By rotating 3° counterclockwise and adding

random displacements within a range of ±5 mm in the XYZ

direction, four groups of color point cloud data B with different

sizes to be registered were obtained. The proposed method and

ICP are used for point cloud registration test, and the test results

are shown in Table 3.

The registration results of four different scale point clouds are

shown in Figure 6, where Figure 6A is the registration results of

the proposed method, and Figure 6B is the registration results of

ICP. From the comparison results, it can be seen that with the

increase of the scale of point clouds, the time required for the

registration of traditional ICP point clouds is increasing

continuously, from 18.82 s for 300,000 point clouds to

227.65 s for 2 million point clouds. However, the registration

time of the proposed method has little correlation with the scale

of the point cloud, and the registration time is about 1s. From the

perspective of registration error, for small Angle point cloud

rotation of 3°, ICP has a high accuracy, which is not correlated

with the scale of point cloud, and the overall error is about 5 mm.

However, the registration accuracy of the method proposed in

this paper is also not correlated with the scale of the point cloud,

and the overall error is about 1mm, which is 20% of the

traditional ICP.

Discussion

Limited by the field of view of 3D optical imaging equipment

and the self-occlusion of the target to be measured, it is necessary

to image the target several times, and then achieve coordinate

unification through point cloud registration. As the precision of

data becomes higher and higher, the scale of point cloud becomes

larger and larger. With the increase of the scale of point cloud, the

registration time of existing global registration and semi-global

registration algorithms becomes longer and longer, which limits

the rapid development and application of optical 3D imaging

technology.

In this paper, a large-scale point cloud registration

algorithm is proposed based on ORB feature extraction

and matching of virtual viewpoint projection images.

Firstly, the color image is obtained by the color point

cloud projection based on the virtual viewpoint. Then, the

ORB is used to extract the image features and registration,

and the rotation and translation matrix between the virtual

viewpoint images is solved. The rotation and translation

matrix is used to register the point cloud. Compared with

ICP method, it is not limited by the initial pose and can

achieve high precision registration with any rotation Angle.

At the same time, the registration time of the proposed

method is about 1 s, and the registration accuracy is 20%

of the ICP registration accuracy when the scale of point

clouds ranges from 300,000 to 2 million. The experimental

results confirm that the virtual viewpoint based large-scale

point cloud registration technology proposed in this paper

can achieve high speed and high precision point cloud

registration. It provides a new idea for the registration of

large-scale point clouds and expands the application scope

and application scenarios of large-scale point clouds.
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