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A new quantummechanics mechanism theory based on statistical mechanics is

introduced. This theory is based on corresponding changes in the number of

states with associated energy changes at the observer and observed occurring

at observer 1) reset and 2) observation. It is shown that a) the change in the

number of states has different consequences than determining the “value”

obtained at observation, where each state is a possible interaction between the

system and the environment. The number of bits, as a measure of information

content, is determined in discrete cell size increments. Two experiments are

proposed to validate the introduced mechanism. The first experiment is to

determine the spatial and temporal characteristics of energy changes and how

they are related to the observer and observed during the entire measurement

process. The second experiment is designed to determine timing between

changes in the number of states in the system at observer reset. It is anticipated

that these experiments will demonstrate no time delay, an entangled process,

and, hence, explain delayed choice observations. Moreover, they would

demonstrate that bits not stored in the system are transferred to the

environment at observer reset, so when the number of inputs is greater than

the number of outputs, an energy change occurs and interference is observed

(wave characteristics). Conversely, if the number of inputs equals the number of

outputs, no energy change occurs and no interference is observed (particle

characteristics). It is envisioned that upon validating this mechanism theory, it

will further the understanding of the measurement process and entanglement’s

involvement in that process.
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Introduction

Quantum mechanics is used as a very effective tool in explaining numerous physical

phenomena as well as in many practical applications. There have been numerous attempts

to explore and understand the fundamental mechanisms in quantum physics that are

based on understanding the quantum measurement process. These measurements are

frequently performed and described as “collapse of the wave function”. The mechanism

between the inputs and outputs of observations is unknown. Feynman described the basis
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of understanding quantum mechanics is to understand the

mechanism of the double-slit experiment [1], whereas

Schrodinger described it based on the understanding of

entanglement [2, 3]. Though there have been numerous

descriptions of possible mechanisms, many are not testable

and even the ones that are testable have not been shown to

explain the observations.

This work introduces a new mechanism in which an

observation provides new information to the observer

regarding the state of the observed leaving the subsequent

state of the observed unknowable by the observer unless the

observer is reset (ability to make an observation). Using this

theory, the changes in energy due to entropic changes can be used

to determine when and where the energy changes due to an

observation (measurement) can be determined. This mechanism

postulates that information changes when observers are reset,

that is, equivalent to adding observers, which decreases the

number of superposition states at the observed and increases

the number of states in the environment, resulting in increased

energy in the environment. Observers’ observations have the

opposite effect where the states are transferred to the system and

energy in the environment is decreased. This is consistent with

the conservation of energy.

Quantum mechanics is used to determining the probability

of each possible observation. The number of possible

observations is inversely proportional to the amount of

information in a system, that is, the greater the number of

possibilities, the less information is available which is

associated with a corresponding increase in entropy. An

observation is a result of what an observer is capable of

observing after observer reset, which defines the domain of

the possible observations. The amount of missing information

is based on the resolution (cell size and type) used to define a

state, that is, how the information is defined. A state is defined as

a possible relationship between a system and the environment.

As the domain of the observation decreases, the number of

possible states decreases, and the probability of observing any

given state that exists prior to the observation increases.

In order to validate the introduced concepts, two experiments

are proposed. These experiments are designed to analyze energy

changes in the observed and observer due to a change in the

number of relationships in the systemwhen 1) the observer is reset,

2) the observer makes the observation, and 3) the observer is again

reset. The second experiment is designed to determine the time

relationship between the reset of the observer and changes at the

observed, particularly the possibility of no delay, which provides

additional insight regarding the mechanism of an observation.

Historical background

Early interpretations for possible mechanisms of quantum

mechanics were explained by Niels Bohr andWerner Heisenberg

and summarized in the “Copenhagen interpretation” [4], which

consists of several different but related views. Per these views, the

properties of particles do not exist without an observer’s

observation [5]. This was tested by an experiment designed by

Bell, which verified that properties may not exist prior to

observation [6]. Challenges to the Copenhagen interpretation

came from Bohm, who proposed the pilot wave interpretation

[7–9]. This was related to an earlier study by De Broglie known as

the De Broglie–Bohm interpretation [10]. It is a non-local theory

incorporating pilot waves, which has similarities to the

transactional interpretation involving a wave from the source

to the receiver and the receiver to the source [11]. A further

challenge came from Everett who proposed the many worlds

interpretation, which requires a splitting of universes each time

there is a wave function collapse [12]. Other proposed

mechanisms include a relational interpretation by Rovelli,

which involves the correlation between the system and

observers so different observers may observe different results

[13]. Retro-causality has also been considered as a possible

mechanism, where past events affect future events [14]. More

recent interpretations include quantum information theories

[15]. These theories range from predicting outcomes based on

how the system was prepared to involving the consciousness of

the observer [16]. However, these interpretations do not have

experimental validation. The Copenhagen interpretation is the

most mainstream, though it only applies to post measurements.

Similarly, information theory and statistical mechanics have

been shown to be related. Shannon demonstrated the similarity

between the equation for entropy and information [17–19],

which has been verified experimentally [20]. Landauer’s

results [21–24] followed by an in-depth analysis by Bennet

[25–27] demonstrated that in a typical gate where the number

of inputs is greater than the number of outputs, as in an ideal

“AND” gate, energy is consumed not in the computation but in

the reset of the gate so it can be reused. This decreases the number

of relationships at the gate (reset reduces unknown information.)

The number of superposition states at the gate decreases and

energy is dissipated to the environment, which results in

increased temperature. The information is copied into the

inputs of the gate at no energy cost. The gate output is

represented by only one value and has less information

content than the inputs. No energy is used until the reverse

computation is attempted. This is the reverse of the initial

computation, in which one input (the previous output of the

gate) results in two possible outputs (the two previous inputs to

the gate), which are now in a superposition of states (four total

number of possible states) [28, 29].

There are various definitions of entropy previously well-

presented in the literature. These include the relationship

between entropy and fractals, which are based on counting

fractal dimensions applied to dynamic entropic systems to

categorize loss of information [30–32]. The fractal distribution

of prime numbers has also been applied to physical systems [32].
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Fractal dimensions have been shown to provide a finer measure

of the complexity of a set up to infinity as a mathematical

abstraction; hence, it is not applicable to real-world physical

systems. However, fractals that incorporate finite iterative

recursiveness, pre-fractals, are useful in real-world applications

that improve entropy computations [30, 31]. Discreteness, finite

difference, is inherent in quantum mechanics, so infinite

iterations cannot be used for the non-zero probability of

events to measure entropy. Entropy needs to be compatible

with a defined measure for diversity (a discrete scale Rényi

entropy, a generalization of Shannon entropy) [30]. The

Weierstrass spectrum derived from the fractal

Weierstrass–Mandelbrot dimension function can be generated

by a quantum mechanical Hamiltonian for a weakly singular

potential [33]. The solutions for non-relativistic particles with

discrete energy levels that satisfy Schrodinger’s equation are

shown to form a geometric progression when the spectrum is

compatible with the Weierstrass form for an initial fixed negative

energy level under certain weakly singular potential [34].

More recent considerations for analyzing quantum

mechanical systems are based on wavelet analysis, which is

localized in both time and frequency and can be optimized by

the selection of the proper scale factor for specific applications.

Fractional wavelet transforms provide time and fractional

domain information simultaneously, which are a

generalization and improvement of the classical wavelet

transform in the functional Fourier transform domain,

localized only in frequency. Wavelet basis is used to

investigate the function’s behavior in the time-frequency plane

of the Heisenberg box. The choice of the family of wavelets affects

how the wavelet transforms and has been evaluated for positive

definite distributions, which have applications to quantum

mechanics and the determination of entropy [30]. Adaptive

multi-scale wavelet decomposition improves classical signal

processing techniques by including graphical structure

information in the analysis, and it has extended technological

capabilities for graphic signal processing [35]. A relevant

application has been in Shannon entropy-based adaptive

decomposition algorithms [36].

Methodology

This theory introduces the mechanism in quantum

mechanics as a function of entropy and information.

Moreover, it makes an analogy between a computer “AND”

gate and double-slit systems. Based on this analogy, several new

interrelated concepts are introduced for the mechanism in

quantum mechanics observed in multi-slit systems. These

include the following:

1. Statistical mechanics is related to that of quantum mechanics.

If the number of states (multiplicity), not value, is significant,

then quantum mechanics can be related to statistical

mechanics in physical systems. Both deal with the number

of physical states that result in a macroscopic observation.

2. To eliminate interference in multi-slit experiments, the

number of outputs (observers), including the final detector

screen, must be equal to the number of inputs (states).

3. The information decreases at the slits when observers make an

observation. Conversely, the information increases at the reset

of the observers due to the existence of fewer possible

interactions (paths) between the system and the environment.

4. The mechanism for the change in the number of states is an

instantaneous, entanglement-type process.

Three independent assumptions are made, which are as

follows:

1. Changes in the number of superposition states result in an

energy change [37].

2. Observer’s reset and observation changes the number of

superposition states at the observed.

3. The effect of reset and observation of the observer on the

observed is near instantaneous as an entangled-type process.

This effect is not communicated by a wave and does not have a

known value, which is transferred at the speed of light or less.

The introduced theory is founded on the notion that

quantum information is based on the number of states

whereas classical information is based on the value of the

state. The introduced theorem postulates that there is no

delay between the reset of the observer and the beginning of

changes in the number of relationships at the observed, which

occurs in a near infinitesimal elapse of time. Based on the results,

this may explain observations of dark energy and dark matter

without additional particles since near instantaneous changes in

the number of relationships with observer reset/observation at

observed/observer also applies to astronomical distances.

Near instantaneous time increment

The near instantaneous time increment is defined as one

Boltzmann time increment, which corresponds to the energy

change due to 1 bit of information developed as follows.

Using statistical thermodynamics, if all the microstates

possess the same probability, the entropy can be defined as

follows [38, 39]:

SB � kB ln W( ), (1)
where kB is the Boltzmann constant and W is the number of

microstates that are directly related to the macroscopic

thermodynamic state; therefore, S is temperature dependent.

Analogously, Shannon entropy in information theory can be

expressed in units of bits per cell size, defined as follows [18]:
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SS � kBlog2 W. (2)

Therefore, SB � ln(2)SS, where ln(2) is the conversion

multiplier for Shannon entropy (defined in base 2) to the

physical entropy (defined in base e).

On the other hand, entropy can be related to the change in

energy as follows:

S � ΔE
T
, (3)

where ΔE is the change in energy, and T is the temperature

measured in Kelvin. Combining Eqs 2, 3, one obtains the

following:

kB � ΔE
T log 2 W

. (4)

Using Eq. 4, in an isothermal system, the energy for 1 bit

corresponds to one unit change of Boltzmann constant, that is,

(W = 2); hence, (log 2W � 1). Therefore, Eq. 4 becomes the

following:

kB � ΔE
T
. (5)

Considering Planck’s relationship,

ΔE � hϑ, (6)
where h is Planck’s constant and ϑ is the wave frequency. The

period (time) corresponding to the energy change due to 1 bit of

information change is as follows:

Δt � h

ΔE
. (7)

Combining Eqs 5, 7, one obtains the following:

Δt � h

kBT
. (8)

Substituting the values for Boltzmann’s constant

(kB � 1.38064852 × 10−23 m2kg s−2K−1) and Planck’s constant

(h � 6.62607004 × 10−34 m2kg/s), the time corresponding to

the energy change due to 1 bit of information change is

Δt � 4.8 × 10−11/T (sec ), which defines the near-instantaneous

time increment as one Boltzmann time increment.

Application of the developed theory
to thermodynamics and quantum
mechanics

This theory only considers ideal cases, that is, energy

conversion occurs with no losses. It postulates that a change

in the number of states, not value, has a significant energetic

effect; thus, quantum mechanics is related to statistical

mechanics in physical systems. This is because both quantum

mechanics and statistical mechanics are a result of microscopic

information not available to a macroscopic observation in a

system. Therefore, a holistic analysis of the entire system, not

individual components, for quantum mechanics and statistical

mechanics is required. Fundamentally, using the aforementioned

definition of states, entropy in statistical mechanics can be used

to predict the probability of observations in quantum mechanics.

In thermodynamics, there is typically no corresponding

relationship to superposition in quantum mechanics. In this

theory, each possible relationship between the source and slits

in the double (multi)-slit experiment is considered as a separate

state. Since entropy is proportional to the number of states, the

entropy in this case is proportional to the number of possible

relationships. The number of states, including superposition

states, is quantified by entropy in statistical mechanics.

Quantum distinguishable and quantum indistinguishable

states are individual states. In quantum mechanics

experiments, if the number of states is greater than the

number of outputs, superposition exists. In general, when

information is added to any system, some states are

eliminated, resulting in decreased entropy (information

increased). This theory postulates that information is added at

observer reset. By considering each possible relationship as a

separate state, entropy is associated with a discrete version of a

modified Feynman’s sum-over-histories.

In a physical systemwith probabilistic multiple states, there is

an associated entropy corresponding to the number of ways the

states can be distributed. This implies that a change in the

number of superposition states changes the entropy, which

has an associated change in thermal energy per unit of

temperature not available for work. The experiment

performed by Lucia and Hackermuller [40] indicates the

validity of this concept. Moreover, as Schrodinger’s equation

does not have direct temperature dependence, it may not predict

the complete behavior of that system, though, the temperature

dependence in Schrodinger’s equation may be inherent in the

energy component. As such, the incorporation of entropy in the

analysis, which has direct temperature dependence, may be a

more complete description.

In the case explained previously, the entropy due to the

number of distinguishable microstates is as follows:

SDS � kB log 2WD, (9),

where WD is the number of distinguishable microstates.

Similarly, the entropy due to the number of indistinguishable

microstates is as follows:

SIS � kBlog2WI, (10)

where WI is the number of indistinguishable microstates.

Therefore, Eq. 2 can be written as follows:

Ss � SDS + SIS. (11)
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The number of microstates obtained in Eqs 9, 10 (from a

statistical mechanics point of view) perfectly correlates with the

number of microstates obtained from quantum mechanics theory.

Multi-slit system

In multi-slit systems, the addition of one observer can result

in a large change in the number of superposition states and

consequent energy change at the observed. For any given number

of slits, the energy change in the environment at reset or from

observation is a result of changes in the number of

indistinguishable states.

This will be demonstrated for multi-slit systems in the

following.

ForN, equal-sized (and therefore equally probable) slits and

one source particle the number of distinguishable states is as

follows:

WD � 2
N!

N−1( )!1! � 2N. (12)

Born’s rule, which predicts that quantum interference occurs

from pairs of paths, has been validated through experiments [41].

For N slits, incorporating the requirement for indistinguishable

states to be a combination of pairs of relationships, the number of

indistinguishable states at the slits with no slit observers is as

follows:

WI � 2
N!

N−2( )!1!1! � 2N N−1( ). (13)

Entropy for cases with and without observers, distinguishable

and indistinguishable, is different. The maximum entropy, for no

path information observer, due to distinguishable and

indistinguishable states is as follows:

SS � kB log22
N + kBlog2 2

N N−1( ) � kBN
2. (14)

It is important to differentiate between the effect of closed

systems, typical of thermodynamics, and open systems, typical of

quantum mechanics. Adding or removing observers or slits

occurs in an open system in which the number of states

changes with the reset/observation of the observer leading to a

change in entropy.

For R added path information observers, total entropy at the

slits decreases. In this case, although, the number of

distinguishable states does not change (WR
D � WD), the

number of indistinguishable states is as follows:

WR
I � 2 N−R( ) N−R−1( ). (15)

Therefore, the maximum entropy, for R path information

observers, due to distinguishable and indistinguishable states is as

follows:

SRS � kB log22
N + kBlog2 2

N−R( ) N−R−1( )

� kB N2 + R2 − 2NR + R( )forR≤N − 1 (16)

A screen observer is always considered to exist. Therefore, at

least one observer is necessary to even say the source exists. This

means for R � N − 1, as expected, there are no indistinguishable

states resulting in SRS � N .

Proposed validating experiments

In order to validate the developed theory, two experiments

are proposed, as explained below.

Experiment I: Investigating where and
when energy changes occur in the
measurement process

The first proposed experiment shows how the new theory

applies to the double-slit experiment. Figure 1 shows the double-

slit experiment enclosed in a transparent isothermal box (Box1).

A slit observer is outside the transparent box but inside a bigger

isothermal box (Box2). The screen observer can be inside or

outside Box1. Note that the “slit observer” used throughout the

discussion is equivalent to determining path information. A reset

of both observers (slit and screen) is required to eliminate

interference.

Reset of the slit observer decreases the number of

relationships at the slits by eliminating the superposition

states releasing energy into Box1. Superposition states, that is,

an increase in the number of relationships, are added at the slits

post observation causing a decrease in the energy in Box1.

Information associated with the aforementioned energy

change is due to changes in the number of superposition

states that occur with the reset and observation of the

observer, not the value of the information.

To eliminate interference in double-slit systems requires two

observers: a final screen observer and a path information

observer. The screen is essentially an observer of the slit not

observed by the path information observer. It is worth noting that

the screen observer, as a photographic plate, has many resets that

were performed in the factory at manufacturing. With a reset of

the path information observer, this case will be distinguishable

(no interference). Any subsequent cases will have

indistinguishable states unless the slit observer is again reset.

Without screen and path information observers, no

information, including the existence of the two slits, can be

determined. In double-slit systems, the addition of a final

detector screen (reset) adds information resulting in four

possible source (environment) interactions with the slits

(system). The reset or, equivalently, the addition of the slit

observer, adds information further reducing the number to

two possible relationships (eliminates superposition states).

In this proposed experiment, energy changes in the observed

(Box1) and observer (Box2) are monitored independently during
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the process from observer reset through observation and through

the next reset. At reset, information at the observed is increased

until the observer makes an observation, when information at the

observed again decreases. Energy will be transferred to the

environment in Box1, that is, Assumption 1. This means the

temperature in Box1 increases and the temperature at the slits

decreases. An observation is a transfer of a shared state of at least

1 bit of information from the observed to the observer. The

energy sequence and changes due to the final detector observer

with a single reset and capable of making one observation (not a

screen with multiple pre-resets) can also be determined using this

experiment by observing changes in energy in Box1 and Box2

with a final detector observer inside and outside Box1. The

proposed sequence is as follows:

1. Energy is required to reset the slit observer to enable making

another observation. Every slit observer reset eliminates at

least two states that are in superposition at the observed

(collapse of the wave function). The two slits are in a

known state after reset. Superposition states are always

paired (Born’s rule).

2. Considering the entropy of the setup, if 1) the final detector

screen is in place and 2) after the slit observer makes an

observation of path information, there will be an increase in

the number of relationships at the observed (slits) in Box1. In

this case, energy is transferred from the environment to the

slits. Superposition of states exists at the slits after the

observers make an observation. The observer of the path

information does not absorb the particle, so the screen

observer still has the ability to observe the particle. The

energy in the setup is assumed to change by at least 1 bit

(using Eq. 5) E≥ kBT. The magnitude of a 1 bit discrete energy

change may be different from this, which possibly can be

tested by experiment.

3. The temperature of Box1 changes because energy is dissipated to

the environment at observer reset. Using this theory, the predicted

temperature change and when it occurs will be different from

those from existing theories. For 1 bit energy change,

ΔT � ΔE
MsCp

≥
kBT

MsCp
, (17)

whereΔT is a temperature change,Ms is themass of Box1, andCp is

the heat capacity. The effect of energy changes due to the source can

be determined by measuring any energy changes in Box1 and Box2

with the source absorbed by a photographic plate without any slits.

In the distinguishable case (commuting), the observation at the

final detector screen is a result of the state of each slit as they exist

simultaneously. In the indistinguishable case (non-commuting),

since there is only 1 bit of information (one observer) and two

states, the simultaneous state of both slits cannot be determined.

The one observation, then, is a result of the combination of two

relationships between slits and the environment, which is observed

as a phase difference between the outputs.

The tendency for entropy to always increase is reflected in the

tendency for the change in the number of indistinguishable

relationships to be maximized. The information for such a system

tends to be minimized, that is, the least amount of information that

must be added to completely characterize the state of a system. The

addition of an observer, reset, is the minimum information added to

double-slit systems that decreases the number of possibilities, yet it can

completely characterize the state of the system.

Experiment II: Investigating temporal
changes in the measurement process

The second proposed experiment determines the observer/

observed time relationship during the observation process. The

FIGURE 1
Schematics of the setup for experiment I.
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domain space of the observer is either extending “out” to the

environment or observing information “from” the environment

into the observer. Moreover, determining which of the signals,

from the observer or to the observer, affects the observations on a

final detector screen, that is, whether or not interference is

observed. This is a function of the time from observer reset to

path information observation. Moving the observer relative to

path information availability at a given velocity (increasing

distance between observer and observed) requires less time

from reset to path information than path information to

observer. If there is no interference, then the signal from the

observer to the path information is operative. If there is

interference, then the signal from the path information to the

observer is operative. Another possible situation is the case where

to and from signal information is necessary for an observation.

This has a different effect, a longer delay, than the unidirectional

to or from requirement for an observation unless the signals are

parallel, which requires a positive and negative signal in time, as

postulated by Bohm [7–9].

This theory proposes that the observer/observed relationship

is characterized as an entanglement process where it makes no

difference how far the observer and observed are separated from

each other, or how fast they move apart (a near-instantaneous

effect.) The number of relationships in the observed begins to

change instantaneously. The reset results in the ability to make

one observation in the domain of the observer as long as the path

information observer is added before the final detector screen

(which absorbs the particle so no more observations of the

particle–environmental interaction can be made.)

All indistinguishable binary states can be modeled as

entangled since both indistinguishable states change

simultaneously. At reset, indistinguishable states are

transferred to the environment as a wave (energy in the

environment) or additional states are added to the environment.

The change in the number of states at the slits when the

observer is reset begins to change instantaneously; however, any

change in the number of indistinguishable states that occur in

time is theorized to be transferred in one Boltzmann time

increment. This mechanism is independent of determining

value information (path information) and explains delayed

choice observations. Distinguishable states are independent,

whereas indistinguishable states are dependent on two existing

distinguishable states.

For double-slit experiments, an effective way to differentiate

between the effect of reset and observation of the slit–particle

interaction is to reset a distant observer as close in time as

technically possible before the particle interacts with the final

detector. Even at the speed of light, the path information signal

cannot reach the observer before the particle is observed on the

final detector screen. No interference indicates the change is

similar to an entangled process. Using this concept, the delay in

delayed choice experiments that eliminates interference can be

quantified.

The entanglement mechanism is significant because it

indicates if, when, and how observer reset affects the

information at the slits (Box1.) If the time measurement of

temperature changes is instantaneous, then determining when

a temperature change occurs in Box1 and Box2, relative to reset,

could provide the timing information. However, since

temperature is a distributed process, the required time for

temperature change may not have adequate resolution to

determine this timing information.

Analogously, the proposed concepts can be applied to

experiments involving the entanglement process. If there is a

temperature change in the environment of the unobserved

entangled particle with an observer reset of the observed

particle, then the observer/observed relationship is an

approximately instantaneous energy change. This energy

change may be demonstrated in the case where there are

sufficient entangled particles reset simultaneously with the

same distance to the distal entangled particles located at

approximately the same space surrounded by a box where

temperature changes can be measured.

It is worth noting that in the proposed experiment there are

subtle differences between interferometer models and double-slit

systems, which have physical implications. In interferometer

models, there is no delay between path information

availability and observers of that path information. This is

equivalent to the path information observer being at the same

spatial location as the path information (when it becomes

available in double-slit systems.) In double-slit systems,

available path information and observers of the

slit–environment relationship are physically separated in

space. The delay in obtaining path information (value

information) between observer reset and path information

availability in double-slit systems does not exist in

interferometer models. In double-slit systems, one observer of

path information is added or removed and a constant final

detector screen observer is in place. In the interferometer

models, the added second half-mirror is equivalent to

changing the distinguishable case with two observers to the

indistinguishable case with one observer where path

information is eliminated instantaneously. The detectors in

interferometer models are equivalent to a final detector screen

in double-slit systems. The two observers that measure the

photon distal to the second half-mirror in the interferometer

are equivalent to two points on the final detector screen.

Removing the second half-mirror is equivalent to path

information observer reset in double-slit systems. In this case,

the two observers in the interferometer are equivalent to the two

path information observers in double-slit systems. In delayed

choice Mach–Zehnder interferometer experiments [42], where

the decision to add a second half-mirror, eliminating path

information is delayed, observer reset is also immediately

eliminated (one observer eliminated) so interference post

observation is observed.
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Discussion and applications

The following scenarios demonstrate ways of approaching

physical problems based on the theory developed in this work.

Theoretical applications

Mass and energy
In the indistinguishable case of multi-slit systems, missing

information, associated with irreversibility, results in wave

characteristics, which is a quantum mechanical result.

Conversely, in the distinguishable case of multi-slit systems,

the complete information results in particle characteristics,

that is, the minimum number of states equal to the number

of slits, which is a classical result.

Relationships require a “difference” which can be considered

a fundamental concept that leads to observable physical

phenomena. Slits are a difference in space. Entropy exists only

as a measure of disorder in space, not time. The total number of

Boltzmann energy states in increments of (kBT) is a result of

commuting, distinguishable states (existing information) plus

indistinguishable states (due to missing information) which are

binary, non-commuting differences between two distinguishable

states in space.

Differences in space are considered to result in mass (m),

since particle characteristics increase with distinguishability.

Differences in time, characterized as a wave, are considered to

result in energy (E). Those differences are defined in Planck

states increments h, which results in wave characteristics. This

theory can be applied to interpreting, E � mc2 (c is the speed of

light) as a conversion of energy, as differences in time (wave) to

bits (mass), as differences in space. Therefore, if the number of

differences in space is mass, it can be expressed as the number of

bits that exist between boundaries as a dimensionless quantity.

Similarly, if the number of differences in time is energy, then

energy can also be expressed as a dimensionless quantity.

Mass Equivalent of One Bit:One bit of energy increase, kBT,

increases the quantum mass (kg) by

(mQ � E/c2 � (1.53e − 40)T). It is worth noting that,

depending on the temperature, mQ can have the same order

of magnitude as the mass of a neutrino (mneutrino ≥ (1e − 38)kg)
[43]. Considering multiple Boltzmann interactions exist within a

particle, internal particle temperature may be different from

ambient temperature without thermal transfer of energy to the

vacuum of empty space.

Gravity
“Gravity is explained as an entropic force caused by changes

in the information associated with the position of material

bodies” [44, 45]. In this scenario, information is associated

with matter and its location (as entropy and information are

only in space). The change in entropy results in an entropic force

that takes the form of gravity. Entropic force is an effective

macroscopic force that originates in a system with many states

with a tendency for entropy to increase. Zero inertia is a

consequence of a particle at rest will stay at rest because there

is no entropy gradient. Zero entropy then becomes a reference

point. There is finite entropy associated with each matter

configuration. Quantum mechanics, based on entropy, as

described here, can be incorporated into the macroscopic

universe described by general relativity derived from entropic

considerations [45].

Dark matter and dark energy
There are implications of this theory that apply to

astronomical situations. Per this theory, the entangled

relationship between the changes in a number of states at

reset/observation in laboratory experiments also applies to

astronomical distances [46]. The instantaneous change in the

number of states due to observer observation is delayed until the

signal information with meaning travels from the source to the

observer up to or at the speed of light. Interactions in the universe

between observer domain and observed is changed by resets and

observations.

Dark matter can be a result of the number of resets in the

entire universe that is external to, but is capable of interacting

with, a Galaxy being much larger than the number of

observations of that Galaxy. With an external reset, there is a

transfer of a number of superposition states from the Galaxy to

the external environment releasing a large amount of energy and

mass equivalent to the environment around the Galaxy.

Observers in the universe external to the Galaxy would

observe only the surface of the Galaxy to be approximately

uniformly distributed so the only effect would be gravitational

and somewhat uniform, consistent with what is known about

dark matter and explain the halo effect. An observation of the

Galaxy occurs with a delay where classical energy has extended

into space at the speed of light (wave) or less (matter). At

observation by any observer external to the Galaxy, energy is

reabsorbed by the Galaxy. The net difference in the time duration

between multiple resets and observations results in the width of

the halo.

An additional possible mechanism to consider is, if matter is

differences in space and energy is differences in time, then dark

matter/energy is prevalent as a higher density of matter around

galaxies that is not observable as individual mass differences and

changes in differences. The effect would have a large magnitude

since there are many total particles (low density in a large space).

A Galaxy is dense compared to empty space. Although there

is a low density of particles in empty space, there is a high

probability that whenever there is an observable, it will be

observed since there are many observers. Observers would be

relatively close to the particles so the number of observations,

“value” (equivalent to path information) information obtained

after reset at the speed of light from particle to observer would
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occur with a small time duration compared to observers of

Galaxies that are spaced relatively far apart so the effect of

observation would dominate the effect of resets. The number

of superposition states transferred from the environment to the

observed (particle) would increase, decreasing the number of

states and energy in the environment and comparable mass

resulting in a negative entropic effect in the environment so if

gravity is related to entropy, there would be a negative

gravitational effect. The changes may be transient at an

individual level but the net changes are approximately stable.

The number of resets and observations could somehow combine

to automatically result in a flat, expanding, or contracting

universe.

Entanglement and wave/property duality

Per this theory, wave/particle duality can analogously be

applied to wave/property duality. The property refers to the

internal characteristics of particles (e.g., spin). This is applied to

double-slit and Bell inequality systems. Particle properties are

entangled, in a superposition of states, when information about

their state is missing, equivalent to the indistinguishable case

for double-slit systems. Indistinguishable states affect

observations (non-zero phase difference); however, they

cannot be observed directly. Quantum information only

changes the amount of information (number of states) in

space and does not provide information about the state

(value) in space but affects the distribution of possible

observations [47].

Per this theory, entanglement and double-slit systems are a

result of the same quantum mechanical effect so interference

between entangled properties such as frequencies or spin should

be observable if there is missing information, equivalent to the

indistinguishable case in double-slit systems. The entangled state

has a superposition relationship between the distinguishable

states of the property. Interference of spin is a result of wave

characteristics existing for properties other than the mass of

particles; a wave/property duality. The interference pattern is a

result of the relative phase difference between the source and

angle of a polarizer. For spin states, it is the angle of the

Stern–Gerlach (S–G) observer relative to the angle of the

entangled spin states. Similar to double-slit systems,

interference of spin is non-commuting. The unobserved

magnetic moment of the entangled pair rotates through a

range of values and variable phase differences, resulting in the

equivalent of interference in double-slit systems.

The experiments illustrating the violation of Bell’s inequality

have confirmed that the behavior of entangled particles is

consistent with quantum mechanics. The analogy, proposed

below, demonstrates the mechanisms for the double-slit

systems and Bell’s inequality violation is the same

phenomenon. Superposition exists at the emission of wave or

entangled spin states without polarization angle or spin state

observers, equivalent to no path information observers.

Joint probabilities between two phases and two polarization

systems, demonstrating a violation of Bell’s inequality, are

equivalent to the phase difference in a double-slit system

observed on a final detector screen. Different phase settings

for polarizers correspond to different locations within slits.

The number of photons at different locations of the double-

slit final detector screen corresponds to two outputs (detection

and no detection) of separated polarizers, measured at different

angles. The four probability correlations used to determine Bell’s

inequality experiment correspond to four probability

correlations resulting in the observed distribution of photons

at different locations on a final detector screen in double-slit

systems. The correlation coefficient for Bell’s inequality

determination and double-slit systems are the same when

combined for angle differences of 67.5° and 22.5°. The joint

detection probabilities of outputs from Slit1 and Slit2 or outputs

between two polarizers lead to the same probability distribution.

Both are quantum mechanical, not classical results. In polarizer

systems, the addition of a second polarizer at each end causes

attenuation of the signal corresponding to attenuation from the

initial peak on the final detector screen. The additional polarizer

stretches out the space of the signal, similar to the additional

space of the final detector screen.

Black holes

Information transfer across a boundary is particularly

relevant to black hole theories [48]. This is because the mass

(number of differences) in black holes is added in increments

proportional to entropy which increases the Schwarzschild

surface area; further indicating that there is a discrete

relationship between mass and entropy (information).

Therefore, gravity is the only observable for Schwarzschild

black holes. With the addition of distinguishable states, the

change in the number of outputs equals the change in the

number of inputs, that is, a one-to-one correspondence exists

between the number of bits in black holes (mass) and observable

gravity. Based on the definition of information as minimal

differences (1 bit), if the entire black hole evaporates, the same

number of bits from the universe forming the black hole would

re-enter the universe. In this case, no “quantum” information

is lost.

An area (mass) change of the black hole presumably results in

a 4l2p planar wave either emitted or absorbed. The area increment

of 4l2p is the minimum increment in black holes. Black hole mass,

which is proportional to the number of states (number of

differences in space, i.e., entropy), represents a special case of

matter where matter is maximal (maximum number of minimal

difference) in a minimal distribution in space, that is, a spherical

area. Each area increment of 4l2p is distinguishable, a distinct
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position within the sphere. The entire surface of the black hole

consists only of differences, analogous to distinguishable slits.

For a non-rotating black hole with no charge, a

Schwarzschild black hole [49], entropy is as follows:

SBH � A

4l2p
kB (18)

where A, is the spherical area of the Schwarzschild radius. Using

the developed theory, Eq. 18 can be written as follows:

SBH � NkB (19)

where N, is the number of relationships which is the number of

minimum areas (4l2p) in the total area, A. The following provides

the rationale for the above. The fundamental black hole

boundary increments are a square of 2lp on each side [48].

The minimum to establish a distinguishable state in one

dimension requires 2lp, where the minimum linear state is

Planck’s length, lp, and to have a difference in a two-

dimensional surface of a black hole, incorporating the one

dimension’s difference, requires a 4l2p surface. A square with

4l2p area consists of two mass increments, one Boltzmann mass

for each difference. The relationship between mass and number

of bits is a constant at a given temperature as expected if bits

result in mass. Based on the number of bits (entropy) in the black

hole, Planck’s length, and temperature, the mass of the black hole

can be obtained as follows:

mBH � 2NkBT

c2
(20)

The fundamental non-black hole mass (N � 1) is equivalent

to one Boltzmann energy bit as follows:

mnon−BH � kBT

c2
(21)

The difference between the ratio of mass to the number of

bits in a particle and that of the black hole is a result of the

existence of two bits per 4l2p area.

Copenhagen interpretation

Since this theory proposes that the number of states, that is,

the amount of information that is observed, begins to change

approximately instantaneously with observer reset/observation,

an intermediate number of state changes between reset and

observation is not observable. This is consistent with one

aspect of the Copenhagen interpretation of quantum

mechanics; namely, that the number of states cannot be

determined between source and observation until

“meaningful” information is observed [50]. This theory is not

consistent with another aspect of the Copenhagen interpretation

or Bell’s inequality interpretation since individual particles and/

or properties of particles are real in the intermediate state even

without an observation.

Uncertainty
The developed theory, which focuses on the entropic

interpretation of quantum mechanics, includes interpreting

wave-particle duality as a description of energy and matter,

respectively. This would modify the uncertainty principle by

combining measurement energy uncertainty with observer/

observed matter uncertainty. Analogous to the inability of

determining the measured energy of an interaction with

greater accuracy than the limit set by Heisenberg uncertainty,

a component of a particle cannot be determined with greater

accuracy than the energy of a bit, kBT, the minimum energy to

establish an entropic difference in space. There are two types of

uncertainties to consider with minimal values of 1)

thermodynamic (ΔE≥ kBT) and, 2) Heisenberg uncertainty

(ΔEΔt≥ h). This work postulates that observational

uncertainty is due to the quantum nature of an observation

which limits the precision of an observation process interacting

with the quantum nature of the observer/observed characterized

by another quantum.

For uncorrelated, independent uncertainties between the

quantum natures of an observation (ΔWObserved) and the

observer (ΔWObserver), the following is observed:

ΔE2 ≥
h

Δt
( )

2

+ kBTlog2ΔWObserved( )2 + kBTlog2ΔWObserver( )2.
(22)

In the case of complete information in the observed and

observer (ΔWObserver � ΔWObserved � 1), the conventional

equation for uncertainty (ΔE≥ h/Δt) is achieved.

Zeno and anti-Zeno effect
The Zeno effect is a demonstration that resets (or

observations) of the observing instrument affects the observed.

This is due to internal changes of the particle since the probability

of decay is not affected if decay occurs independent of the reset/

observation [51, 52]. For the double-slit experiment, this is

equivalent to the change of internal characteristics in Box1

with reset/observation of the observer.

Per this theory, each addition of an observer (reset) of the

radioactive particle or double-slit experiment results in a transfer

of indistinguishable states from the system’s internal

components, slit, or elements in the radioactive particle, to the

environment. When the energy transferred to the environment is

equal to or greater than the energy equivalent of the radiated

mass, radioactive decay can occur. Since decoherence is

equivalent to reset/observation, this would occur with internal

decoherence where the number of resets is greater than the

number of observations, resulting in the observed decay times

without external resets/observations.
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Based on this theory, the Zeno and anti-Zeno effects are

affected by external observer reset/observation. Events internal to

the atom can be modeled as a change between the number of

states pre and post-decay. When the number of resets is greater

than the number of observations, there is a transfer of

indistinguishable states between distinguishable states to the

internal environment of the atom, resulting in decreased

decay time, the anti-Zeno effect. The opposite occurs with

observation, decreasing the energy in the internal

environment of the radioactive particle, decreasing the

probability of decay, increased decay time, the Zeno effect.

After each external reset/observation, the system returns to

the previous distinguishable/indistinguishable ratio until the

next external change, analogous to changes in Box1. One can

investigate if the same number of parallel resets/observations has

the same effect on half-life as serial changes.

Another possible mechanism is that external reset/

observation results in a change in the total energy of the

atom. Reset would result in a decrease in the energy of the

atom (radiated to the environment) and result in decay less likely,

the Zeno effect, whereas observation would result in an increase

of energy in the internal environment of the atom and result in

decay more likely, the anti-Zeno effect.

Schrodinger’s cat
In the Schrodinger cat thought experiment [3], if the

radioactive atom emits a particle, the flask breaks, fatally

harming the cat, which, in the Copenhagen interpretation of

quantum mechanics, is considered to be in a superposition of

states until observed by an external observer. The interpretation

of this thought experiment, based on the theory presented here,

considers the flask to be an observer of the radioactive substance.

There is one input, the state of the radioactive atom, and one

output, the state of the flask; hence, there is no missing

information. The state of the radioactive atom is not known

without an observer (flask), not even having information of its

existence. An entropy change is required to reset or add the

observer, that is, adding a flask. With the addition of the flask, the

radioactive particle is decayed or not decayed (one input and only

one output). The emission of a particle from a radioactive source

is transferred to the flask at the speed of light or less, resulting in

an energy/entropy change in the detector (flask.)

Different interpretations of quantum mechanics result in

various outcomes for the cat. These include superposition (alive

and dead simultaneously), primarily based on the Copenhagen

interpretation; while others consider the cat alive or dead [53].

An additional interpretation is presented here. Schrodinger’s cat

is a model to demonstrate the timing of a change from a quantum

superposition system to a classical system. Basically, when does

superposition end (stop being a linear combination of states)?

This is addressed herein; it changes at observer reset.

As mentioned before, entropy is in space only; that is,

superposition is only in space at each time instant. A change

in entropy is in time; however, the current conventional

description of Schrodinger’s cat is based on superposition or

entropy in time. Schrodinger’s cat thought experiment is

currently based on the cat still being dead and alive after flask

changes but, per this theory, with entropy change (state change)

in the flask, the cat is dead. Therefore, there is a one-to-one

relationship between the state of the cat and the state of the flask.

Practical applications

Quantum computing
Minimizing noise is one of the critical factors in extending

the operation of quantum computing. To date, the focus has

mainly been on minimizing the interference from environmental

observers of states, frequently attributed to decoherence [54].

Based on the theory presented in this work, as the number of

superposition states changes with reset and observation, noise

immunity can be reduced. This can be accomplished by

minimizing the effect of reset in addition to observation,

increasing the number of qubits incorporated in the quantum

computer.

Signal processing
Each state existing prior to a measurement can be determined

by a transducer which is limited by what the transducer is capable

of measuring, that is, its signal processing capabilities. Any

parameters that have no transducer capable of measuring

them may exist but be “hidden”. Based on the theory

presented in this work, determination of what can be

measured is performed before an experiment occurs, that is,

which transducers are reset (capable of making an observation.)

It does not limit hidden variables, but limits which hidden

variables, if any, can be observed. One of the non-observable

variables, per this theory, is how many states exist before the

experiment was performed. For example, in the observation of

double-slit systems, there is no indication that wave

characteristics existed prior to the addition of a path

information observer. Hence, per this theory, the change

occurred from wave to particle characteristics when the

additional observer was reset (added.)

Until recently, quantum signal processing has been limited to

a single transform domain such as the frequency in classical

processing. By considering wavelets in signal processing, which

uses time and frequency with variable scaling, more efficient

algorithms can be developed. For specific algorithmic problems,

the efficiency is increased in many ways: decrease in storage

requirements, number of required operations, and complexity.

This application is context-sensitive (dependent on the

characteristics of the data being processed and the

measurement process); what works well for one set of data

may not work well for another set of data [55]. Signal

processing requires consideration of the type and number of
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observers before measurement and, frequently, the relationship

between them at a given instant, so parallel information is

obtained, such as amplitude and phase. Each observer requires

a reset. By requiring fewer observer resets, the efficiency can be

greatly improved.

The aforementioned approach can be applied to fractal

modulation [56, 57]. Since quantum mechanics is, by definition,

discrete, an integer version of wavelet analysis can provide

improved and more realistic results [55]. This is consistent with

the theory developed in this work, that is, there is a change in the

integer number of bits at reset and observation.

Quantum artificial intelligence (QAI)
The use of quantum computing to enhance machine learning

algorithms can considerably improve results; particularly for

problems too complex for conventional digital computers.

These include speech and language recognition, game theory,

and decision-making [58]. Quantum Artificial Intelligence (QAI)

has similarities to general intelligence as they both have intrinsic

uncertainty. Therefore, the efficiency of QAI and general

intelligence can be related to the reset effect on entropy

change and even evolution [59]. It is possible that both

employ parallel decision processes.

Summary and conclusion

In the theory proposed here, adding an observer (reset)

decreases the number of relationships (eliminating non-

commuting relationships) at slits as an entangled process.

This begins instantaneously with reset and occurs in one

Boltzmann time increment with an associated probability

change. This is caused by the change in the number of

possible states due to a change in the available and missing

information. Two experiments are proposed to determine the

energy and timing of changes during the observation process in

multi-slit systems. Energy changes are monitored independently

in the slit system and observers of slits: after reset of path

information observers, at the observation of path information,

and observation at a final detector screen. Therefore, where (at

observer, observed), when (at reset, observation) and timing

(entanglement) between observer reset/observation of energy

(entropic) changes due to the observation process is

determined. Transfer of “meaningful” information requires

time and no usable transfer of “meaningful” information

occurs at reset. After the transfer of meaningful information

resulting in an observation, the number of relationships at the

slits increases approximately instantaneously. This work

proposes that the number of observers must equal the

number of slits to eliminate interference in multi-slit

experiments. The entropic interpretation of the quantum

mechanical mechanism is applied to the Zeno and anti-Zeno

effect, delayed choice, a different interpretation of Schrodinger’s

cat, a modified uncertainty relationship, the relationship between

wave/particle duality and energy and matter, and implications

applicable to dark energy and matter. Upon the experimental

validation of this theory, a better understanding of the quantum

mechanical measurement processes may lead to applications in

engineered devices such as quantum computing, signal

processing, and quantum artificial intelligence.
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