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The currency market is one of themost important financial markets in the world. The
exchange rate movement has effect on international trade and capital flow. This
study presents a forecasting method for exchange rate based on multi-modal
combination market trend. The method facilitates the more accurate
identification of volatility link between exchange rates, unlike the conventional
ones, in which only information related to itself is used as input. We select
multiple characteristics of the exchange rate from other countries as input data.
Then the Pearson correlation coefficient and random forest model are used to filter
these characteristics We integrate the data with higher correlation into the temporal
convolutional network model to forecast the exchange rate. For the empirical
samples, a nine-year period historical exchange rates of the Euro, Ruble,
Australian dollar, and British pound corresponding to the Renminbi are used. The
empirical results show themore stable effect using the forecastingmethod proposed
in this study than the traditional models.
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1 Introduction

Financial markets play an important role in the development of the global economy. And
the currency market is an influential component of the financial market. Thus, exchange rate
forecasting has come into one focus of the academia and economic [1, 2]. Several scholars have
conducted studies on the exchange rates [3–5]. In addition, the study of exchange rate time-
series data has been an invaluable component of time-series research. This involves the
judgment and speculation of fluctuation ranges and trend changes in the exchange rate
relationships.

Henrique B M et al. [6] analyzed the application of current commonly used machine
learning methods in the field of financial forecasting. By analyzing machine learning models
in many papers, the author shows that machine learning methods can predict the trend of
financial prices. Sezer OB et al. [7] analyzed papers on machine learning models and deep
learning models published in 2020 and before. The results show that the popularity of deep
learning models in the field of financial forecasting is gradually improving, and the deep
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learning model also has good prediction accuracy. Howerer,
traditional neural networks have defects. Deep neural network
(DNN) is not proper to the time series. Recurrent neural network
(RNN) cannot perform massively parallel processing. Convolutional
neural network (CNN) has the advantage of massive parallel
processing, regardless of the network’s depth. Long short-term
memory (LSTM) and gate recurrent unit (GRU) degrades to
random guesses as the time length T grows. However, temporal
convolutional network (TCN) [8] overcomes the shortcomings of
the traditional models. The review of [9] introduces TCN and
documents its application in the field of time series prediction.
The fact that TCN does not utilize future information and that
input and output lengths are equal makes TCN models of
considerable interest to researchers. Soleymani and [10] proposed
a novel deep learning framework called the QuantumPath for long-
term stock-price forecasting. They also incorporated a TCN into the
model to ensure causality. The experiments demonstrated the
effectiveness of the proposed method. Totannanavar [11] used the
TCN to predict stock prices. In relation to other neural networks, this
model has several advantages. Wiese et al. [12] proposed data-driven
models called quant generative adversarial networks (GANs). The
model consists of a generator and a discriminator function and uses a
TCN to capture long-term dependencies. To predict the stock prices,
Janssen [13] combined a TCN with attention mechanisms. The
study’s finding shows a more significant effect of the combination
of temporal attention and TCN. Tan et al. [14] developed a new
financial time series GAN (FinGAN) based on TCN. The results
show that the model can more accurately fit high-volatility
convertible bonds. Lei et al. [15] constructed a deep TCN model
to predict volatility under high-frequency financial data based on
other trading information such as trading volume, trend indicators,
and quote change rate. The results show that TCN model with
investor attention provides better prediction accuracy than that of
the TCN model without investor attention. Using a TCN, Dai et al.
[16] classified price changes into several categories and predicted the
conditional probability of each category. They also added a
mechanism to the TCN architecture to model the time-varying
distribution of stock price changes. Empirical evidence indicates
that the proposed method outperforms the comparison model.
According to Zhang et al. [17], the TCN is an effective method to
predict return volatility and value-at-risk in exchange rate
forecasting studies.

This study investigates the exchange rate changes among
countries using TCN, considering the advantages of TCN in
financial forecasting. Furthermore, although many studies have
used several methods to predict exchange rates, none of them
considers the correlation between the exchange rates from
different countries. The progress in global economic integration
have increasingly correlated the exchange rate movements between
countries. As exchange rates have both linear and nonlinear
behavioural characteristics, a single linear or nonlinear model can
not predict exchange rates roundly. Instead of using only
information related to the individual exchange rate as input, we
use information related to exchange rate volatility as input. This
enables us to determine the relationship between volatility and the
exchange rate. We present a multimodal combination-based method
for forecasting exchange rate market trends, using multiple exchange
rate characteristics from other countries as input data. We also filter
multiple exchange rate characteristics using a Pearson correlation

coefficient and a random forest model. We incorporate data with
higher correlation to improve the accuracy and stability of exchange
rate forecasting. Subsequently, we analyse the exchange rate
prediction by considering the TCN model. In terms of the data,
we select nine-years historical data of the exchange rate of the Euro
(EUR), Ruble (RUB), Australian dollar (AUD), and the British
pound (GBP) to RMB. Four evaluation indicators are applied to
compare with other four from the traditional models. We test
different datasets separately.

The contributions of this study are as follows. First, this study
attempts a pure end-to-end approach to predict the movement of
the exchange market. Specifically, this research utilizes a model
combining feature extraction and TCN. Only the raw exchange
rate data are used as input. Hence, it can eliminate the human

FIGURE 1
Main structure of TCN.

FIGURE 2
Inflated causal convolution with expansion factors d = 1, 2, 4, and
filter size k = 3.
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intervention. Second, this study identifies the characteristics of
the movement of exchange rate based on the exchange rate in
several other countries. We combine the Pearson correlation
coefficient with a random forest to filer the multiple exchange
rate characteristics. Then, we identify the characteristics with
higher correlation from the filtered characteristics. As a result, we
integrate the historical exchange rate data and exchange rate
characteristics into one specific data set. The results
demonstrate that the proposed method provides more stable
prediction effect than the traditional models.

The rest of this article is organized as follows. Section 2 reviews
related methodologies. The data and the empirical results are provided
in Section 3. Section 4 concludes the article.

2 Methodologies

2.1 Temporal convolutional networks

A RNN performs well on almost all time-series issues.
However, in practice, RNN presents serious problems. Since the
network can only process one time step at a time, the latter must
wait until the processing is complete in the preceding step, before it
can be computed. This problem means that an RNN cannot
perform massive parallel processing, which implies that RNN is
computationally demanding.

When a CNN processes an image, it treats the image as a two-
dimensional block (m × n matrix). Moving to time series, time
series can be viewed as a one-dimensional object (1 × n vector).
Through the multilayer network structure, the CNN retrieves a
sufficiently large receptive field. This practice deepens the model

FIGURE 3
Model flow chart.

FIGURE 4
Plot of correlation coefficients for the foreign exchange dataset.
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structure of the CNN. However, the CNN saves time owing to the
advantage of massive parallel processing, regardless of the
network’s depth.

The network combines the structural features of the RNN and
CNN with more flexible perceptual fields, more stable gradient
changes, and less memory usage. The main structure of the TCN is
shown in Figure 1. The TCN mainly comprises five parts—the dilated
causal convolutional, WeightNorm, activation function, and dropout
layers and a residual connection block.

The dilated causal convolutional layer mines the data features for
analysis. Figure 2 shows the structure of the dilated causal
convolutional layer. The WeightNorm layer accelerates the model
by rewriting the weights of the deep network. The activation function
layer increases the nonlinearity of the network and improves the
model’s expressiveness. The dropout layer prevents model overfitting.
The residual connection block is a 1 × 1 convolution block. The
residual connection locks not only enable the network to transmit
information across layers but also ensure the consistency of the input
and output.

2.2 Multimodal combination-based method
for forecasting exchange rate

With economic globalization, countries are becoming
increasingly closely connected. This indicates an obvious
correlation between the exchange rate prices from different
economies. However, the differences in the relationships
between countries yields different correlations between
exchange rate prices of different countries. Some exchange rate
data and forecast exchange rates have an obvious strong
correlation, whereas others have an obvious weak correlation.
Therefore, this study proposes a method for forecasting the trend
of the exchange rate market based on a multimodal combination.

Figure 3 illustrates the specific process of the proposed model.
First, we use the Pearson correlation coefficient to extract the features
highly correlated with the predicted exchange rate in the input data.
Pearson’s correlation coefficient ranges from −1 to 1. The closer the
absolute value is to 1, the stronger is the linear correlation between
exchange rates.

FIGURE 5
Random forest feature importance ranking.
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The Pearson correlation coefficient is linear, reflecting the
degree of linear correlation between the two
quantities. However, the exchange rates of various countries are
interrelated, and there is a nonlinear relationship between the
exchange rate prices. Therefore, this study uses the
random forest algorithm to analyse the impact of the closing
price of the exchange rate of other countries on the predicted
exchange rate.

Finally, we use the TCN to predict exchange rate changes by
combining the Pearson correlation coefficient and random forest
features.

3 Empirical results

3.1 Data

We collect the nine-years period data of the exchange rate data
from the Wind database, from 1 January 2012 to 31 December
2021. The closing price of Australia’s exchange rate to RMB
(AUD/RMB), the closing price of the Euro exchange rate to
RMB (EUR/RMB), the closing price of the Sterling’s exchange
rate to RMB (GBP/RMB), and the closing price of the Ruble’s
exchange rate to RMB (RUB/RMB) are selected as empirical data.

TABLE 1 Predictors of different comparison models.

MAE MSE RMSE R2 _score

AUD/RMB dataset Our 0.0173 4 0.0004 3 0.0208 4 0.9981 4

CNN 0.0505 0 0.0032 9 0.0573 6 0.9859 3

LSTM 0.0439 0 0.0029 5 0.0543 3 0.9873 7

CNN-LSTM 0.0362 5 0.0018 8 0.0433 5 0.9919 6

Attention-LSTM 0.0266 2 0.0011 6 0.0341 1 0.9950 2

EUR/RMB Dataset Our 0.0373 3 0.0021 7 0.0465 3 0.9602 1

CNN 0.0569 4 0.0043 4 0.0659 0 0.9202 1

LSTM 0.0542 4 0.0042 6 0.0652 8 0.9217 1

CNN-LSTM 0.0376 4 0.0020 3 0.0450 3 0.9627 4

Attention-LSTM 0.0466 8 0.0033 2 0.0576 6 0.9389 1

GBP/RMB Dataset Our 0.0407 2 0.0017 2 0.0414 7 0.9841 3

CNN 0.0671 3 0.0055 5 0.0744 9 0.9488 2

LSTM 0.0541 1 0.0045 2 0.0672 2 0.9583 1

CNN-LSTM 0.0444 5 0.0027 9 0.0528 6 0.9742 2

Attention-LSTM 0.0524 5 0.0037 9 0.0616 0 0.9649 9

RUB/RMB Dataset Our 0.0018 9 0.0000 1 0.0023 6 0.9878 2

CNN 0.0063 6 0.0000 5 12.4571 0 0.9011 2

LSTM 0.0051 0 0.0000 3 12.5132 4 0.9383 5

CNN-LSTM 0.0035 0 0.0000 1 12.3503 6 0.9678 3

Attention-LSTM 0.0040 1 0.0000 2 0.0041 8 0.9617 6

TABLE 2 DM detection of the proposed model and other models.

CNN LSTM CNN-LSTM Attention-LSTM

AUD/RMB dataset DM value −13.366 −8.972 −10.731 −8.120

p-value 7.838 × 10–37 2.144 × 10–18 3.783 × 10–25 1.815 × 10–15

EUR/RMB Dataset DM value −10.050 −6.791 0.884 −2.591

p-value 2.092 × 10–22 2.231 × 10–11 0.377 0.010

GBP/RMB Dataset DM value −11.834 −5.768 −3.945 −9.333

p-value 7.888 × 10–30 1.157 × 10–8 8.695 × 10–5 1.048 × 10–19

RUB/RMB Dataset DM value −18.443 −20.462 −10.332 −15.822

p-value 2.730 × 10–63 8.744 × 10–75 1.545 × 10–23 4.309 × 10–49
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The data consists of two parts. The first part introduces the
closing prices of exchange rates of other countries in each
forecast data set. The second part consists of the closing,
opening, lowest, and highest prices, which are extracted from
the forecast data.

3.2 Test indicators

We use the mean absolute error (MAE), mean absolute percentage
error (MSE), root mean squared error (RMSE), and R2 as evaluation
indices which read,

FIGURE 6
Plots of prediction results of each comparison model.
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MAE � 1
m
∑m
i�1

yi − ŷi

∣∣∣∣ ∣∣∣∣ (1)

MSE � 1
m
∑m
i�1

yi − ŷi( )2 (2)

RMSE �
������������
1
m
∑m
i�1

yi − ŷi( )2√
(3)

R2 � 1 −
∑
i

ŷ i( ) − yi( )2
∑
i

�y − yi( )2 (4)

In the above equation, ŷi and yi represent the predicted and real data,
respectively. Lower MAE, MSE, and RMSE and larger R2 values
represent better prediction performance of the model.

We use the DM test [18–20] improved by Harvey et al. to perform
a robustness test.

DM � �D

σD
(5)

D � e21 − e22 (6)
where e1, e2 represents the prediction errors ofModels 1 and 2. �D is the
mean value of D. σD represents the standard deviation of D. Then,
according to the DM value, we calculate the corresponding p-value in
the standard normal distribution. When the p-value is greater than
0.05, Model 1 has the same effect as that of Model 2. When the p-value
is less than 0.05, and the DM value is negative, Model one exhibits
better performance. When the p-value is less than 0.05, and the DM
value is positive, Model 2 exhibits better performance.

3.3 Characteristic screening analysis

We adopt the Pearson correlation coefficient and random forest to
detect the two components. Figure 4 shows the Pearson coefficients
between the closing prices of the forex data. We set 0.8 as the threshold
value, that is, we preserve only the relationships with the absolute value of
Pearson coefficients larger than 0.8 and filter out the others.

We select foreign exchange-related data with a cumulative percentage
of 90% or more of the random forest feature importance ranking as the
filtering condition. Figure 5 shows the results of the random forest
algorithm for feature importance ranking.

3.4 Comparative experimental analysis

To verify the prediction effect of the proposed model, we conduct a
comparative analysis between CNN [21], LSTM [22], CNN-LSTM [23],
and attention-LSTM [24], which are deep learning models. Table 1 shows
that the prediction effect of the LSTM model is higher than that of the
CNNmodel. This indicates that the LSTMmodel with the introduction of
a gating unit has better adaptability for the prediction of time-series data
with a nonlinear nature. The prediction effect of the CNN-LSTM model
was higher than that of the LSTM model. This indicates that the
convolution operation of the CNN helps in extracting long time-series
features. Compared with the other models, the proposed model achieves
the best prediction results for each prediction index. This indicates that,
relative to the simple model superimposed by CNN and LSTM, it is easier
to mine the change rules in the time-series data.

Table 2 shows the results of the DM detection. Most p-values are
less than 0.05, and the DM value is less than 0. This shows that this
study’s model is better than the other models in most cases. Relative to
the CNN-LSTM model only on the GBP/RMB dataset, all p-values
exceed 0.05. In this case, both models perform equally. Overall, the
TCN model performs better than the other models.

To show the prediction effect of each model more intuitively, we
visually integrate the prediction data. As shown in Figure 6 (for better
visibility of the length of the graphs, we chose to plot the first
150 predictions in this study). The method proposed in this study can
fit the real data better than the other comparative models. This indicates
that the model has a certain degree of robustness.

4 Conclusion

We present a method for predicting the movement of the currency
market based on the combined model. We also analyse the multiple
characteristics of foreign exchange rates as inputs. The Pearson correlation
coefficients and random forest characteristics are used as input filters. The
findings show that the exchange rate has a high correlation with the target
extraction features. The results of the simulated empirical data based on the
EUR, RUB,AUD, andGBP show that the proposed approach for exchange
rate prediction has stronger stability and accuracy than that of the
traditional methods. This proposed approach can be used to provide
recommendations regarding the currency market projections. This study
also indicates that, when forecasting exchange rates, it is crucial to refer to
the movement of exchange rate in other economies. Our future work will
continue to mine features, other than the exchange rate data, to improve
the robustness of the model.
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