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Holographic stereogram comprises a hotspot in the field of three-dimensional (3D) display.
It can reconstruct the light field information of real and virtual scenes at the same time,
further improving the comprehensibility of the scene and achieving the “augmentation” of
the scene. In this paper, an augmented reality-holographic stereogram based on 3D
reconstruction is proposed. First, the point cloud data is generated by VisualSFM software,
and then the 3D mesh model is reconstructed by MeshLab software. The obtained scene
model and virtual scene are rendered simultaneously to obtain the real and virtual fusion
scene. Analysis of experimental results shows that the proposed method can effectively
realize augmented reality-holographic stereogram.

Keywords: holography, holographic stereogram, optical field information manipulation, augmented reality, 3D
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INTRODUCTION

Holographic stereogram (HS) [1–3] comprises a research hotspot in the field of three-dimensional
(3D) display, providing a flexible and efficient means of 3D display. HS is widely used in the military,
publicity, commerce, and other fields [4, 5]. Using discrete 2D images with parallax information as
the input, the 3D reconstruction of a scene can be obtained after image processing, stereoscopic
exposure, and development and fixing. An HS cannot show all the information of the scene but is
limited to a certain angle (less than 180°). Moreover, HS does not have the depth information in the
scene space, but people can still perceive 3D clues, which depends on the binocular parallax effect [6].
HS discretizes and approximates the continuous 3D light field, which greatly reduces the amount of
data. In addition, the scene is not limited to real-world objects, but can also be a 3D model rendered
by computer. The diversified scene selection of HS not only enriches its expression ability, but also
makes the realization of augmented reality-holographic stereogram (ARHS) possible.

ARHS reconstructs the light field information of real and virtual scenes at the same time [7]. The real-
scene data are sampled by the camera, and the virtual scene is rendered by computer software or a
program. The organic combination of both can further improve the comprehensibility of the scene and
achieve the “augmentation” of the scene. The key to realizing ARHS is the effective fusion of real and
virtual scenes. There are three methods in AR to prove the realizability of scene fusion. One is the model-
based method, which reconstructs the 3D model of a real scene through a computer, exports the model
data to the virtual scene rendering software, and renders the virtual scene at the same time to achieve the
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fusion effect. This method was first proposed by Breen in 1996 [8],
but it was difficult to realize due to technical limitations at that time.
The second method of proving the realizability of scene fusion is the
depth-based method, which determines the occlusion relationship
according to the depth value of the target point, and usually only
displays the information near the target point.Wloka et al. proposed
a video transparent AR system that can solve the problem of
occlusion between a real scene and computer-generated objects
[9]. The system calculates the pixel depth value through the
stereo matching algorithm and compares the depth value to
determine the position relationship between real and virtual
scenes. The third method used to prove the realizability of scene
fusion is the image-analysis-based method. First, the edge of the real
scene-image is detected, the accurate contour is drawn, and then the
occlusion relationship between the real and virtual scenes are
manually marked and completed. This method makes use of the
advantages of an edge detection algorithm to mark each image
manually. After the continuous development of algorithms,
especially the rise of neural networks, contour extraction has
gradually acquired intelligence, and manual marking has been
automated, which greatly im-proves the practicability of this third
method. Roxas et al. used a semantic segmentation algorithm based
on a convolutional neural network (CNN) to obtain more accurate
fore-ground segmentation results. In addition, according to the
complexity of object boundaries and textures, labels are assigned
to real scenes to improve the automation performance [10].

In other fields, research on the display of real- and virtual-scene
fusion is also underway. Deng et al. used a reflective polarizer (RP) to
realize AR 3D display, which has potential applications in
stomatology and vehicle AR display [11]. Shi et al. demonstrated
a CNN–based computer-generated holographic (CGH) pipeline
capable of synthesizing a photorealistic color 3D hologram from
a single RGBD image in real time [12]. Yang et al. proposed a fast
CGHmethod withmultiple projection images for a near-eye virtual-
reality (VR) andAR 3Ddisplay by convoluting the projection images
with the corresponding point spread function (PSF) [13].

Recently, using depth-based and image-analysis-based
method, we proposed a scene fusion coding method based on
instance segmentation and pseudo depth to realize ARHS [14].
However, the scope of application of this method is limited, and
the display of a few examples is required; otherwise, a large
amount of calculation is required.

In the present work, referring to the model-based method in
the AR field, we used VisualSFM andMeshLab software to realize
the 3D reconstruction of the scene, import the model into 3D
Studio Max software, render the virtual scene at the same time,
and then realize the scene fusion. Holographic printing is carried
out using our proposed effective perspective image segmentation
and mosaicking (EPISM) method [15], and the reconstructed
light field is analyzed and discussed, which verifies the
effectiveness of the proposed method.

BASIC PRINCIPLES

In our work, the basic steps of ARHS based on 3D reconstruction
are as follows. First, the 3D model of a real scene was established

by 3D reconstruction. Then, the model was imported into the
computer, the virtual scene information was rendered and added,
and the effective fusion between the virtual and real scenes was
completed according to the preset perspective and occlusion
relationship. Finally, it is processed according to the steps of
sampling, coding, printing, and display of HS, to realize ARHS.

The core of our method is 3D reconstruction. To verify the
effectiveness of the method, we used the 3D reconstruction
technology based on multi-view map, which mainly depends
on two software packages, i.e., VisualSFM and MeshLab. The
fusion of real and virtual scenes depends on 3D Studio Max.

VisualSFM uses a stereo-matching algorithm to detect and
match the image feature points, then uses a structure-from-
motion (SFM) algorithm to calculate the pose of the camera in
space according to the matching data and reconstructs the 3D
point-cloud model of the 3D scene. However, the point-cloud
model is sparse and in-sufficient for 3D reconstruction.
VisualSFM provides the function of calculating dense point
clouds, which can store dense point clouds in the computer in
the form of data. MeshLab is based on the Poisson surface
reconstruction (PSR) algorithm, which can convert dense
point-cloud data into a mesh model of a scene. 3D Studio
Max can import the previous scene model and render the
virtual information at the same time.

Stereo Matching and SFM
Stereo matching refers to the matching of pixel pairs with
identical points on multiple perspectives of the same scene,
estimating parallax and calculating object-depth information,
and preparing for SFM. Before matching, it is necessary to
detect the feature points of the image. The Scale invariant
feature transform (SIFT) operator is used as a feature point
detection tool in VisualSFM.

SIFT has scale and rotation invariance. When the image is
rotated and scaled, it still has good detection effect [16, 17]. In
addition, it has strong robustness, is suitable for extracting feature
point information of scale transformation and various images
with angular rotation and has strong accuracy.

SFM determines the spatial and geometric relationship of
object points by estimating the changes of the camera’s spatial
pose. When the spatial positions of more object points are
determined, a sparse 3D point cloud can be obtained. To
better represent the mapping relationship between pixels and
object points in the SFM process, several coordinate systems must
be considered.

• World coordinate system. A 3D coordinate system, which
represents the actual coordinates of any object point
in space.

• Camera coordinate system. A 3D coordinate system, which
represents the spatial pose transformation of the camera to
facilitate the expression of its motion process.

• Image-plane coordinate system. A 2D coordinate system
with its origin located at the intersection of the camera optical axis
and the image, which can represent the coordinates of any
pixel point.
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• Pixel-plane coordinate system. A 2D coordinate system with
its origin in the upper left-hand corner of the image, which can
represent the coordinates of any pixel point.

SFM process is the process of projecting the pixels in the pixel
plane coordinate system to the world coordinate system. The
projection relation is given directly here. For details, please refer
to Refs. [18, 19].
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where (u, v) represents the coordinates of the image pixel in the
pixel-plane coordinate system, (Xw, Yw, Zw) the coordinates of the
object point in the world coordinate system, and K the camera
internal parameter matrix, which is determined by the structural
properties of the camera itself. fx and fy are the normalized focal
lengths, s is the tilt factor, and cx and cy are the coordinates of the
main point in the image plane coordinate system, both in pixels
and known parameters. T is the external parameter matrix, which
is determined by the position relationship between the camera
and the world coordinate system. R and t represent rotation and
translation, respectively, which are unknown parameters.
Therefore, the solution of R and t becomes the key to SFM.

The calculation of relative pose R and t between adjacent
cameras can be given by singular value decomposition of
eigenmatrix E. Eq. 2 gives the calculation method of E

x′Ex � 0 (2)

where x’ is the 3D point coordinate in the right-hand camera
coordinate system and x the 3D point coordinate in the left-hand
camera coordinate system. However, the values of their
coordinates are unknown. The second calculation method of E
is given as follows:

E � KT
r FKl (3)

where Kr
T is the transpose of the internal parameter matrix of the

right-hand camera, Kl the internal parameter matrix of the left-
hand camera, and F the basic matrix. Here, K is known, and the
solution method of the basic matrix is

qTr Fql � 0 (4)

where qr
T is the transpose of the image-plane coordinates of the

right-hand camera and ql those of the left-hand camera. They can
be calculated directly from the pixel-plane coordinates (u, v).

Thus, the transformation relationship of camera spatial pose
can be calculated, and the spatial position of pixels reconstructed.

Computing Dense Point Cloud—Multi-View
Stereo
The 3D point cloud obtained by SFM is composed of feature
points, so it is sparse. To better reconstruct the 3D scene, it is
necessary to densify the sparse point cloud. VisualSFM software
can additionally configure the PMVS/CMVS resource package to
realize the generation of a dense point cloud. The photos are

clustered by CMVS to reduce the amount of dense reconstruction
data, and then PMVS is used to generate dense point clouds with
real colors through matching, diffusion, and filtering under the
constraints of local photometric consistency and global visibility.
The basic principle is multi-view stereo (MVS).

The main difference between MVS and SFM in obtaining a
sparse point cloud is that MVSmatches all pixels in the image and
reconstructs the corresponding spatial position of each pixel to
achieve the effect of high-definition reconstruction. To simplify
the process of finding homonymous points in two images,
epipolar constraints must be introduced. The epipolar
constraint describes the constraint formed by the image point
and camera optical center under the projection model when the
same point is projected on two images from different
perspectives, which can reduce the search range when feature
point matching.

Referring to Figure 1, the line O1O2 connecting the optical
centers of the two cameras is called the baseline, and the
intersection of the baseline and the plane of images #1 and #2
is called the base point i1 and i2. The planeO1O2P is called the polar
plane, and the intersections i1P1 and i2P2 of the polar and image
planes are called the polar lines. If the image point of an object
points in space on image #1 is P1, then the image point on image #2
must be P2. The epipolar constraint simplifies the detection and
matching of all pixels of the image to the matching of a certain line,
which can narrow the search range of feature-point matching and
has a more accurate matching effect.

The consistency judgment function cij(p) is used to judge the
similarity of the points on the epipolar constraint to complete the
feature matching of all pixels, and then the dense point cloud data
are generated according to these registered feature points.

cij(p) � ρ(Ii(Ω(πi(p))), Ij(Ω(πj(p)))) (5)

where π(p) is a function thatmakes object point p project to a point
on the photograph,Ω(x) defines the area around a point x, and I(x)
represent the intensity characteristics of the photo area; ρ (f, g) is
used to compare the similarity between two vectors. VisualSFM
does not display the dense point cloud on the operation interface
but records it in the computer in the form of a data list.

Poisson Surface Reconstruction
Poisson Surface Reconstruction (PSR) is a mesh reconstruction
method proposed by Kazhdan et al. in 2006 [20]. It uses the input

FIGURE 1 | Principle of epipolar constraints.
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point-cloud data to build a triangular mesh model and represents
the surface reconstruction problem as finding the solution of a
Poisson equation. Its core is that the point cloud represents the
position of the object surface, and its normal vector represents the
internal and external directions. PSR considers all data at the
same time without heuristic segmentation and merging. It is a
global algorithm, which is conducive to generating smooth
surfaces.

By implicitly fitting an indicator function derived from an
object, an estimate of a smooth object surface can be given.
LettingM represent an area and zM be the surface of the area, the
indicator function is

χM(x) � { 1, x ∈ M
0, x ∉ M

(6)

where x represents the sampling point. The indicator function can
be approximated to zM by estimating the indicator function and

extracting the isosurface. Therefore, the key to the problem is to
calculate the indicator function according to the samples. Here, the
gradient ∇χM(x) of the indicator function must be introduced. The
relationship between sample point set X and zM can be established
through gradient field ∇χM(x) [20], as shown in Figure 2. First, a
vector field �V of the X is created from the period cloud data, as
shown in Figure 2A. Then in Figure 2B, the corresponding
∇χM(x) is generated according to �V, and in Figure 2C the
indication function is assigned according to the distribution of
the gradient field. Finally, the surface zM is created according to the
assignment of the point set, as shown in Figure 2D.

First, the smoothing filter function ~F is used to smooth χM(x).
Through the divergence theorem, it can be proved that the
gradient field of the smoothed indicator function is equal to
the smoothed surface normal vector field:

∇(χM ⊗ ~F)(x) � ∫
zM

~F(x − p) �NzM(p)dp (7)

where ⊗ is the convolution symbol for smoothing, �NzM is the
normal vector at the surface (pointing to the inside), and p is the
point corresponding to �NzM. Due to the discreteness of sample
points, �NzM is not known for every x near the surface, so it must
be approximated piecewise:

∇(χM ⊗ ~F)(x) ≈ ∑
x∈X

|[X|~F(x − x · p)x · �N ≡ �V (8)

where x. p and x �N represent the position and normal vector of x,
respectively, ƱX⸦ zM is the surface area near x divided
according to space, and �V represents the vector field
composed of the sample set. Assuming that the sample points

FIGURE 2 | Intuitive illustration of Poisson reconstruction in 2D (A) vector field �V (B) gradient field ∇χM(x) (C) indication function χM(x), and (D) surface zM.

FIGURE 3 | Three images in “old school gate of Tsinghua University” dataset.

FIGURE 4 | Point cloud model and camera spatial pose.
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FIGURE 5 | Model generation process (A) Point cloud with miscellaneous points (B) meshing, and (C) reconstruction result.

FIGURE 6 | Sampling image.

FIGURE 7 | Holographic printing optical scheme.

FIGURE 8 | Holographic optical reconstruction scheme.
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are evenly distributed, ƱX in the above formula can be omitted.
Equations 7 and 8 are simultaneous, and ~x represents the
smoothed χM(x); then,

∇~χ � �V (9)

Using the divergence operator, Eq. 9 can be transformed into a
Poisson equation,

Δ~χ � ∇ · �V (10)

The indicator function can be calculated by solving the
Poisson equation. The solution of Eq. 10 is obtained by
Laplace matrix iteration, which will not be repeated here.

EXPERIMENT AND ANALYSIS

3D Reconstruction and Data Processing
The dataset “old school gate of Tsinghua University” was used in
our experiment [21]. The data were from the State Key

Laboratory of pattern recognition, Institute of Automation,
Chinese Academy of Sciences, who used a Riegl-LMS-Z420i
laser scanner to obtain the data of buildings and take image
data at the same time. The accuracy of the laser scanner within
50 m is 10 mm and the scanning-angle interval 0.0057°. The
experiment only used 68 images in the dataset, with dimensions
of 4,368 × 2,912 pixel. Three images are shown in Figure 3.

The images were batch-imported into VisualSFM. Stereo
matching took 143 s, and 2,278 matches were completed.
Matching uses a SIFT operator to form a new intermediate
file, which records the matching information in the form of a
data list. The file is read, and the sparse 3D point cloud calculated.
The point-cloud model and camera spatial pose appear on the
software display interface, which takes 196 s, and is shown in
Figure 4. The dense point-cloud data are calculated and stored in
the computer in the form of a model file and a list file, which takes
10.367 min.

The dense point cloud data were imported into MeshLab for
operations such as removing miscellaneous points, meshing,
repairing manifold edges, parameterization, and texturing, to

FIGURE 9 | Horizontal parallax information of reconstructed image (A) Left-hand perspective (B) right-hand perspective (C) detail of (A), and (D) detail of (B).
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obtain the model of the real scene, export the model file and store
it in the computer. The model generation process is shown in
Figure 5.

The model file was imported into 3D Studio Max software
(texture is usually lost in this process) and the spatial pose of the
model adjusted. The tree model (virtual scene) was merged and

FIGURE 10 | Vertical parallax information of the reconstructed image (A) Head up view (B) detail of (A) (C) bottom view, and (D) detail of (C).

FIGURE 11 | Camera focused on Ruler #1.
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imported to obtain the fusion scene. The scene position
relationship was adjusted, and the geometric center of the
school gate placed at the origin, with the left- and right-hand
trees in front of the gate approximately 1.5 and 3 cm away from
the gate, respectively. The camera was located 13.8 cm from the
origin for shooting and sampling, and the sampling images are
shown in Figure 6. The EPISM method proposed in this paper
was used for sampling and coding. In this experiment, the hogel
size is 4 mm × 4 mm and the printing area is 8 cm × 8 cm. (For
specific details and methods, please refer to Ref. [15].)

Holographic Printing and Reconstruction
The optical experimental scheme was set up as shown in Figure 7.
A 400-MW/639-nm single longitudinal mode linearly polarized
solid-state laser (CNI MSL-FN-639) was used as the light source,
and an electronic shutter (Sigma Koki SSH-C2B) was used to
control the exposure time. After passing through a λ/2-wave plate
and a polarizing beam splitter (PBS), the laser beam was divided
into two beams, namely the object beam and the reference beam.
The polarization state of the object beam was adjusted by a λ/2-
wave plate to be consistent with the reference beam. The
attenuator of the reference beam was adjusted to attain an
object reference energy ratio of 1:20. The object beam
irradiated the LCD screen after being expanded and reached
the holographic plane after being diffused by the scattering film.
After filtering and collimating, the uniform plane-wave reference
beam was obtained. The object and reference beams interfered
with each other after being incident from both sides, and the
exposure image information was written. The holographic plate
was fixed on a KSA300 X-Y linear displacement platform; the
positioning accuracy of the platform in the horizontal and vertical

directions was 1 μm. The displacement platform was controlled
by an MC600 programmable controller.

Holographic plate is a silver salt dry plate. After holographic
printing, it is developed, fixed, and bleached. The holographic
plate can reconstruct 3D images in the conjugate of original
reference light after developing and bleaching. As shown in
Figure 8, the reconstructed image was taken with a Canon
camera and a macro lens with a focal length of 100 mm,
which was placed approximately 30 cm in front of the
holographic plate.

Results and Analysis
In this subsection, we show and analyze the 3D information of the
obtained hologram, including horizontal parallax, vertical parallax,
and depth information. It should be noted that although our
experimental system can display ±19.8° horizontal and vertical
field angles, the actual displayed field angle cannot meet this
standard to display the main part of the fusion scene.

Figure 9 shows the horizontal parallax information of the
reconstructed image at the same vertical position, in which (C)
and (D) show some details in the yellow rectangles of (A) and (B),
respectively. As can be seen from the information in the white
elliptical curves in (C) and (D), the tree in (D) on the left-hand
side of the middle door blocks most of the doorway, and the tree
on the right-hand side fails to block the doorway, while (D)
depicts the opposite. This shows that the perspective of (A) is on
the left and that of (B) is on the right. The angle between them is
approximately 10°.

Figure 10 shows the vertical parallax information of the
reconstructed image in the same horizontal position, where
(B) and (D) show some of the details in the yellow rectangles

FIGURE 12 | Comparation of depth information (A) Camera focused on Ruler #2 (B) detail of (A), and (C) detail of (B) (D) Camera focused on Ruler #3 (E) detail of
(D), and (F) detail of (E).
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of (A) and (C), respectively. For ease of observation, the edge
contour at the logarithmic root is depicted in the figures. From
information in the white elliptical curves in (B) and (D), the
bottom of the tree root in (B) is nearly parallel to the bottom of
the school gate, while the bottom of the tree root in (D) is higher.
This shows that (A) is a head’s-up view and (C) is a bottom view.
The angle between them is approximately 5°.

Figures 11,12 show the depth information of the reconstructed
image. Here, only the left-hand side of the fusion scene is of
importance. To facilitate analysis, three rulers are placed in the
reconstructed light field, one is in the hologram plate, one is
13.8 cm away from the hologram, and the other is 15.3 cm away
from the hologram. When the camera focuses on Ruler #1, as shown
in Figure 11, the grid shape of the hogel is clearly visible, and the
reconstructed image cannot be observed.

When the camera focuses on Ruler #2, as shown in Figure 12
(A-C), the details of the tree circled by the white elliptical curve
are blurred, but an incomplete part of the school gate in the yellow
box is clearly displayed. When the camera focuses on Ruler #3, as
shown in Figure 12 (D-F), the opposite is true. This shows that
the scene protrudes from the holographic plate display, and that
the distance is equal to the sampling distance; in addition, the
depth information between the scenes also conforms to the preset
relationship during sampling. The depth information of the scene
can be expressed effectively.

CONCLUSION

In this paper, an augmented reality–holographic stereogram
based on 3D reconstruction is proposed that provides an
effective means for augmented holographic 3D display of a
scene. The relevant research results can be applied to medical,
military, and other fields. In the 3D reconstruction, two software
programs were used—VisualSFM and MeshLab. The basic
principle of the 3D reconstruction algorithm employed in the
software is introduced, and the 3D reconstruction completed by
using an image dataset depicting the “old school gate of
Tsinghua University.” We rendered, sampled, and encoded
the 3D model and the virtual scene at the same time, and
then holographic printing was carried out to obtain the

holographic stereogram with full parallax. Results and
analysis verified the effectiveness of the proposed method.
Since we were concerned about the effectiveness of the
method, we selectively ignored the poor effect of the 3D
reconstruction approach used, especially the loss of texture
information when the model was imported into the 3D
modeling software. The 3D model obtained from 68 images
has obvious holes. To obtain better results, we must increase the
number of images or use other methods to complete 3D
reconstruction, which is also our next planned research
direction.
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