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Human papillomavirus (HPV) is considered as one of the major causes of multiple cancers,
including cervical, anal, and vaginal cancers. Some studies analyzed the infection patterns
of cancers caused by HPV using individual clinical test data, which is resource and time
expensive. In order to facilitate the understanding of cancers caused by HPV, we propose
to use data analytics methods to reveal the influencing factors from the population-level
statistics data, which is available more easily. Particularly, we demonstrate the
effectiveness of data analytics approach by introducing a predictive analytics method
in studying the risk factors of cervix cancer in the United States. Besides accurate
prediction of the number of infections, the predictive analytics method discovers the
population statistic factors that most affect the cervical cancer infection pattern.
Furthermore, we discuss the potential directions in developing more advanced data
analytics approaches in studying cancers caused by HPV.
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INTRODUCTION

Human papillomavirus (HPV) is believed to cause more than 90% of anal and cervical cancers, about
70% of vaginal and vulvar cancers, and 60% of penile cancers [1, 12]. Recent studies show that HPV
should be responsible for about 60–70% of cancers of the oropharynx, which traditionally have been
caused by tobacco and alcohol [2]. Sexual behavior is considered as a major risk of HPV infection
[13]. However, the relation between the prevalence of HPV-related cancer and the population-level
demographical and economic factors remains unclear. Some studies have revealed that the rate of
people getting HPV-associated cancers varies by race and ethnicity [3]. They showed that black and
Hispanic women had higher rates of HPV-associated cervical cancer than women of other races and
non-Hispanic women, which is of great value for further investigation into the causing mechanism of
HPV-related cancers.

The previous studies rely on clinical test and evaluation, which is resource and time expensive.
Though the predictive models have been used in the clinical HPV status prediction using biomarkers
[14, 15], there are few studies on predicting population-level HPV-related cancer incidence. In order
to facilitate the understanding of cancers caused by HPV, we propose a data analytics approach to
discover influencing factors efficiently from heterogeneous data resources, such as demographical
and social-economic statistic data. Since over 90% of the cervical cancers are caused by the HPV, we
study the case of discovering the influencing factors of cervical cancers by analyzing the infection
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pattern in different states in the US. We demonstrate our
proposed approach in Figure 1. With the predictive model, we
can further predict the number of underlying HPV-related
cancers, which facilitates HPV screening and vaccination by
proactively deploying resources [17, 18].

MATERIALS AND METHODS

We use cervix cancer in 2018 (https://gis.cdc.gov/Cancer/
USCS/#/AtAGlance/) as the target variable to analyze. We
consider two types of factors: age and economic status.
Specifically, we collect the population size of six age
groups (children 0–18 years, adults 19–25 years, adults
26–34 years, adults 35–54 years, adults 55–64 years, adults
over 65 years) and the gross domestic product (GDP) per
capita income of the previous 8 years (from year 2011 to year
2018). We use these data at different states of the US as the
features input into the analytics model.

We first assess the correlation between influencing factors and
the target variable via a linear analytics model. We first normalize
the features into [0, 1] for better analyzing the influences of these
data. The formulation of the linear analytics model is:

ŷ � β1x1 + β2x2 + . . . + βDxD,

where xd, d ∈ [1 . . .D] is the normalized features and βd is the
corresponding coefficient. The results show that these factors
account for about 43% variance of the state-wise infection pattern
(R2 � 0.43488).

Then to determine the most influencing factors, we learn a
sparse linear model via Lasso method [4]. The objective of the
model learning can be written as:

min
����y − ŷ

���� + λ
∣∣∣∣β
∣∣∣∣,

where y is the ground-truth value of target variable,
β � [β1, β2, . . . , βD] and λ is a hyperparameter. The first term
is the l2 norm of the estimation error, which aims to make the
analytics model better approximating the target variable, and the
second term is the l1 norm the coefficient vectors, where λ controls
how many influencing factors are selected in the analytics model.

RESULTS

The top five important influencing factors identified by the
model are GDP per capita year 2018, GDP per capita at year
2011, age adults 26–34 years, age adults 55–64 years, and age
over 65 years (R2 � 0.17354). The weightings of different
indicators with increasing sparsity penalty λ can be seen in
Figure 2.

Finally, we examine the nonlinear correlation between the
factors and the target variable via the predictivity, as discussed in
[16]. We compare two models with the same input features: one
linear model and a nonlinear neural network [5] with one hidden

FIGURE 1 | The proposed framework. Predictive analytics model
incorporates the indicators from heterogeneous data sources as features and
then filters the most important indicators to explain the pattern of HPV-related
cancer infection.

FIGURE 2 | The weightings of different indicators with increasing sparsity penalty λ.

Frontiers in Physics | www.frontiersin.org December 2021 | Volume 9 | Article 7899382

Du and Tan Data Analytics Approach

https://gis.cdc.gov/Cancer/USCS/
https://gis.cdc.gov/Cancer/USCS/
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


layer of size 16. We evaluate the predictive performance with leave-
one-out strategy, i.e., train themodel with all samples except one and
then test the predictive performance on the one left. We use the
mean absolute percentage error (MAPE) as the metrics of
performance evaluation considering the variance of different target:

MAPE � 1
n
∑
n

i�1

∣∣∣∣ŷi − yi

∣∣∣∣∣∣∣∣yi

∣∣∣∣
.

The MAPE of linear model is 0.3504, and the MAPE of neural
network model is 0.3087. As the lower MAPE the better the
performance, the predictive performance of neural network is
much better than that of the linear model. The results show that
there is nonlinear correlation among the risk factors and the
incidence.

Figure 3 displays the predictive results of both models. We can
see that the predictivemodels are able to capture the infection pattern
of cervix cancers, and comparatively the neural network model
produces more accurate predictions, e.g., that in New York state.

CONCLUSION

In this perspective, we proposed a data analytics approach to mining
the influencing factors of HPV-related cancer from population-level
statistics data.We also demonstrated the effectiveness of this approach
in the case of analyzing the cervical cancers in the United States. We
further examined the existence of nonlinear correlation via showing
the superior predictivity of nonlinear model compared with the linear
model. Further studies can incorporate more risk factors, such as low
socioeconomic status and smoking habit [13].

Based on the current studies, further effort should be paid to
analyze the complex nonlinear correlation between the influencing
factors and the HPV-related incidence. For example, the advanced
nonlinear models [7] and feature selection methods can be applied
in the risk factor analysis. The recurrent neural network can
combine the time-aggregated effect from time series data, and
the attention-based model is able to directly extract the important
features based on the current context. These methods can model
the nonlinear correlations between the risk factors and the disease

FIGURE 3 | Visualization of the predictive results. The first row shows the population and case count distribution in the US, and the second row shows the
predictions of neural network (NN) model and linear model.
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outcome. The advances in the study of model interpretability allow
us to extract the key factors from the learned nonlinear models.

Moreover, causal inferencemethods can be incorporated to identify
the causing factors reliably. There are many complex cofounding
associations under the disease progression which hinder the key
causing risk factors. To overcome these challenges, causal inference
methods, e.g.,marginal structural networks [6], can be applied to adjust
the bias from the cofounding factors. A practical way to distinguish the
proper factors with the nonlinear models is to identify the important
features in termsofpredictivity [8].Fornonlinearmodels, suchasneural
network methods, Shapley value [11] and gradient-based methods [9,
10] are commonly used for identifying the feature importance.
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