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In this paper, an optical field coding method for the fusion of real and virtual scenes is
proposed to implement an augmented reality (AR)-based holographic stereogram. The
occlusion relationship between the real and virtual scenes is analyzed, and a fusion
strategy based on instance segmentation and depth determination is proposed. A real
three-dimensional (3D) scene sampling system is built, and the foreground contour of the
sampled perspective image is extracted by the Mask R-CNN instance segmentation
algorithm. The virtual 3D scene is rendered by a computer to obtain the virtual sampled
images as well as their depth maps. According to the occlusion relation of the fusion
scenes, the pseudo-depth map of the real scene is derived, and the fusion coding of 3D
real and virtual scenes information is implemented by the depth information comparison.
The optical experiment indicates that AR-based holographic stereogram fabricated by our
coding method can reconstruct real and virtual fused 3D scenes with correct occlusion
and depth cues on full parallax.

Keywords: holographic stereogram, augmented reality, instance segmentation, 3D display, fusion of 3D real and
virtual scenes

INTRODUCTION

A holographic stereogram [1–3] is an effective three-dimensional (3D) display technology. It
combines traditional optical holography [4] with the parallax effect [5] and can realize high-
resolution and wide-viewing-angle 3D naked eye display of 3D scenes, which is considered the
ultimate form of 3D display technology [6, 7]. A holographic stereogram takes advantage of the
limited resolution of human eyes, and it can express continuous and realistic 3D optical field
information with a limited 2D perspective sequence, the parallax information of which is less than
the resolving power of human eyes. The amount of data sampling and processing loss are small. 2D
perspective images are not the only data source, but the reconstruction image and the formation of
stereo vision also come from the difference of information received by human eyes. Therefore, the
scene data source suitable for holographic stereogram is more universal and flexible, and the 3D
optical field information it can express is more abundant and diverse. For real scenes, a camera array
or motion camera can be used for capturing and sampling, which can realize the display of large-
format scenes. For 3D models rendered by a computer, one can use software to realize 3D cues such
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as occlusion, shadow, and transparency between scenes. It is
worth mentioning that, on some occasions, the fusion of real and
virtual scenes in 3D display may be more valuable. For example,
in the exhibition of cultural relics, in order to display the 3D
image and specific information of cultural relics while protecting
cultural relics, some virtual introductory signs can be
superimposed on the image of cultural relics. Obviously, this
kind of holographic 3D display can enhance people’s perception
of the 3D world and achieve the effect of augmented reality (AR).
In order to make this kind of holographic stereogram, the real and
virtual scenes must be sampled separately, and the optical field
information must be encoded and holographically printed
according to the required spatial position relationship, so as to
realize the AR display based on holographic stereo vision.

In traditional AR display, virtual information such as text,
images, and 3Dmodels generated by a computer is simulated and
superimposed on the real world. The two kinds of information
complement each other, so as to realize the “enhancement” of the
real world. Generally, it does not need to encode and reconstruct
the real scene. Deng et al. used a reflective polarizer (RP) to realize
AR 3D display, which has potential applications in stomatology
and vehicle AR display [8]. Shi et al. demonstrated a
convolutional neural network (CNN)-based computer-
generated holographic (CGH) pipeline capable of synthesizing
a photorealistic color 3D hologram from a single RGBD image in
real time [9]. Maimone et al. presented designs for virtual reality
(VR) and AR near-eye displays based on phase-only holographic
projection, which not only fix minor aberrations but also enable
truly compact, eyeglass-like displays with wide fields of view (80°)
[10]. Yang et al. proposed a fast CGH method with multiple
projection images for a near-eye VR and AR 3D display by
convoluting the projection images with the corresponding
point spread function (PSF) [11]. In 2012, Google released
Google Project Glass that can display an operation interface
similar to smart phones, and people can operate it through
sound or touch sensing devices [12]. In 2015, Microsoft
released an AR head-mounted display that can interact with
people through gestures and that is expected to realize the sense of
technology visualized in some science fiction movies [13].

However, in the field of holographic stereograms, there is little
research on the AR display of 3D scenes. Drawing on the
experience of AR, the main task of AR 3D display of
holographic stereograms is to implement the fusion coding of
3D real and virtual scenes information. Moreover, the key to
fusion lies in the correct expression of the occlusion relationship
between scenes. Three methods exist to deal with the problem of
real and virtual scenes occlusion: model-based, depth-based, and
image analysis-based methods.

The model-based method is used to reconstruct the 3D model
of the real scene by a computer and then export the model data
and render the virtual scene at the same time to achieve the fusion
effect. This method was first proposed by Breen in 1996, but it was
difficult to realize due to the technical conditions at that time [14].
Ong et al. presented a 3D reconstruction approach using a
structure from motion (SFM) algorithm to obtain the real
scene 3D model, avoiding the huge workload of traditional
modeling [15]. Newcombe et al. designed a 3D reconstruction

system that can transmit 3D information accurately and in real
time [16]. The system uses a Kinect sensor to obtain the depth
information of the real scenes and uses GPU parallel computing
for real-time reconstruction and fusion rendering. The depth-
based method is used to determine the occlusion relationship
according to the depth value of the object point and usually only
displays the information of the near object point. Wloka et al.
proposed a video see-through AR system capable of resolving
occlusion between real and computer-generated objects, which
calculates the pixel depth value through a stereo matching
algorithm and compares the depth value to determine the
position relationship between real and virtual scenes [17].
Some researchers use hardware devices to calculate depth.
Jesus et al. introduced a depth-of-flight range sensor into AR
to obtain the depth map and then judged the visibility of the
fusion scene [18]. The method based on image analysis, which
was proposed by Berger in 1997 [19], is to first detect the edge of
the real scene image, draw an accurate contour, and then
manually mark and complete the occlusion relationship
between the real and virtual scenes. This method relies on the
superiority of the edge detection algorithm, and each image must
be marked manually; so, it cannot guarantee real-time
performance. Many researchers have proposed background
extraction and target contour fusion, but the results are not
accurate [20–22]. Roxas et al. used a CNN-based semantic
segmentation algorithm to obtain more accurate foreground
segmentation results. Moreover, according to the complexity
of object boundary and texture, labels are assigned to the real
scene, which improves the automation performance [23].

The model-based method can better express the occlusion
relationship by putting the real and virtual scenes into the same
time and space, but there is a certain degree of information loss in
using a 3D model to express the real light field, which will cause
the real scene to be unreal. In theory, the depth-based method can
effectively deal withmore complex occlusion relationships, but, in
practice, the accurate calculation of a depth map is not easy, and
there are some other problems, such as limited range, dependence
on lighting conditions, and sparsity of data points. The method
based on image analysis not only keeps the authenticity of the real
light field but also does not need to calculate the accurate depth
value. However, it usually needs manual marking and has a low
degree of automation.

In this paper, we reference the method based on image analysis
and use the Mask R-CNN [24] instance segmentation algorithm
to extract the contour of the real scene. To reduce the manual
marking part and improve the automation of the image analysis-
based method, we use the results of an instance segmentation
algorithm to give a pseudo-depth-value to each instance
according to the occlusion relationship, and then the depth-
based method is applied to encode the optical field to achieve
the effective fusion when the virtual scene and real scene have a
mutual occlusion relationship. The principle and implementation
details of the optical field coding method are introduced. The
encoded images are processed by the effective perspective images’
segmentation and mosaicking (EPISM) printing method [25, 26].
Optical experiments show that the method proposed in this paper
can effectively realize AR 3D display of holographic stereogram.
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Finally, we analyze and discuss the reconstructed optical field in
detail.

BASIC PRINCIPLES AND METHOD

Real and Virtual Scenes Occlusion in
Holographic Stereogram AR Display
The scene’s information fusion coding of an AR-based
holographic stereogram cannot be simply obtained by
superimposing virtual 3D scenes onto the real scenes. The real
and virtual scenes should have a reasonable or even complex
occlusion relationship, so that the observer can have a good and
real visual experience that can reconstruct the real and virtual
fused 3D scenes correctly.

Figure 1, taking a simple real and virtual fused 3D scene as an
example, shows a real 3D sceneA and a virtual one B. For simplicity,
the occlusion on the x − z plane is analyzed. After image coding, the
perspective seen at the camera #1 position should display part of the
information of the two scenes at the same time. Taking pixel p(i, j)
[(i, j) is the pixel position index in the sampled image] as an example,
when A and B are sampled, object pointsO on A andO’ on B retain
the optical information at pixel p(i, j) of their respective sampled
images. However, considering occlusion, O blocks O’ at the camera
#1 position. Therefore, pixel p(i, j) of the encoded image should only
retain the information of object point O of the virtual scene. The
situation of camera #3 is contrary to that of camera #1.

The fused image from a certain perspective can be
expressed as:

QAR(i, j) � { I[O(x, z, α)], z < z′
I[O′(x′, z′, α)], z > z′′ (1)

where QAR(i, j) represents the fused image pixel information at
pixel index positions (i, j).O(x, z, α) andO′(x′, z′, α) are the object

point information, and α is the projection angle. I[•]denotes the
optical intensity information. Because the object points of real
and virtual scenes usually do not coincide, z � z′ is meaningless
and need not be discussed. Eq. 1 only gives the principle of depth
determination in the case of occlusion, and it must be explained
that there is no need for depth comparison in the case of no
occlusion.

The above is the basic principle of the depth-based method, in
which the process of solving the depth information z is the key
but also the challenge. Depth estimation algorithms are usually
used to calculate depth information, such as monocular depth
estimation [27–29], stereo matching algorithms [30–32], and
depth estimation based on deep learning [33–35]. However, it
is difficult to obtain accurate depth values using these methods,
and a good effect in estimating the depth of the scene over a long
distance cannot be achieved. When the distance between the real
and virtual scenes is large, the error caused by depth estimation is
acceptable. However, when the depth difference is small, the error
of depth estimation will result in an incorrect choice, which
makes the original occlusion relationship completely contrary.
This is not acceptable, and we have to find a new way to solve this
problem.

Fusion Method Based on Instance
Segmentation and Pseudo-depth
The principle of the depth-based method shows that the main
reason for occlusion in the fusion images between the real and
virtual 3D scenes is the difference of object point depth
information in a certain ray. The point with a small depth
blocks the point with a large depth and leaves the intensity
information at the corresponding pixels of the fusion image.
However, the decision condition is only to compare the value of
the depth and does not require the specific depth value, which
provides the opportunity to improve the depth-based method.

Referring to Figure 2, B and F are the projection curves of the
background and foreground, respectively, of the real scene on the
x − z plane; V is the projection curve of the virtual scene, and its
depth range is (dmin, dmax). c and c are the real and virtual
sampling cameras, respectively, with the same spatial pose at a
certain viewpoint. After sampling, perspectives Q and Q′ are
obtained separately. The intensity information of points p1 and p2

FIGURE 1 | Analysis of occlusion relationship between real and
virtual scene.

FIGURE 2 | Correspondence between pixels and points in optical field
fusion.
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are kept in Q and that of points p′1 and p′2 are kept in Q′. For the
fused optical field to satisfy the occlusion relation depicted in
Figure 2, it must be ensured that

{ dF < dmin

dB > dmax
, (2)

where dF and dB are the depths of F andB, respectively. Here, we
use the instance segmentation method [36, 37] to layer the
foreground and background of the real scene, assign a pseudo-
depth-value to each layer according to Eq. 2, and then use the
depth-based method for image coding, as follows:

Q[p1, p2] + Q′[p′1, p′2] � QAR[p1, p′2] (3)

In terms of technical difficulty, instance segmentation is
simpler than accurate depth calculation. Next, combined with
the actual application of the scene in this paper, the real and
virtual scene image fusion coding strategy is introduced in detail.

Fusion Strategy of Real and Virtual Scenes
Figure 3 shows the fusion strategy of real and virtual scenes for
holographic stereogram AR 3D display. Taking the perspective
(i, j) [(i, j) is the sequential index of perspectives, and the total
number of images is M × N(1≤ i≤M, 1≤ j≤N)] in the
perspective sequence as an example, the basic principles and
methods of the strategy are described in detail.

Step 1: Real scene sampling. Obtain the real scene sampling
perspective sequence. The instance segmentation algorithm
is used to segment different instances in the scene.
Furthermore, the real scene sampling images QR(s, t)[(s, t) is
the pixel position index of the depth map] in Figure 3 can be
represented as

QR(s, t) � H + T + B, (4)

where the three terms on the right-hand side of the equation
represent the light field sampling information of the house, tree,
and background in QR(s, t), respectively.

Step 2: According to the scene space position and camera pose
adjustment in Step 1, the virtual scene sampling parameters are
set. The sampled image QV (s, t) can be expressed as

QV(s, t) � C + B′ (5)

where C and B′ represent the car and background of the image
QV (s, t), respectively. The depth map is rendered at the same
time. The quantization method of depth map is given by

DV(s, t) � D(C)
V ∪D(B′)V

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

255 × z(s,t) − zmin

zmax − zmin
, zmin ≤ z(s,t) ≤ zmax

255, z(s,t) > zmax

0, z(s,t) < zmin∪z ∈ B′

,

(6)

whereD(•)V represents the depth map of •, z(s,t) is the depth of the
corresponding object point, and zmin and zmax are the
quantization ranges of the set depth value. In the pixel area
without a scene, the value is 0.

Step 3: According to the occlusion relationship and the depth
map of the virtual scene, the pseudo-depth-value is assigned to
each instance after the instance segmentation, and the value of H
occlusion C and C occlusion T is given as

⎧⎪⎨⎪⎩
D(H)

R ∈ (0, min[DV(s, t)])
D(T)

R ∈ (max[DV(s, t)], 255)
D(B)

R � 0
, (7)

where D(H)R , D(T)R , and D(B)R represent the values assigned to each
instance and background, which are respectively H for house, T
for tree, and B for background. Then, the pseudo-depth-map can
be expressed as

DR � D(H)
R ∪D(T)

R ∪D(B)
R . (8)

Step 4: The fusion of real and virtual optical fields. According
to the depth-based method, the near information in the fusion
scene is retained in the processed image, as shown in

FIGURE 3 | Fusion strategy of real and virtual scenes.
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QF(s, t) �
⎧⎪⎨⎪⎩

QR(s, t),DR(s, t)<Dv(s, t)
QV(s, t),DR(s, t)>Dv(s, t)
QR(s, t),DR(s, t) � Dv(s, t) � 0

. (9)

Note that DR(s, t) � DV (s, t) � 0 above, indicating that the virtual
depth map and real pseudo-depth-map are only 0 at the same
time when the position value of a pixel is equal. This is because
there is usually no point in space that belongs to both the real
scene and virtual scene.The above-mentioned four steps can
realize the fusion of real and virtual optical fields with a
correct occlusion relationship in each image. It should be
pointed out that, for the perspective sequence shown in
Figure 3, each group of horizontal parallax image sequences is
transformed from the real scene occlusion virtual scene to the
virtual scene occlusion real scene, which allows us to not have to
code the images one by one. In our work, we only coded the
optical field twice—once to keep the foreground pixels of the real
scene in the occluded area, and once to keep the pixels of the
virtual scene—and then extracted the images with a correct
occlusion relationship. However, although this process is more
flexible than manually marking each image, it is still not fully
automated. Of course, automation is not the main goal of
this paper.

EXPERIMENT AND DISCUSSION

Implementation of Optical Field Coding
According to the above-mentioned four steps, we gradually
realized the effective coding of real and virtual scene optical
fields and carried out the detail display and result analysis.

Real Scene Sampling and Instance Segmentation
In our work, we used the “house and tree” model as the
foreground objects of the real scene and the “sky” as the
background (see Figure 4B). A single camera timing sampling
system was built to sample the real scene’s perspective
information. A single MER2-502-79U3C CMOS digital camera
was fixed on a Zolix KSA300 electronic control displacement
platform. The stepper motor in the displacement platform was
driven by a Zolix MC600 motion controller, which could realize

arbitrary interval shift sampling in both the horizontal and
vertical directions, as shown in Figure 4A.

After comprehensive comparison of several instance
segmentation methods, we used the better Mask R-CNN
instance segmentation network architecture for processing.
Mask R-CNN can realize target detection, semantic
segmentation, and instance segmentation. Fast R-CNN (an
excellent target detection network architecture) adds a full
convolution network (FCN), realizes semantic segmentation on
the basis of target detection, and then realizes instance
segmentation [38]. It adds a layer of random color mask to the
specified instance. Using the Windows operating system and the
efficient computing power of an NVIDIA TITAN XP graphics
card, we built a Mask R-CNN network architecture based on the
Keras2.1.5 model library on the Tensorflow 1.13.2 deep-learning
open-source framework. A dataset of 400 real scene images with
mask labels was produced by using the “labelme” annotation tool
(the total number of images to be encoded was 4,761), of which 350
were used for training and 50 for validation. We set the training
times to 150 epochs. After the iterative optimization training of the
multi-layer feature pyramid network, the training set loss was
reduced to 0.017, the validation set loss was reduced to 0.016, and
the confidence of the target detection accuracy was close to 1.0.
Figures 5A,B show the sampled images and labeled masked label
in the experiment respectively. The test effect on the self-made
dataset is shown in Figure 5C. Details of the occlusion mask are
shown. The main part of the house model was completely covered,
but areas violating the mask coverage still remained at the four
corners. This may be due to the small cardinality of self-made
datasets. The edge of the house and tree trunk can be completely
covered, which basically meets the requirements of stratification.

Virtual Scene Sampling and Depth Map Rendering
The virtual scene was rendered with 3D studio Max software, and
its sampling was adopted to be consistent with the real scene
sampling settings. In addition, the “Z depth” channel was rendered
to obtain the “car”model’s depth maps, where the front end of the
car was 14.3 cm from the camera. The gray value of the depth map
of the car area was between 139 and 232 (0–255 is used to represent
the gray range of each gray image). Figures 6A,B show one of the
sampled images and its depth map of the virtual scene.

FIGURE 4 | (A) Single camera timing sampling system (B) real scene image.
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Generating Pseudo Depth Map
The trained model was used to predict all the real scene images to
be encoded, and the corresponding images with masks were

obtained. Digital image processing technology is used to assign
pseudo-depth-values to the areas covered by each mask in each
image. In order to ensure that the car stopped between the house

FIGURE 5 | (A) An real scene image and (B) its masked label files (C) Details display after instance segmentation.

FIGURE 6 | (A) A virtual scene image and (B) its depth map.

FIGURE 7 | Three gray images with pseudo-depth-values.
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and the tree, we assigned values to two groups of pseudo-depth-
maps. In one group, the house was 100, the tree was 255, and the
background was 0. In the other group, the house was 255, the tree
was 100, and the background was 0 (corresponding to the
principle). Figure 7 shows three pseudo-depth-maps.

Optical Field Fusion Coding
Figure 8 shows some encoded perspectives, which are the images
with the correct occlusion relationship selected from the results of the
above-mentioned two groups of pseudo-depths. The number labels in
the upper right-hand corner of the perspectives represent the ranking
of these images in the sequence.We zoomed-in on some of the details
of the first three images to show the coding effect. It can be seen that
the information of the virtual scene has been integrated into the house
and tree of the real scene. In perspective (28,29), the rear part of the car
is blocked by the house, and the tree is blocked by the front of the car.
In perspective (35,29), there is no occlusion relationship between the

car and the house. In perspective (42,29), the house is blocked by the
front of the car. This further proves the effectiveness of the proposed
method for the fusion of real and virtual occlusion. In addition, our
optical field coding method only determines the position at which
there is scene information in the virtual images and directly retains the
real scene information of the position at which there is no scene
information. Therefore, the encoded images are not affected by the
incomplete coverage of the instance segmentation mask.

After the fusion perspectives of real and virtual scenes are
obtained, the EPISMmethod can be used for the image process to
generate the optical field information that can be directly used for
holographic printing. For details of the EPISM printing method,
please refer to Ref. [25].

Optical Experiment and Discussion
The EPISM holographic stereogram printing method
proposed by our group is used for image pre-processing to

FIGURE 8 | Nine encoded perspectives.
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obtain the exposure images for holographic printing. The
optical experimental scheme was set up as shown in
Figure 9. A 400-MW/639-nm single longitudinal mode
linearly polarized solid-state laser (CNI MSL-FN-639) was
used as the light source, and an electronic shutter (Sigma
Koki SSH-C2B) was used to control the exposure time. After
passing through a λ/2-wave plate and a polarizing beam splitter
(PBS), the laser beam divided into two beams, namely, the
object beam and the reference beam. The polarization state of
the object beam was adjusted by a λ/2-wave plate to be
consistent with the reference beam. The attenuator of the
reference beam was adjusted to attain an object reference
energy ratio of 1:20. The object beam irradiated the LCD
screen after being expanded and reached the holographic
plane after being diffused by the scattering film. After
filtering and collimating, the uniform plane wave reference
beam was obtained. The object beam and reference beam
interfered with each other after being incident from both
sides, and the exposure image information was written. The
holographic plate was fixed on the KSA300 X-Y linear
displacement platform, and the positioning accuracy of the
platform in the horizontal and vertical directions was 1 μm.
The displacement platform was controlled by an MC600

programmable controller. In our work, the size of the hogel
was 4 mm, and the size of the hologram was 8 cm.

After printing, the holographic plate can reconstruct 3D
images in the conjugate of original reference light after
developing and bleaching. As shown in Figure 10, the
reconstructed image was taken with a Canon camera and
a macro lens with a focal length of 100 mm, which was
placed approximately 40 cm in front of the
holographic plate.

As shown in Figure 11, the full parallax reconstruction
effect of an AR 3D image in a holographic stereogram at
different angles of view can be observed. It can be further
observed that the fusion reconstruction images of real and
virtual scenes are not only consistent with the original scene at
the time of acquisition but the occlusion of a virtual scene to a
real scene also conforms to the corresponding spatial position
relationship, that is, at the left angle (−5°, +2.5°), the car is
blocked by the house, and at the right angle (+5°, +2.5°), the
house is blocked by the car, which shows the correctness of the
optical field coding method. The holographic stereogram has
smooth motion parallax and no visual jump effect. According
to the printing principle of the EPISMmethod, the field of view
of the holographic stereogram is determined by the field of
view of the printing system and each hogel. In this experiment,
the field of view is 39.8°. However, due to the large main part of
the real scene, when the observer is located in the limited visual
area ±19.9°, the foreground part of the entire real scene
(houses, cars, and trees in the image) will not be observed
in the reconstructed optical field. In order to capture the
complete reproduction image of the real scene and to better
display the AR 3D display effect, the shooting angle of the
digital camera—that is, the horizontal and vertical viewing
angles shown in Figure 11—is less than 19.9°. The horizontal
observation angle is also slightly larger than the vertical
observation angle.

In order to further test the ability of detail expression (see
Figure 12) and the expressiveness of the scene depth (see
Figure 13) of the AR hologram obtained by the proposed

FIGURE 9 | Holographic printing optical scheme.

FIGURE 10 | Holographic optical reconstruction scheme.
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FIGURE 11 | Reproduction images of five viewpoints.

FIGURE 12 | Effect display of a new scene of augmented-reality display.
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method, we used the same printing system and selected a soldier
model and a “BAM!”model as the real scene and the virtual scene,
respectively; the holographic stereogram was printed again, and
the reconstructed image was taken.

Figure 12 shows the sampled image and the reproduced
image, which is successfully displayed by the fusion of real
and virtual scenes and some details (from right to left). In the
two detailed images on the left, the neck of the soldier can be well
integrated with the virtual scene, but the arm is not as smooth as
in the sampled image, which is due to the difference of coverage of
different parts in the segmentation results of the instance. This
shows that the proposed optical field coding method of a
holographic stereogram AR display is greatly affected by the
effect of instance segmentation. Therefore, in order to achieve
high-quality display, the accuracy of instance segmentation must
be improved.

Two rulers were placed to help display the comparison
results, as shown in Figure 13. The distance between ruler #1
and the holographic plate is 14.3 cm and that between ruler #2
and the holographic plate is 13.5 cm, which are consistent with
the sampling parameters. It can be seen that when the camera
focuses on ruler #2, the letter “A” is displayed clearly. When
ruler #1 is clear, the soldier is clearer than ruler #2. This not
only means that there is a depth difference between the real

and virtual scenes in the reconstructed image but also indicates
that the depth difference does not change with the pseudo-
depth assignment. It should be pointed out that the real camera
sampling effect is not as good as that of the virtual camera in
the software; the contrast effect is not obvious, but we can see
that the artifact of the hat is reduced.

CONCLUSION

In our work, a fusion coding method of 3D real and virtual
scenes information is proposed to achieve an AR-based
holographic stereogram. Theoretical analysis and
experimental results show that the proposed coding method
can effectively add some virtual 3D elements into the real scene
to enhance the visual experience in the field of holographic
stereogram 3D display. The combination of real and virtual
scenes fully considers the occlusion relationship, which is not a
simple scene superposition. The core is to assign and determine
the pseudo-depth after instance segmentation. There is still a
large gap between the AR 3D display mentioned in this paper
and the latest work in the field of AR, but the proposed method
provides a basic idea for the research direction of holographic
stereogram AR 3D display, which can be further explored. For

FIGURE 13 | Analysis of scene depth information.
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example, by continuously improving the efficiency of instance
segmentation, the scenes can be more accurately foreground-
extracted. Moreover, if the accurate depth calculation method can
be studied, then using the accurate depth value as the basic
processing data can better present the effect of holographic
stereogram AR 3D display. It should be pointed out that our
work only discusses simple and small scenes that tend to be the
ideal conditions. However, the related work of complex scenes still
needs further analysis and research; for example, there are no
obvious foreground objects and background objects in the scene,
or the front and back objects belong to the same instance. Taking our
experiment as an example, if the car is located inside of the garage,
only a part of the garage needs to be separated in the instance
segmentation, which violates the original intention of the instance
segmentation algorithm. Therefore, the methods mentioned in this
paper have some limitations. Therefore, the aforementioned related
issues must be further studied in future.
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