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The combining of reflected endoscopic imaging with spectral data has recently attracted

much attention. In this study, we used an optical fiber bundle probe, a galvo-scanning

module and an imaging spectrometer module to realize a dual-channel endoscope

that is capable of simultaneously acquiring real-time video data and high-throughput

hyperspectral data. The frame per second of the video channel is 30, and the wavelength

range in the hyperspectral channel is 400–750 nm, with a 3 nm spectral resolution at

547 nm. To achieve fast hyperspectral imaging, we extracted the region of interest (ROI)

from the video channel and utilized it as guidance to drive the galvo-scanning module to

obtain the hyperspectral data in the ROI. In this way, the hyperspectral imaging speed

for a selected ROI area can be reduced to about 1 second, making it possible to achieve

rapid detection. Utilizing this system, we acquired the hyperspectral image of fingerprints,

dorsum of the hand, and skin melanin nevus, demonstrating that compact dual-channel

endoscopy has broad implications for research and therapeutics.

Keywords: optical fiber bundle probe, galvo-scanning module, dual-channel, region of interest, hyperspectral

INTRODUCTION

The importance of histopathological evaluation for disease remains critical. However, the
acquisition and recognition of traditional pathological data are time-consuming and must be
obtained by a well-trained observer. In order to achieve rapid intraoperative diagnosis, examination
of frozen pathological sections from patients during operation has been developed and widely
used in the clinical field. However, some dysplasia is invisible, inevitably leading to misdiagnosis.
To circumvent this problem, some in vivo diagnostic techniques based on endoscopic tools have
been developed [1–3]. For example, Qiu et al. [3] utilized light scattering endoscopic imaging for
esophageal precancer diagnosis. Their work demonstrated that spectral technology is compatible
with endoscopic diagnosis. In order to obtain high-throughput spectral information, hyperspectral
endoscopy has been developed [4–6]. In hyperspectral imaging, the spectrum of each pixel in
the image can be obtained, and then the chemical components of various kinds of tissue can be
analyzed through spectral information [7, 8], which helps to improve the accuracy of diagnosis
[9–14]. Nevertheless, motion artifacts during medical endoscopy may affect clinical diagnosis.
From the perspective of imaging, increasing the imaging speed contributes to reducing motion
artifacts. Hence, imaging speed is important for accuracy in clinical applications [15]. In general,
a straightforward way to improve the imaging speed is to reduce the integral time of the sensor.
However, the signal-to-noise ratio (SNR) is usually poor, with short integral time. At present,
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it is critical to resolve the issue of reducing spectral resolution
to improve the SNR of spectral data in order to develop a
fast-spectral detection system with less exposure time. Another
way to improve imaging speed is to reduce the spectral
resolution of the system. However, in the visible and near-
infrared band, the absorption spectra of different biomolecules
usually overlap. This reduces the reconstruction accuracy of
biomolecules’ content. Higher spectral resolution data can help
to distinguish different biomolecules and contribute to a more
accurate medical/chemical analysis [16]. Thus, a hyperspectral
endoscopy system with high imaging speed and rich spectral
information is required to perform accurate clinical diagnoses.

In our previous work [17], we developed a fiber bundle
probe-based hyperspectral endoscope that utilized a galvo mirror
to achieve spatial scanning. This hyperspectral endoscope is
relatively cost-efficient and portable, making it suitable for
field use. However, the previous endoscopic prototype required
several tens seconds to obtain one three-dimensional (3D, 2D
spatial, and 1D spectral) spectral image cube, which certainly
limits its clinical application during operation. Additionally,
the spectral image cube obtained suffered because of severe
motion artifacts. In this study, we developed a compact dual-
channel endoscope to accomplish rapid hyperspectral imaging
in order to obtain a hyperspectral image of a region of interest
(ROI) in about 1 s. This rapid imaging undoubtedly expanded
its use in the histopathological evaluation. The system combines
a traditional endoscopic imaging system and galvo-scanning
imaging spectrometer to generate two channels of imaging data,
i.e., high-speed two-dimensional (2D) spatial video data and
a 3D hyperspectral cube. These two channels both detect the
same target through endoscope imaging. Utilizing the high-speed
spatial image and an image processing algorithm, ROIs can be
rapidly located. By controlling the scanning angle of the galvo
mirror, we can acquire fast-spectral imaging on the ROI. In
the present study, the system was used to detect fingerprints,
dorsum of hand, and skin melanin nevus, demonstrating its
broad implications for research and therapeutics.

MATERIALS AND METHODS

In this work, a dual-channel endoscope was assembled to
simultaneously acquire video and hyperspectral imaging data.
Figures 1a,b shows the optical schematic diagram and photo of
the dual-channel endoscope, respectively. A fiber bundle probe
was used to transmit an image of the sample. When detecting the
spectra of samples, an imaging lens was used to focus the image
of the sample onto the far end face of the fiber bundle, while the
proximal end face of the fiber bundle was in the focal plane of the
objective. In this way, the real image of the sample was relayed
to the detection module. After passing through the objective
(RMS10X, THORLABS), the sample’s real image was divided into
two paths by a beam splitter (BSX10, THORLABS). After lens
focusing (AC254-050-A, THORLABS), one path was captured by
a custom video camera, thus obtaining the spatial image of the
sample. The other path was first reflected by the galvo mirror
(GVS001, THORLABS) and then focused into the homemade

imaging spectrometer by another doublet lens (AC254-050-A,
THORLABS). The homemade imaging spectrometer consisted
of a custom slit with a 30µm width, a collimating lens (AC254-
050-A, THORLABS), a custom prism-grating-prism module,
a focusing lens (AC254-050-A, THORLABS), and a CMOS
camera. By changing the angle of the galvo mirror with the help
of a data acquisition/generation card (USB6008, NI), the real
image was scanned across the slit. For each angle, a spectral
image was captured by the camera of the imaging spectrometer.
A hyperspectral image cube of the sample was formed by
combining a sequence of spectral images [18]. By outputting
voltage with different values from USB6008, we controlled the
angle of the galvo mirror. Both the video camera and spectral
camera were connected to a computer using USB 3.0 cables.
Through the USB cables, camera control and data transfer were
accomplished. Notably, this compact dual-channel endoscope—
including the driver circuit, data acquisition card, wire box, and a
power outlet—can be contained in a suitcase whose size is 68 cm
× 32 cm× 17 cm.

We then performed the spectral calibration by utilizing a
custom-made mercury lamp. Inset of Figure 1c was a spectral
image captured by the camera of imaging spectrometer. The
horizontal axis indicated spectral axis, while the vertical axis
represented spatial axis, which was also perpendicular to the
scanning direction. According to reporting by Das et al. [8], the
wavelength of the spectrometer was assumed to be a polynomial
function of the pixel index of the spectral axis. Thus, a least
squares polynomial fit method was employed to investigate
the relationship between wavelength and pixel index. Here, the
wavelength of the calibration source at 406, 437, 547, 579,
620, 699 nm [19], and their corresponding pixel indexes at
1,136, 1,047, 741, 654, 611, 541, 333 were utilized in the fitting
process. The solid line of Figure 1c shows the relationship
between the wavelength and pixel index derived from the fitting
result. Figure 1d is the spectrum of the calibration source
obtained by our homemade spectrometer, with approximate
3 nm spectrometer at 547 nm. The wavelength range of this
homemade imaging spectrometer was 400–750 nm.

RESULTS AND DISCUSSION

We first presented the imaging results of a test fiber bundle
to check the consistency of the spatial image and hyperspectral
image. A collimated LED lamp was adopted to illuminate the far
end face of the fiber bundle probe. The spectrum of the LED
lamp was shown in Figure 2a. The radiance of the LED lamp
was about 500 lumens. The LED was driven by an electrical
signal, so that the LED was turned on during the hyperspectral
scanning process. With this working mode, we were able to avoid
the heating problem of LED caused by long-time illumination.
In the test experiment, a uniform white board was selected
as an imaging sample, whose spatial image and hyperspectral
cube were acquired synchronously. Figure 2b shows the image
obtained by the video channel. Herein, there were several flaw
pixels in the fiber bundle, since some region of the fiber
bundle could not deliver the LED light. A hyperspectral cube
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FIGURE 1 | (a) Schematic drawing of the compact dual-channel endoscopy. 1, microscopic object; 2, beam splitter; 3, lens; 4, video camera; 5, galvo mirror; 6,

imaging lens; 7, slit; 8, collimating lens; 9, prism; 10, grating; 11, prism; 12 doublet lens; 13, CMOS camera. One inset is the enclosing capsule, which is used to

contain the compact dual-channel endoscopy. Another inset shows the far end face of the fiber bundle. (b) Photo of the compact dual-channel endoscopy. 1, compact

dual-channel endoscopy; 2, driver circuit of the galvo mirror; 3, data acquisition/generation card; 4, wire box; 5, power outlet. (c) Relationship between the pixel index

of CMOS camera and the calibrated wavelength. Inset is the spectral image of the calibration source. (d) Spectrum of the calibration source measured by our system.

was synchronously acquired from the spectral channel. The
spatial image extracted from the hyperspectral cube is shown in
Figure 2c. Observing the flaw pixels region, we found the spectral
channel had good spatial consistency with the imaging result of
the video channel.

Second, we attempted to demonstrate that the scanning
result of the spectral channel was linearly related with the
control voltage from USB6008. For this purpose, we performed
a spectral scanning experiment with six voltage ranges (i.e., 2.5–
3.0 v, 2.0–2.5 v, 1.5–2.0 v, 1–1.5 v, 0.5–1 v, 0–0.5 v). Six spectral
cubes were acquired after six scanning experiments, and the
corresponding six spatial images are shown in Figures 2d–i.
The combination of these six pictures is consistent with that of
Figure 2c, indicating that the regional scan is consistent with
global scan. This result shows that we can scan the region
of interest through appropriate voltage output. By analyzing
the spectral image of the end face of the fiber bundle probe
in Figures 2d–i, the corresponding driving voltages to the left
and right edge were 2.87 and 0.09 v, respectively. Meanwhile,
the width of the spatial image of Figure 2b was 1,280 pixels,
and the width of proximal end face of the fiber bundle was
1,264 pixels. Therefore, we can get the relationship between
the driving voltage and the horizontal pixel index of the
image by the following formula: driving voltage = −0.0022 ×

pixel position + 2.87.

Next, we utilized this system to image the hand of the
first author. The LED lamp described above was used as an
illumination source. Figures 3a,b shows spatial images derived
from the video and spectral channel, respectively, when the
fiber probe was aimed at human fingerprints. Figure 3c presents
the average spectrum of fingerprints inside the red circle in
Figure 3b. Two absorption bands, caused by the absorption
of hemoglobin, can be seen near 543 and 580 nm [indicated
by two arrows in the Figure 3c]. Figure 3d presents images of
the finger at three spectral channels (543, 580, and 606 nm).
Among the three images, the image brightness at 580 nm
channel is the weakest due to the absorption of hemoglobin.
Similarly, Figures 3e,f shows spatial images of the dorsum of
the human hand derived from the video and spectral channel,
respectively. Figure 3g presents the average spectrum of the
blue circle in Figure 3f. Compared with the spectrum of the
fingerprint, only the absorption band at 580 nm can be seen
[indicated by the arrow in the Figure 3g], indicating that
the hemoglobin content in the dorsum of the hand is less
than that in the fingerprint. Figure 3h presents images of
dorsum of the hand at three spectral channels (543, 580, and
606 nm).

It is worth nothing that for each spectral image, the exposure
time of the camera was 20ms and that 300 spectral images were
collected during the experiment. Hence, the overall scanning
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FIGURE 2 | (a) The spectrum of the LED source. (b) Spatial image of the fiber bundle end face derived from video channel. (c) Spatial image of the fiber bundle end

face, extracted from the spectral cube from spectral channel with 0–3 v driving voltage. (d–i) The corresponding relationship between driving voltage of galvanometer

and pixel position of hyperspectral image, indicating regional scan is consistent with global scan.

time was about 6 s. During the scanning process, the spectral
images were stored in the computer memory, rather than in a
hard disk, to reduce the data storage time. While the computer
was collecting spectral images, a new thread was created in the
program to deal with the spectral data in the memory of the
computer. All the programs were written in C# code.

However, even though the carrying out of the scan and
the processing of spectral images occurred simultaneously by
creating dual threads in the program, the total processing time,
6 s, is impractical for in vivo application since it is quite slow.
By analyzing hyperspectral images, we found that we often paid
more attention to a key area rather than the whole area when
processing hyperspectral data. In order to further improve the
scanning speed, we determined the ROI by spatial image first.
Then, we scanned the region of interest by setting the initial
voltage and the end voltage of galvanometer scanning because
there was a linear relationship between the driving voltage and
the horizontal pixel index of the intensity image. Figure 4a shows
the spatial image of a melanin nevus on the skin’s surface of
the first author. It took 6 s to obtain the reflection hyperspectral
image of this area according to the system described earlier
in this article. A melanin nevus in the middle of the image
is visible. If the reflectance spectrum of this region is only

necessary, the spectral data of skin tissue outside the nevus prove
redundant. By processing the spatial image, we extracted the ROI
and used it to generate the appropriate driving voltage of the
galvo mirror to scan the region. In this way, the scanning time
was reduced to a great extent. In order to extract the location
of melanin, we used the expansion function in MATLAB to
process Figure 4a and obtained Figure 4b. Figure 4b was an
intensity image. In order to identify the melanin nevus, we
used the binary algorithm to process the image. In the binary
algorithm, pixels with intensity greater than a threshold value
were set to digital 1, and the pixels below the threshold were
set to the digital 0. In our work, the binarization function
in MATLAB was used to binarize the image, and the binary
image is thusly shown in Figure 4c. In the binary image, the
white region represented the common skin tissue, and the black
region inside the white region represented the melanin nevus
area. In this study, it took about 0.5 s to complete this image
processing. In Figure 4c, we obtained the pixel index range of
the black region in the middle, which presented a range of 680
to 810. The original width of the image was 1,280, and the
extracted width was ∼10% of the original width. According to
the relationship driving voltage = −0.0022 × pixel position
+ 2.87, the corresponding voltage range of the black area is
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FIGURE 3 | (a) Spatial image of finger derived from video channel. (b) The corresponding spatial image extracted from the spectral cube from the spectral channel.

(c) The average spectrum of the finger inside the red circle. (d) Images of finger at three spectral channels (543, 580, and 606 nm). (e) The spatial image of dorsum of

the hand. (f) The corresponding spatial image extracted from the spectral cube from the spectral channel. (g) The average spectrum of dorsum of hand inside the

blue circle. (h) Images of dorsum of the hand at three spectral channels (543, 580, and 606 nm).

Frontiers in Physics | www.frontiersin.org 5 April 2020 | Volume 8 | Article 110

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Cai et al. Dual-Channel, Hyperspectral, Endoscopy

FIGURE 4 | (a) The spatial image of skin. (b) The corresponding spatial image extracted from the spectral cube from spectral channel. (c) The intensity image after

threshold segmentation. (d) The spectral image of hyperspectral image of a ROI (skin melanin nevus). (e) The spectrum of skin melanin nevus.

1.0880 to 1.3740. By setting the driving voltage range of the
galvo mirror, it enabled a rapid scan of the melanin nevus.
The hyperspectral image of the melanin nevus is shown in
Figure 4d. With the same exposure time, the scanning time
reduced to∼0.6 s, indicatingmuch less scanning time by focusing
on the ROI. The entire scanning process was about 1.1 s when
the image processing time is also considered. If multithreading
is used to perform the image processing in the future, this
time can be further shortened. Figure 4e shows the spectrum
of melanin nevus. Compared with the reflective spectrum of
common skin, whose hemoglobin’s characteristic absorption
peak was at 580 nm, the absorption drop at 580 nm was absent
in the reflective spectrum of melanin nevus. We can distinguish
the melanin region from common skin region based on this
characteristic. Meanwhile, the SNR of the melanin nevus was
lower than those in Figure 3 due to the strong absorption in the
visible light band of melanin.

DISCUSSION

In this study, a compact dual-channel endoscope was presented,
and in vivo biomedical applications of the endoscopy were
explicated. In the system, the image of the sample was relayed
to the detection module, which consists of a video camera
and homemade imaging spectrometer by a custom fiber bundle
probe. The frame rate of the video camera was 30 per second,
and the wavelength range of the imaging spectrometer was

400–750 nm, with an approximate 3 nm spectral resolution at
547 nm. This hyperspectral endoscope enables the obtainment
of real-time video data and high-throughput hyperspectral data
simultaneously. More importantly, by utilizing the spatial image
captured by video camera to locate the ROI, this system is able
to accomplish hyperspectral imaging of an ROI in about 1 s,
giving it great potential to be used in clinical applications. We
first demonstrated the spatial consistency between the video
channel and the hyperspectral channel by acquiring the spatial
image and hyperspectral cube of the end face of the fiber
bundle. Thereafter, we investigated the relationship between
the input voltage of the galvo mirror and the pixel index
of the spatial image, which exhibited a linear relationship
between them. Using a LED lamp as an illumination source, we
obtained the hyperspectral cube of fingerprints and dorsum of
the hand. The result apparently indicates different hemoglobin
content in fingerprints and dorsum of the hand. To note, it
takes 6 s to acquire the whole hyperspectral cube. In order
to increase the speed of hyperspectral imaging, using the
spatial image as guidance and extracting the pixel index of
the ROI, we obtained the hyperspectral cube of the skin
melanin nevus within 0.6 s, which demonstrates the system’s
capability of rapid detection. In the future, we can adopt
more professional image segmentation methods [20] to obtain
accurate ROI. Therefore, we believe this compact dual-channel
(hyperspectral and video) endoscope is promising for biomedical
applications in disease diagnosis. In addition, our system can
also be extended to a double-fiber bundle, combined with
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binocular vision technology [21, 22], and the system can be
extended to a four-dimensional (3D spatial and 1D spectral)
detection system.
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