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The large amount of computing data from hologram calculations incurs a heavy
computational load for realistic full-color holographic displays. In this research, we
propose a segmented point-cloud gridding (S-PCG) method to enhance the
computing ability of a full-color holographic system. A depth camera is used to collect
the color and depth information from actual scenes, which are then reconstructed into the
point-cloud model. Object points are categorized into depth grids with identical depth
values in the red, green, and blue (RGB) channels. In each channel, the depth grids are
segmented into M×N parts, and only the effective area of the depth grids will be calculated.
Computer-generated holograms (CGHs) are generated from efficient depth grids by using
a fast Fourier transform (FFT). Compared to the wavefront recording plane (WRP) and
traditional PCG methods, the computational complexity is dramatically reduced. The
feasibility of the S-PCG approach is established through numerical simulations and optical
reconstructions.

Keywords: computer generated holography, color holography, three-dimensional image processing, real objects,
holographic system

1 INTRODUCTION

Recently, computer-generated holography display technology has become a hot topic of three-
dimensional (3-D) displays (Park, 2017; Wang et al., 2017; Chen et al., 2020). To realize real-time
holographic video display and holographic video communication, researchers have actively studied
holographic display and computer-generated hologram technology. However, as the hologram
resolution, object size, and refresh rate increase, the data size inevitably increases to achieve the 3-D
holographic display technology (Yeom et al., 2014; Sahin et al., 2020; Takenaka et al., 2021). And it is
difficult to collect data in real-time and calculate holograms quickly, it is difficult to meet the actual
needs. Therefore, the research on fast holographic algorithms for real objects and improving the
adaptability of the algorithm has become an urgent problem in a computer-generated holographic 3-
D display (Chang et al., 2018; Wu et al., 2019). It is also an unavoidable and necessary problem of
computer-generated holographic displays.

To overcome the problem of the slow generation of computer-generated holograms, researchers
have carried out a large number of research projects to simplify the generation process of computer-
generated holograms. Some researchers use graphics processing units (GPU) to improve
computational speed (Pan et al., 2013; Kwon et al., 2016). In these researches, researchers use
GPU to calculate the light field on the hologram in parallel processes. Although the calculation time
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has been greatly shortened, the calculation process is complex and
still can not meet the actual needs. Some other researchers also
reduce the calculation time by using lookup tables (Zhao et al.,

2018a; Cao and Kim, 2019). However, it also requires a lot of
memory and additional lookup table generation time. Wavefront
recording plane (WRP) (Shimobaba et al., 2009) is a famous

FIGURE 1 | Schematic of the system: (A) data acquisition; (B) segmented point cloud gridding generation; (C) hologram generation from efficient depth grids; and
(D) reconstruction.
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acceleration method to overcome the shortcomings of traditional
point cloud computing methods. Instead of the complex value on
the whole holographic plane, only the complex value of a small
area of the WRP is calculated, the calculation time required to
generate the computer-generated hologram can be reduced. We
have also optimized this algorithm and proposed an algorithm
based on this wavefront recording plane surface (WRS) (Zhao
et al., 2015), depth ranging wavefront plane (Piao et al., 2020),
and uniform ranging multi wavefront recording surface (Sifatul
Islam et al., 2020), which accelerate the generation speed of CGH
based on the point cloud. However, to determine the light field of
the wavefront plane, it is necessary to pre-calculate the light field
of the point cloud. The total calculation time of the hologram is
still large, and there is still a big gap from the real-time display.
Some other scholars have proposed the method with angular
spectrum layer (Zhao et al., 2015; Zhao et al., 2016) to generate
computer-generated holograms from 3-D scenes. Without
paraxial approximation, a fast Fourier transform is used to
generate the angular spectrum from the depth layers. These
acceleration methods are oriented to the calculation of
computer-synthesized virtual 3-D object holograms, rather
than real objects.

With the improvement of computer technology and sensor
technology, we can conveniently collect the 3-D information of
real objects. Because high-quality 3D reconstruction requires a
high-resolution depth camera obtaining a high-precision 3D
color point cloud model, and the resolution of the hologram
needs to meet the pixel size of the spatial light modulator
(SLM). Therefore, the amount of calculation of color 3D
reconstruction from real objects is extremely huge. Although

high-performance computing equipment can be used to
improve the computing speed, relying upon hardware to
accelerate computing is still not a fundamental method. It
will bring various difficulties to the design of miniaturized
technological products. Therefore, a variety of approaches have
been proposed to decrease the computational complexity in the
full-color holographic system. Researcher Lee et al. proposed a
digital hologram generation method for real 3-D objects
collected by depth camera (Lee et al., 2013). In their
research, the depth camera obtains the depth and color
information of the actual 3-D object through the optical
time-of-flight ranging method. Li and his team proposed a
simplified acquisition method of a CGH applying a depth
camera (Li et al., 2014). In the researchers’ acquisition
scheme, the depth and color information is obtained by a
Kinect v1.0 depth camera, then the point cloud model is
generated, and the point light source method is used to
generate the computer-generated hologram. Yamaguchi et al.
proposed a method of using a ray sampling (RS) plane to
generate a computer-generated hologram after scanning and
capturing real object information with a vertical camera array
(Yamaguchi et al., 2014). In this research, the light information
is calculated by the traditional CG rendering, and then the
high-resolution 3D scene can be reconstructed. However, the
actual 3-D object holographic system of the above researchers is
limited to monochrome, and the calculation speed of the
hologram is difficult to achieve in real-time. Therefore, in
our previous work, we have proposed a point cloud meshing
(PCG) algorithm to speed up the generation speed of
computer-generated holograms for real objects (Zhao et al.,

FIGURE 2 | The principle of compressed point cloud gridding (S-PCG). (A) A front view and (D) side view of the point cloud model generated using data from a
depth camera. (B) A front view and (E) side view of the compressed, stretched, and round process of the sub-layers and (C) the relocated layers. (F) Segmented depth
grid generation.
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2018b). Then, a relocation point cloud gridding algorithm
(R-PCG) is proposed; Through the approximate calculation
of small amplitude layer displacement, the influence of
overlapping data is eliminated and constructed a full-color
holographic system (Zhao et al., 2018c; Zhao et al., 2019a;
Zhao et al., 2019b). In these systems, we adopted DSLR camera
array depth cameras to obtain depth and color information
from real objects and then generate color depth grids to adapt
the fast Fourier algorithm (FFT). However, the computing
speed is still difficult to meet the needs of real-time display.

In this research, an S-PCG is proposed to speed up the full-
color holographic system. The depth and color information is
obtained by using a depth camera. Object points are categorized
into depth grids with identical depth values in the RGB channels.
The depth grids are segmented into M × N parts, efficient depth
grids are generated from the effective area. Holograms are
generated by using Fast Fourier transform (FFT) from the
sub-depth grids. Compared to the conventional methods, the
computational complexity is dramatically reduced. The
simulation and optical experiments can prove the excellence of
our proposed S-PCG method.

2 SUMMARIZATION OF THE FULL-COLOR
HOLOGRAPHIC SYSTEM

A full-color holographic system is constructed with segmented
point cloud gridding (S-PCG) method. There are four modules in
the holographic system: 1. Acquisition, 2. Segmented point cloud
gridding generation, 3. Hologram generation from efficient depth
grids, and 4. Reconstruction, as shown in Figure 1. The system is
divided into four modules:

In the first modules, during real object data acquisition, a
depth camera is used to capture the depth information and color
information to a personal computer (PC). The point cloud
models are generated relatively easily from real objects. The
depth camera includes an infrared radiation (IR) sensor and a
red, green, and blue (RGB) sensor. Depth data are obtained by IR
sensor, and color data are collected by RGB sensor. As shown in
Figure 1A, point cloud models of the real object are generated
from the depth and color data.

In the second module, the point cloud is divided into RGB
channels, each point is classified according to depth information
grouping and then assigned to a depth grid. Then, the coordinates

FIGURE 3 | Principle of the HPR operator: (A) Spherical flipping of a point cloud using a sphere centered at viewpoint V. (B) Points visible from the viewpoint. The
principles of efficient depth grids generation: (C) Point cloud model, (D) data of 200th depth grid and, (E) data of 20th depth grid.
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of the point cloud are stretched to ensure that the hologram has
the desired resolution. Depth grids are generated with the hidden
point removal (HPR) operator (Katz et al., 2007) to eliminate the
repeated value. In each channel, the depth grids are segmented
into M × N parts, as shown in Figure 1B.

In the third module, considering the FFT computation of the
whole area of the depth grids is a huge waste of calculation time.
As shown in Figure 1C. Efficient depth grids are generated from
the effective areas. CGHs are generated from efficient depth grids
by using Fast Fourier transform (FFT).

In the fourth module, the reconstructed image can be obtained
numerically and optically, as shown in Figure 1D. In the
numerical simulation, the reconstruction can be calculated by
applying the angular spectrum. In the optical experiment, a
camera captures the reconstructed image.

2.1 Proposed Method
In the proposed full-color holographic system, data of the real
object obtained by the depth camera, we can accurately obtain the
distance from each point in the real object to the camera. In this
way, combined with the (x, y) coordinates of the point in the color
image, we can obtain the 3-D spatial coordinates of each point in
the image. The real scene can be restored through the 3-D point
cloud model, and the 3-D reconstructed image of the real object
can be displayed by computer-generated holography.

Even point clouds usually contain a significant amount of
depth information. When a point cloud is generated by a depth
camera, the depth interval between each point is constant, as
shown in Figures 2A,D. By using depth information, the point
clouds are classified into multiple depth layers. The depth layers
are resampled and generated to depth grids. Because each point in
the depth grid has the same depth, it can be regarded as a pixel in
a two-dimensional (2D) image. The depth grid matches each
point with the same depth. Owing to the 1,024 × 1,024 grid having
up to 1 million node coordinates, the depth grid is sufficient to
represent a point cloud with millions of points. The depth

information of the point cloud is a finite value when generated
from the depth camera. Consequently, the depth grids can be
generated from the point-cloud model. Then, the depth grids are
segmented into small parts. Only the effective area of the sub-
depth grids should be calculated.

2.1.1 Segmented Point Cloud Gridding Generation
In this study, we propose an S-PCGmethod to accelerate the full-
color CGH generation of real objects. As shown in Figure 2, the
proposed method consists of three steps:

1) The stretching factor A is used to stretch the point cloud to
match the hologram resolution (Nx × Ny). Here, we select A
through the size of the reference object point and the required
hologram resolution. We then compress or stretch the point
clouds into depth layers, as shown in Figure 2B.

2) A rounding function for depth layers is used to generate all
point cloud coordinates with positive integers, as shown in
Figure 2C. As shown in Figures 2D–E, before dividing the
depth grid, the hidden point removal (HPR) operator is
applied to ensure that the pixels of the depth grids have
unique values, and then these values will be assigned to the
GPU array. A sphere must be created, where viewpoint V is
placed at the origin of the sphere, and rf is the radius of the
sphere. The created sphere includes all of the object points
in the depth grids. According to Eq. 1, the points of the
object depth grids are spherically flipped, as shown in
Figures 3A,B. This image is used only for illustration;
in practice, rf is much larger. The visible point set is
extracted from the flipped point cloud and the
viewpoint. When we set the viewpoint V far away from
the point cloud, a unique value will be generated in each
depth grid to eliminate the repeat value.

P̂i � Pi + 2(rf −
����Pi

����) Pi

‖Pi‖. (1)

FIGURE 4 | The principles of sub-hologram generation from efficient depth grids and RGB hologram combination.
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where rf is the radius of the created sphere. and Pi is all the of
object points in the created sphere.

3) After the HPR process, the depth grids are separated by
uniform distances dz, as shown in Figure 2E. The point

clouds of real objects are assigned to depth grids according
to the depth information. Then, the depth grids are segmented
into M × N parts, and separated into RGB channels, as shown
in Figure 2F.

2.1.2 Hologram Generation From Efficient Depth Grids
After the point cloud is divided into sub-depth grids, the grids in
each depth are composed as sparse images, as shown in Figures
3C–E. The depth grids can be calculated from the effective area.
Because the FFT computation of the entire area of the depth grids is
a large waste of calculation time, the region of interest (ROI)
operator is adopted for each depth grid to reduce the
calculation time.

The ROI for each depth grid is identified after generating the
depth grids, the ROI operator is calculated as follows:

FIGURE 5 | The computational complexity of the S-PCG method.

TABLE 1 | Parameters of Kinect V2 depth camera.

Parameter Value

Model Kinect 2.0
Resolution of the color stream 1920 × 1,080/30fps
Resolution of the depth stream 512 × 424/30fps
Range of detection 0.5–4.5 m
Angle of depth Horizontal 70°

Vertical 60°

FIGURE 6 | (A)Real 3D object and (B) point cloud model of three models. Reconstructed images from (C) WRP method (D) R-PCG method and (E) proposed
S-PCG method.
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Acv � ROI(∑T

i�1Mcv), (2)

where Mcv is the coordinate value of the sub-depth grid, T the
number of pixels in the depth grid, and Acv the coordinate
value of the ROI, which means the active area of the depth
grids. After the ROI process, only efficient depth grids will be
generated to the hologram plane. When the object with
multiple depth grids is divided into 2D images with
different depth, the images are composed of sparse images.
By using the ROI operator, the sub-hologram of depth grids
should be calculated by using only the meaningful region,
which can reduce the calculation time.

For hologram generation, full-color CGHs are calculated in
RGB channels. The sub-holograms of each depth grid are
generated using the angular spectrum method:

HDepth gridMd
� F−1[F[AX[fx, fy]]H(fX, fY)], (3)

where AX is the input optical field, andHDepth grid Md denotes the
hologram generated from a depth grid in channel D (D= R, G or
B). We use a 2D FFT to calculate Fresnel diffraction impulse
responses, which can be calculated as follows:

H(fX, fY) � ejkz exp[ − jπλz(f2
X + f2

Y)], (4)
where z is the distance between the hologram pixel and object
points, H(fX, fY) is the angular spectrum and λ is the
wavelength.

HD sub � HDepth grid 1 +HDepth grid 2 + · · · · · · +HDepth gridNd
, (5)

Eq. 5 shows the combined RGB hologram HD sub. The
outline of hologram generation from efficient depth grids is

FIGURE7 | (A) The bar graph for comparison of calculation time of the different number of segmentation with S-PCGmethod. Comparison of CPU (B) andGPU (C)
running time of WRP, R-PCG and proposed S-PCG. (D) Comparison of calculation time with single pool and parallel pool.
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shown in Figure 4. When the CGHs are calculated by the S-PCG
method, the diffraction at the edge of the sub-depth grid will
produce line defects. Therefore, we solved the problem by applying
zero padding to each edge of the depth grids.

2.3 Calculation Order Analysis of S-PCG
Method
To accurately represent real objects, we usually use point clouds,
triangles, polygons, and other models to build 3-D objects in the
computer. Among them, the point cloud model is the most
classic, convenient, and easy to deal with 3-D models. For the
point cloud model, even if GPU parallel computing is used,
the traditional hologram generation and WRP methods need a
lot of computing time. Therefore, a fast algorithm is of great
significance to the generation of holograms.

In this section, we compared the time complexities of theWRP
method, PCG method, and proposed S-PCG method. Suppose
the point cloud consisting of α object points of sizeNxNy pixels.
The complexity of the hologram generation depends on the

computational complexity of the FFT. The time complexity of
the calculation of a conventional hologram is αNNxNy, In the
case of complex point clouds and high-resolution holograms, this
is a huge amount of computation. For WRP method, the
computational complexity is the sum of the complexities of
the light field calculation from the WRP into the hologram,
and the object to the WRP. Therefore, the total complexity
required for the calculation of the WRP is
αNNx WRPNy WRP + 3βNxNy log2(NxNy), where Nx WRP

and Ny WRP are the numbers of pixels in the active area.
Compared with the traditional hologram generation algorithm,
it can greatly reduce its computational complexity. The
complexity of the PCG method (Yamaguchi et al., 2014) on
each depth grid is 3ΖβNxNy log2(NxNy). As shown in Figure 5,
the computational complexity in proposed S-PCG method is
3ZβNxNy log2(NxNy − log2m2), where Z is the number of the
depth grids, β is the number of arithmetic operations in the FFT.
Theoretically, it is faster than the traditional point cloud gridding
hologram and will have more advantages in dealing with point
cloud models with more points and holograms with larger pixels.

TABLE 2 | Calculation time of the full-color holographic system. Running times are in seconds.

Object CPU running time GPU running time

Name Point
number

Depth
grids

number

WRP R-PCG S-PCG WRP PCG S-PCG

Object in Figure 6 96,074 247 711.16 12.9 7.52 1.33 0.12 0.08
Object in Figure 8 122,377 585 1047.75 23.15 14.34 2.26 0.44 0.28
Object in Figure 10 183,257 478 1817.33 28.82 16.65 3.16 0.53 0.35

FIGURE 8 | Reconstructed images from the S-PCG method with central positions located at (A)600 mm and (B) 450 mm.
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3 VERIFICATION AND RESULTS

3.1 Numerical Simulation Experiments
The holographic system is working on a Windows 10 64-bit
workstation, a GeForce RTX 2060s GPU, a 3.70 GHz Intel
Corei9-10900X CPU, and 32 GB RAM. In the system, real
objects are captured by a Kinect V2 depth camera, the
parameters of this depth camera are shown in Table 1.

At first, the WRP method, the R-PCG method and the S-PCG
method are compared numerically. The resolution of depth
grids and RGB holograms is 1,024 × 1,024 pixels, the pixel size
is 7.4 μm. The wavelengths of RGB reference beams are set
to 633 nm, 532 nm, and 473 nm, respectively. Figure 6A
shows the color images of the real objects; the center of the
point cloud model is 350 mm from the cameras. As seen in
Figures 6A,B, a case of the experiment is carried out from a
real 3-D object, in which a ‘Mouse toy’ consists of 96,074 object
points and 247 depth layers. Figures 6C–E show the numerical
reconstructed imaged by the WRP method, R-PCG method,
and proposed S-PCG method, respectively. The peak signal-to-
noise ratios (PSNRs) is applied to evaluate the quality of the
reconstructed images. The intensity data of the point cloud
served as the reference image. The peak signal-to-noise ratios
(PSNRs) of the WRP, R-PCG, and S-PCG methods are 22.9,
23.3, and 23.5 dB, respectively. This confirms that the S-PCG
method reconstructs real 3D objects successfully, as do the WRP
and R-PCG methods. However, the calculation speed of the
proposed method is much faster.

As shown in Figure 7A, the calculation time will decrease
exponentially with the number of segmentations because a

greater number of segmentations leads to more splicing
complexity. In theory, a larger M and N will accelerate the
calculation. However, a greater number of segmentations leads to
more splicing time. Owing to this result, the relationship between
segmentation number and calculation time was determined, as
shown in Figure 7A. To balance the computational time and
complexity, we selected the segmentation number as 10 × 10. For
the traditional R-PCG method, approximately 12.90 and 0.12 s are
consumed in central-processing-unit (CPU) and GPU calculation
time, respectively. For the proposed S-PCGmethod, it costs 7.52 and
0.08 s in CPU andGPU calculation time, respectively, corresponding
to 58.29 and 66.67% of the time required by the conventional PCG
method. As shown in Figures 7B,C, the CPU calculated hologram
generation speed is enhanced (92.02–98.58)-fold when
comparing the proposed S-PCG method with the
WRP method. When a GPU is used, the calculation speed of
the S-PCG method is enhanced (39.37–54.11)-fold in comparison
with the WRP method at different resolutions. The CPG and GPU
calculated hologram generation speed of the S-PCG method are
approximately 59% of those of the R-PCG method. As shown in
Figure 7D, when the hologram resolution is 2048 × 2048 and the
segmentation number is set as 10 × 10, the calculation speed of
parallel computing is faster than that of single-pool computing. For
more depth grids, parallel pool computing will save more
calculation time.

The CPU and GPU calculation times of theWRP, R-PCG, and
S-PCG methods are compared in Table 2. The resolution of the
depth grids is 1,024 × 1,024 pixels. Correlation efficiency forWRP
position is analyzed to select an acceptable WRP position
(Shimobaba et al., 2009). The WRP positions are selected at

FIGURE 9 | The full-color holographic display system.
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one times the total depth of the object. The same parameters are
used for the CGH calculations.

Benefiting from the high-performance parallel computing
ability of a GPU, the S-PCG method on a GPU generates
holograms 47.6–94.0 times faster than those generated on a
CPU. Furthermore, applying the S-PCG method with a GPU
enhances the speed of hologram generation by a factor of 1.5–1.57
with respect to the R-PCG method and 8.0–16.6 with respect to
the WRP method.

As shown in Figure 8, continuous reconstructed images
from the person holding a mouse are generated by the S-PCG
method in the full-color holographic system. In this
experiment, the resolution of the hologram is 2048 × 2048,
the depth grids were segmented into 10 × 10 parts, and only the
effective areas of the depth grids are calculated. The proposed
system can generate holograms from real objects around 1.78
frames per second. The reconstructed distances from the
reconstructed plane to the hologram plane are set as 600
and 450 mm, respectively.

3.2 Optical Experiments
Optical reconstructions are performed by using RGB lasers
and a transmission-type SLM (7.4 μm, 1,920 × 1,080 pixels).
As shown in Figure 9, the RGB lasers are used as reference
beams. The output powers and wavelengths are as follows: red
laser, 100 mW, and 633 nm; green laser, 100 mW, and 532 nm;
and blue laser, 75 mW, and 473 nm.

Figures 10A,B show 2D color images and depth images of the
real objects captured by the holographic system. The real object
consisting of a person holding a mouse toy was 500 mm from the
depth camera. Depth data were acquired from both images to
generate the virtual 3-D visualization (point cloud models). Point
cloud Figure 10C generated from real object Figure 10A was
composed of 183,257 object points, 478 depth grids, and the
distance from the center of the SLM to the CCD camera was
500 mm. In the optical experiment, the resolution of the
hologram is set as 1,024 × 1,024, the depth grids are
segmented into 10 × 10 parts. Numerical and optical
reconstructed images are shown in Figure 10D,E. It

FIGURE 10 | (A) Color image and (B) depth image of real objects. (C) Point cloud model and (D) Numerical and (E)optical reconstructed images.
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demonstrates that the real 3D objects were reconstructed
successfully with the proposed S-PCG method in the full-color
holographic system. It demonstrates that the real 3D objects were
reconstructed successfully with the proposed S-PCG method in
the full-color holographic system.

4 CONCLUSION

In this research, a S-PCG method for a full-color holographic
system is proposed to decrease the computational load
of generating holographic data. A Kinect depth camera is
used to collect the color and depth information from actual
scenes, and then point-cloud models are generated from the
depth and color data. Object points are categorized into
depth grids with identical depth values in RGB channels.
In each channel, the depth grids are segmented into M×N
parts, and only the effective area of the depth grids will be
generated to reduce computational complexity. Compared
to the WRP and R-PCG methods, the S-PCG method
dramatically decreases the computational complexity of
generating holographic data.
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