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The integration of AI technologies in aerospace manufacturing is significantly

transforming critical operational processes, impacting decision-making,

e�ciency, and workflow optimization. Explainability in AI systems is essential

to ensure these technologies are understandable, trustworthy, and e�ectively

support end-users in complex environments. This study investigates the factors

influencing the explainability of AI-based Decision Support Systems in aerospace

manufacturing from the end-users’ perspective. The study employed a Closed

Card Sorting technique involving 15 professionals from a leading aerospace

organization. Participants categorized 15 AI features into groups—enhances,

is neutral to, and hinders explainability. Qualitative feedback was collected to

understand participants’ reasoning and preferences. The findings highlighted

the importance of user support features in enhancing explainability, such as

system feedback on user inputs and error messages with guidance. In contrast,

technical jargon was consistently perceived as a hindrance. Transparency

of algorithms emerged as the highest-priority feature, followed by clarity of

interface design and decision rationale documentation. Qualitative insights

emphasized the need for clear communication, intuitive interfaces, and features

that reduce cognitive load. The study provides actionable insights for designing

AI-based DSSs tailored to the needs of aerospace professionals. By prioritizing

transparency, user support, and intuitive design, designers and developers can

enhance system explainability and foster user trust. These findings support the

human-centric development of AI technologies and lay the groundwork for

future research exploring user-centered approaches in di�erent high-stakes

industrial contexts.
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1 Introduction

The transition from Industry 4.0 to Industry 5.0 marks a significant paradigm shift
in industrial advancement (Mourtzis et al., 2022). This evolution moves the focus from
the automation and digitization of the 4th industrial revolution to a new era prioritizing
human-centric development in research and industrial practices (Ghobakhloo et al., 2023).
While Industry 4.0 sets the stage by integrating cutting-edge technologies such as robotics
and machine learning, Industry 5.0 focuses on human-centric development, emphasizing
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the importance of human-machine collaboration for more resilient
and sustainable work environments (Möller et al., 2022).

The transition between Industry 4.0 and Industry 5.0
presents challenges, particularly in effectively integrating these
two paradigms. Xu et al. (2021) highlight that while Industry
4.0 is mainly driven by technology, Industry 5.0 adopts a value-
driven approach, focusing on reintroducing human decision-
making into organizational processes. To address this challenge,
Golovianko et al. (2023) propose a hybrid model that combines
the technological efficiency of Industry 4.0 with the human-
centered values of Industry 5.0. This model aims to harness the
strengths of both paradigms to create more sustainable and resilient
industrial systems. Leng et al. (2022) further stress that Industry
5.0 places human wellbeing at the heart of manufacturing systems,
seeking social objectives beyond mere employment and economic
growth. This human-centered focus aligns with the emphasis on
sustainability and resilience, underscoring the need for future
industrial systems to balance efficiency, social responsibility, and
environmental sustainability.

Therefore, the three core pillars of Industry 5.0—human-
centrism, sustainability, and resilience—aim to build industrial
systems that are both adaptable and enduring (Alves et al., 2023). A
human-centric approach focuses on enhancing human capabilities
through AI and robotics, ensuring that these technologies
complement rather than replace human roles and skills (Alves
et al., 2023). This paradigm emphasizes the need for intuitive,
transparent, and trustworthy technologies that align with human
needs, reinforcing the growing importance of eXplainable AI (XAI)
in ensuring that technological advancements remain accessible and
aligned with these principles (Gordini et al., 2024). XAI systems are
specifically designed to enhance transparency and interpretability,
making their internal processes clear and understandable to
users (Arrieta et al., 2020). Explainability is essential for helping
end-users grasp the complex decision-making processes of AI
algorithms, fostering trust and enabling more effective human-AI
collaboration (Longo et al., 2024).

Recent research on XAI emphasizes the need to improve AI
explainability (Saeed and Omlin, 2023). Taj and Zaman (2022)
explore how XAI systems can facilitate the transition to Industry
5.0 by leveraging advanced technologies to enhance human-
machine collaboration in smart industries. Rožanec et al. (2023)
propose a human-centric AI architecture for Industry 5.0, where
explainability is key to the effective deployment of AI systems
in industrial settings. Additionally, studies by Chamola et al.
(2023) and Cimino et al. (2023) highlight the importance of
trustworthy and explainable AI in reducing bias and ensuring
transparency, particularly in critical sectors. They underscore the
need for transparent explanation models to build human trust
in AI-based systems. Lastly, Minh et al. (2022) review the XAI
methods, categorizing them into pre-modeling, interpretable, and
post-modeling explainability, and discuss some challenges, such
as balancing performance with explainability while addressing
security and policy concerns.

Thus, explainability emerges as a crucial factor in the design
of AI systems. This is especially relevant for Decision Support
Systems (DSSs), defined as computer-based systems that assist in
organizational decision-making (Srinivasan et al., 2024). According
to Chander et al. (2022), DSSs can effectively support management,

operations, and planning activities when integrated with AI. These
systems help make decisions in dynamic and difficult-to-predict
environments. They typically process large volumes of data, provide
user-friendly interfaces, and use models to analyze information,
make decisions, and solve problems (Srinivasan et al., 2024).

DSSs are widely used in sectors like aerospace manufacturing,
helping workers handle complex tasks and make more informed,
effective, and efficient decisions (Felsberger and Reiner, 2020).
The aerospace sector can be considered critical due to its accent
on safety, the complexity of its systems, and strict adherence to
national and international regulations, all of which ensure the
reliable and safe operation of aircraft in a field that significantly
impacts global connectivity, defense, and economy (Zuluaga et al.,
2024). In such environments, a transparent understanding of AI’s
decision-making is essential for fostering effective collaboration
between humans and AI, benefiting overall operational efficiency.

Developing explainable AI-based DSSs involves understanding
end-user requirements for what makes an AI system explainable to
them. This step is essential for understanding their needs regarding
comprehension of the AI’s logic and functions. Adopting a user-
centered approach ensures that AI tool development aligns with
user experiences and expectations, increasing the chances of AI
solutions being adopted for real-world problems and improving
transparency and trustworthiness.

This article investigates end-user requirements for
explainability in AI-based DSSs in aerospace manufacturing.
The study involves sector workers classifying AI features
influencing DSSs’ explainability. The results reveal which features
are perceived to improve, remain neutral, or hinder the clarity
of AI logic explanations. This research is intended to propose a
user-informed framework to guide AI system development.

2 State of the art

2.1 Explainability in human-computer
interaction

Explainability in AI systems is closely tied to foundational
principles of Human-Computer Interaction (HCI), which focuses
on designing systems that align with users’ cognitive processes,
practical needs, and situational contexts (Kästner and Crook,
2024). HCI provides a conceptual framework for understanding
how users engage with complex technologies, emphasizing
that trust, usability, and clarity are fundamental to effective
human-computer interactions. HCI principles foster clear and
meaningful interactions, ensuring that systems perform their
intended functions and enhance user confidence in decision-
making processes (Lim et al., 2009).

Recent advancements in HCI research have underscored the
importance of tailoring AI explanations to users’ unique needs.
To do so, Margetis et al. (2021) stress the importance of adopting
a human-centered design, proposing a framework for integrating
the “human-in-the-loop” paradigm to ensure that AI systems are
technically proficient and aligned with human needs and cognitive
processes. This perspective integrates human input throughout the
AI lifecycle to enhance system performance and user experience.
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Chromik and Butz (2021) discuss the essential role of
Explanation User Interfaces (EUIs) in XAI, emphasizing that
their design should account for the social and iterative nature of
explanations. They propose specific design principles to ensure
that EUIs accommodate diverse user groups and real-world
applications, fostering more effective human-AI interaction. In
particular, AI explanations should be tailored to users’ expertise and
decision-making contexts, evolving dynamically through iterative
feedback to remain relevant and comprehensible. In line with this,
Liao and Varshney (2021) highlight the necessity of contextualizing
AI explanations, ensuring that information is accessible, actionable,
and directly relevant to users’ tasks and goals. This requires
consideration of user expertise, operational environments, and the
cognitive demands of interpreting AI outputs, particularly in high-
stakes domains where explainability significantly impacts safety
and efficiency.

HCI methodologies, such as participatory design and usability
evaluations, offer practical tools for developing user-centered
systems that prioritize explainability. Participatory design involves
actively engaging end-users in the design process, allowing
developers to incorporate real-world user feedback into system
functionalities and interfaces (Amershi et al., 2019). Usability
evaluations, on the other hand, test systems in simulated or
actual use cases to identify potential barriers to understanding and
interaction (Chen et al., 2022). These methodologies are valuable
for AI-based systems, where explainability often hinges on howwell
users interpret and act on system outputs.

Additionally, as Ehsan and Riedl (2020) discussed, reflective
sociotechnical approaches emphasize integrating user values and
social contexts into system design. Such approaches are relevant in
high-stakes environments where transparency and acceptance are
critical for fostering trust. For example, in industrial applications,
AI systems that explain their decision-making processes in ways
that resonate with users’ roles and responsibilities are more likely
to gain acceptance and be used effectively.

When grounded in HCI principles, explainable AI research
can better address end-users’ diverse and dynamic needs. Xu
et al. (2023) note that this alignment ensures that AI systems
are technically robust and user-centric, empowering users to
make sense of complex outputs and confidently engage with
the system. In other words, the alignment between HCI
principles and explainable AI facilitates more effective and
human-centered applications of AI, particularly in industrial and
operational domains.

2.2 AI’s features influencing explainability

Current research on XAI attempts to identify the system
features that affect end-users understanding and interpretation
of AI outcomes. Recent studies show a strong interest in how
AI’s transparency and understandability features influence its
explainability. Bhagya et al. (2023) underscore the importance
of clearly presenting algorithms’ logic and AI systems’ decision-
making processes, making even complex systems like deep neural
networks more accessible to users. The focus on clarity is supported
by the argument that the understanding and acceptance of AI

systems are improved when they are transparent and interpretable
(Casacuberta et al., 2022; Joyce et al., 2023). Additionally, real-time
explanatory features can simplify models’ complexity, enhancing
the integration of advanced technology with user experience
(Khakurel and Rawat, 2022; Sammani et al., 2023).

User support features also impact explainability. Arya et al.
(2022) emphasize the importance of comprehensive tutorials
explaining how systems work and detailed documentation in
making AI systems more user-friendly. Additionally, practical
user guidance, such as informative messages that detect potential
errors or anomalies, can reduce cognitive burden and enhance
user interaction with AI (Bauer et al., 2023; Bobek et al., 2024).
Supporting this perspective, findings from Kim et al. (2023)
underscore the role of consistent feedback from systems to users in
bolstering human comprehension, while Werz et al. (2024) found
that system error detection helps identify which aspects of AI
decision-making require clearer explanations to users.

The design of system interfaces significantly impacts
explainability. A study conducted by Encarnação et al. (2022)
illustrates how AI visualization tools, such as interactive graphs,
can simplify the interpretation of complex algorithms, aiding users
in understanding the systems’ outcomes. Mucha et al. (2021) also
focus on the importance of detailed reporting on the systems’
decisions in improving the efficacy of end-user interactions with
these systems. Further emphasizing this point, Costa and Silva
(2022) and Reddy (2024) highlight that intuitive layout and
user-centric design principles in interface development make
AI-based DSSs more comprehensible and accessible, fostering
user engagement.

Finally, systems’ communication and language features may
influence the perception and understanding of AI outputs.
Simplified language and knowledge-intensive processing probes
enhance user comprehension of AI systems (Guersenzvaig
and Casacuberta, 2023; Sheth et al., 2021). Jin et al. (2023)
recommend customizing explainability approaches to match user
understanding levels, employing clear and relatable language.
Furthermore, Hohenstein et al. (2023) propose that AI employs
language that resonates with social dynamics to cultivate and
deepen human relationships.

These design features are critical for promoting the acceptance
of AI systems, with trust being a central factor (Morandini et al.,
2023). Choung et al. (2023) emphasize that trust in AI is crucial for
users’ intention to adopt AI technologies, highlighting the need for
AI systems to be transparent, understandable, and thus reliable in
their functionality. Similarly, Kelly et al. (2023) stress that perceived
usefulness and trust are two key predictors of users’ intention to
adopt AI technologies, further underscoring the importance of
these factors in AI acceptance. These insights emphasize the need
to design AI-based DSSs that foster user trust and acceptance by
encouraging engagement and ensuring effective HCI.

To conclude, understanding which system features affect end-
users understanding and interpretation of AI outcomes form the
foundation for designing AI-based Decision Support Systems that
align with the high-stakes demands of aerospace manufacturing.
By integrating transparency, user support, communication features
and intuitive interfaces, these systems can address the unique
challenges faced by professionals in this field.
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2.3 Decision Support Systems in aerospace
manufacturing

The aerospace manufacturing industry, renowned for its
high-stakes and complex operations, increasingly recognizes the
necessity of AI-based DSSs. This sector is characterized by intricate
design processes, the management of numerous components,
adherence to stringent safety standards, and coordination of a
global supply chain. In these processes, integrating AI-based DSSs
may improve workforce performance (Morandini et al., 2024).
By providing data-driven recommendations, AI systems facilitate
accurate demand prediction and efficient inventory management,
mitigating the financial implications of excess stock or shortages
(Kumar, 2018).

Decision-making processes in aerospace manufacturing are
particularly complex due to the high stakes in production and
operations (Lin et al., 2018). Here, DSSs assist workers in navigating
this environment by providing analytical insights. These systems
can analyze vast data sets, revealing patterns and suggesting
solutions, which is vital to this sector’s high precision and accuracy
(Felsberger and Reiner, 2020). Currently, DSSs are utilized for a
range of functions. For instance, in planning and scheduling, tasks
are used to ensure precise coordination of resource allocation to
meet demanding timelines; in design, tasks are employed to predict
performance and enhance material selection, while in the supply
chain, forecast demands and manage inventories, ensuring the
efficient flow of components (Felsberger and Reiner, 2020).

Integrating AI into these systems marks a significant evolution
in their capabilities. AI-driven DSSs offer more efficient and
accurate data processing, leading to nuanced recommendations
that traditional systems might not discern. Advanced data
analysis translates into more informed decisions and improves
resource management, risk evaluation, and maintenance planning
(Bousdekis et al., 2021). Integrating AI, DSSs evolve from tools that
aggregate information to ones that actively contribute to strategic
decision-making, thus elevating the efficiency and the scope of
innovation within aerospace manufacturing.

In this context, understanding human requirements for
applying AI-based DSSs can improve decision-making and
optimize production processes. The effectiveness of interactions
between professionals and these systems relies on the AI’s
explainability features. Therefore, investigating aerospace
manufacturing professionals’ perceptions can provide insights
into how these features influence their practical application.
Their usability could significantly improve if AI-based DSSs
exhibit characteristics that make them more transparent and
understandable to these specialized end-users.

3 Method

This study utilized the Closed Card Sorting technique to
explore the perceptions of aerospace manufacturing professionals
regarding their explainability requirements in an AI-based DSS.
Closed Card Sorting is a structured, user-centered research
method effective for gaining insights into how individuals
categorize specific information, revealing their thought processes
and preferences (Kuniavsky, 2003). This technique was chosen for
its ability to focus on participants’ priorities and foster consensus

while ensuring robust results with a sample of 15 participants
(Lantz et al., 2019). Additionally, its adaptability to hybrid
environments further supported diverse participant engagement,
ensuring comprehensive insights. The method employed in this
study is summarized in Figure 1, which provides a visual overview
of the main research phases, including the approach definition, the
development of materials, participant recruitment, data collection,
and data analysis. Card Sorting methods are various and can be
adapted according to the specific situation and requirements of the
study. To define the procedure of the present work, we expressly
referred to the work and recommendations of Conrad et al. (2019)
and Conrad and Tucker (2019).

3.1 Preparation

The items used in the Card Sorting exercise were selected
following a structured process informed by academic literature
and expert feedback. Researchers analyzed the relevant literature
to identify categories of features influencing explainability. This
analysis identified four key features most pertinent to the aerospace
manufacturing context: (i) transparency and understandability,
(ii) user support, (iii) interface design, and (iv) systems’
communication and language. Within each category, items were
chosen based on their relevance and applicability to AI-based DSSs,
with a focus on features frequently emphasized in the literature as
critical for enhancing explainability.

To ensure these items’ clarity and contextual fit, two rounds
of discussions were conducted with two experts affiliated with
the target aerospace organization. These experts, actively involved
in research and development in AI, reviewed the proposed
items and provided feedback. Through this iterative process,
a final set of fifteen items was identified, comprising five for
transparency and understandability features, four for user support
features, three for the design of system interfaces, and three for
systems’ communication and language features. This preparation
ensured the robustness and contextual relevance of the Card
Sorting exercise.

3.2 Data collection

Participants were guided through a structured Card Sorting
task to evaluate their perceptions of AI-based DSS features.
Before beginning the exercise, they were briefed on the procedure
and the purpose of the study. Participants were informed
that the task involved categorizing cards, each containing an
item representing a feature of an AI-based DSS, into one
of three predefined groups: enhances explainability, neutral to
explainability, or hinders explainability. To ensure relevance
to their professional expertise, participants evaluated features
specifically designed for a DSS supporting planning and scheduling
tasks and key functions that are common across all their roles. This
approach allowed for a consistent and domain-relevant assessment,
ensuring that participants’ insights were grounded in real-world
applications while maintaining comparability across different roles
and organizational contexts.
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FIGURE 1

Overview of the research method and key steps.

They were tasked with answering the question, “Please indicate
if the following AI system features enhance, are neutral to, or hinder

its explainability.” It was emphasized that there were no right
or wrong answers, with the goal being to capture their genuine
opinions. The task was neutrally framed to ensure participants were
not led toward specific categorizations.

The exercise was conducted using a digital interface that
allowed participants to drag and drop the cards into the appropriate
groups. During the process, participants were asked to explain and
justify their reasoning for assigning each item to a specific group.
These explanations were recorded, transcribed, and systematically
analyzed to provide deeper insights into participants’ thought
processes. After completing the categorization, participants ranked
the items within each group based on their perceived importance
to explainability. Using the same drag-and-drop interface, they
assigned rankings, where a value of one indicated the most
important item within the group.

The Card Sorting sessions were conducted between October
2023 and January 2024. Seven sessions were carried out in
person at the organization’s sites in Hamburg (Germany). Four
sessions were conducted in English, while three were conducted
in German with the assistance of a native-speaking interpreter to
accommodate participants’ language preferences. The remaining
eight sessions were conducted online with English-speaking
participants only. This approach avoided the potential complexity
and noise associated with using interpreters in online settings.
With participants’ consent, all sessions were audio-recorded for
subsequent transcription and analysis.

Participants were reassured that the study was exploratory and
aimed at improving user-centered AI design rather than evaluating
their views on workplace practices. Open feedback was encouraged
throughout the process to address potential AI adoption concerns
and identify and mitigate potential biases.

3.3 Materials

The materials used in the study were developed to ensure a
structured and ethical approach to data collection. Participants
received an invitation document outlining the study’s objectives,
the significance of their involvement, and a detailed informed
consent form. This form adhered to the General Data Protection
Regulation (GDPR), outlining the nature of their participation, data
handling procedures, and measures to protect confidentiality.

The Card Sorting exercise was conducted using Qualtrics
software (Tharp and Landrum, 2017), which was selected for
its user-friendly interface and ability to support both in-person
and virtual environments. This flexibility ensured that participants
could engage with the study seamlessly, regardless of the mode of
participation. By replicating the Card Sorting process effectively
across different settings, the software facilitated a consistent
and reliable data collection experience for both participants
and researchers.

3.4 Participants

The study involved 15 high-level experts from a leading
organization in the aerospace manufacturing industry. Participants
were selected based on their managerial roles in decision-making
processes and their prospective use of AI-based DSSs. The group
consisted of 11 males and four females (Mean age = 41.6, SD =

11.8), holding high-level positions across the organization’s sites in
France, Germany, Spain, and the UK. Participants had a minimum
of 2 years of experience within the target organization and between
5 and 16 years of experience in the aircraft manufacturing sector.

To ensure participants could provide meaningful insights,
eligibility criteria required them to be current employees involved
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in aircraft manufacturing, assembly, or logistics, with roles relevant
to the tasks supported by DSS tools. Participants were also required
to have at least 4 years of experience in these processes and to be
potential end-users of new DSS implementations. This selection
ensured they possessed the expertise to evaluate these systems’
challenges and requirements associated with explainability.

The inclusion of professionals from diverse geographical
locations and functional areas enabled the study to capture a
comprehensive perspective on operational practices across different
contexts. Participants’ roles often involved critical decision-
making, risk management, and operational optimization—key
areas where DSS tools are expected to significantly impact
(Felsberger and Reiner, 2020).

3.5 Measures

The measures used in this study were selected based on
insights from academic literature, highlighting the significance of
specific features related to transparency and understandability,
user support, interface design, and communication features in
influencing AI-based DSSs’ explainability. The following items
associated with these categories were chosen:

3.5.1 Transparency and understandability
features
• Transparency of algorithms: evaluates the extent to which AI

algorithms’ inner workings and logic are made explicit and
understandable to end-users (Ara, 2024; Srinivasan et al., 2024;
Shakir et al., 2024).

• Decision rationale documentation: assesses the provision
of comprehensive documentation explaining the rationale
behind AI system decisions (Casacuberta et al., 2022; Joyce
et al., 2023).

• Contextual information on data: examines the availability of
contextual information regarding the data used by the AI
system, aiding users in understanding the context in which
decisions are made (Kozielski, 2023; Srinivasan et al., 2024).

• Real-time explanation of choices: focuses on the system’s
capability to provide real-time explanations for its decision-
making, simplifying complex models for users (Ara, 2024;
Sammani et al., 2023; Khakurel and Rawat, 2022).

• Consistency of decision outcomes: gauges the consistency of
outcomes produced by the AI system, ensuring that users can
rely on predictable and coherent results (MoDastoni, 2023;
Srinivasan et al., 2024).

3.5.2 User support features
• User guide and documentation: assesses the presence of user

guides and documentation that elucidate how the AI system
functions (Arya et al., 2022; Bobek et al., 2024).

• Availability of tooltips or help sections: examines the
accessibility of tooltips or help sections within the system
interface, providing users with on-demand assistance (Arya
et al., 2022; MoDastoni, 2023; Bobek et al., 2024).

• Error messages and guidance: evaluates the presence and
effectiveness of error messages and guidance that assist users
in rectifying issues or anomalies (Bauer et al., 2023;Werz et al.,
2024).

• Availability of tutorial or training sessions: explores the
availability of tutorial or training sessions aimed at enhancing
users’ understanding and interaction with the system (Arya
et al., 2022; Gaur et al., 2020; Werz et al., 2024).

3.5.3 The design of system interfaces
• Clarity of interface design: assesses the clarity and user-

friendliness of the system’s interface, focusing on intuitive
design principles (Costa and Silva, 2022; Panigutti et al., 2023;
Reddy, 2024).

• Visual aids, like charts or graphs: evaluate the inclusion
of visual aids to support users in interpreting complex AI
outcomes (Cabour et al., 2021; Encarnação et al., 2022; Gaur
et al., 2020).

• Detailed reporting features: examines the presence of detailed
reporting features that provide insights into the AI system’s
decision-making process (Cabour et al., 2021; Mucha et al.,
2021).

3.5.4 Systems’ communication and language
features
• Use of technical jargon: considers technical language and

jargon within the AI system’s communication and assesses
its impact on user comprehension (Guersenzvaig and
Casacuberta, 2023; Valentino and Freitas, 2022).

• System feedback on user inputs: evaluates the system’s ability
to provide feedback on user inputs and actions, enhancing
user engagement and understanding (Lai et al., 2023; Daly
et al., 2021; Sheth et al., 2021).

• Users’ testimonials or case studies: explores the inclusion of
users’ testimonials or case studies to illustrate the practical
impact and benefits of the AI system, enhancing the
perception and understanding of its outputs (Shin, 2021;
Hohenstein et al., 2023).

3.6 Data analysis

Following the principles of the Card Sorting technique, both
quantitative and qualitative data were collected, analyzed, and
compared. The quantitative analysis involved using descriptive
statistics to understand the data distribution. Additionally, the
ranking scores assigned by participants to each AI feature that
enhances explainability were analyzed to identify central tendencies
and variabilities, providing insights into the perceived importance
of these features in improving explainability.

The qualitative feedback provided by participants during the
task was analyzed using thematic analysis, following the framework
outlined by Braun and Clarke (2006). This approach was chosen
for its flexibility in identifying recurring patterns in qualitative
data while allowing for an in-depth interpretative analysis of
participants’ reasoning behind their categorization choices.
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An inductive coding process was used, meaning that themes
were not predefined but instead emerged from participants’
responses. The analysis followed the six-phase approach of
thematic analysis: (i) familiarization with the data; (ii) generation
of initial codes; (iii) searching for themes; (iv) reviewing themes;
(v) defining and naming themes; and (vi) producing the final report
(Braun and Clarke, 2006).

Two researchers independently coded the transcribed feedback
using open coding, where key concepts and meaningful phrases
were identified and grouped into categories. Through an iterative
comparison process, these categories were refined into higher-
order themes, ensuring consistency in interpretation. Inter-coder
reliability was achieved through discussion and consensus.

The identified themes aligned with the same four categories
established in the quantitative analysis, reinforcing the key
dimensions influencing explainability in AI-based DSSs. We
integrated qualitative thematic insights with the quantitative
ranking data to obtain an understanding of the features that
participants considered most impactful in enhancing (or not
enhancing) explainability in AI-based DSSs.

4 Results

4.1 Participant perceptions of AI features
influencing explainability

Table 1 presents the distribution of participant categorizations
for each system feature into three distinct groups: Enhances
explainability (Group 1), Neutral to explainability (Group 2), and
Hinders explainability (Group 3), based on absolute values.

Notably, within Group 1, features like Availability of tooltips

or help sections (12 participants), Consistency of decision outcomes

(12 participants), Error messages and guidance (12 participants),
and Clarity of interface design (11 participants) received the
highest allocations, emphasizing their potential to enhance AI-
based DSS explainability. Conversely, Group 3 highlighted the Use
of technical jargon as a dominant hindrance, with 10 participants
categorizing it as such. This result reflects a shared concern about
the negative impact of overly technical language on clarity. Group
2 displayed more varied allocations across features, representing
those perceived as having a neutral effect on explainability, such as
Contextual information on data (5 participants) and Transparency

of algorithms (8 participants).
Descriptive statistics and frequency analyses were conducted

to quantify participants’ average perceptions regarding how system
features influence explainability within the three groups (see
Figure 2). Group 1 displayed a substantial mean value of 9.00
(SD = 3.20) and a median of 10, indicating that these features
significantly enhance the clarity of explanations. The range from 1
to 12 illustrates the varying degrees of enhancement across features
within this group.

In contrast, Group 2 exhibited a moderate mean of 4.20 (SD
= 1.93) and a median of 4, suggesting that these features are
moderately neutral in their impact on explanation clarity, with
perceptions being relatively consistent among participants. Group
3 showed a low mean value of 1.60 (SD = 2.23) and a median of
1, implying that these features are rarely categorized as hindering

TABLE 1 Distribution of participants’ categorization (in absolute values)

of each system feature into the groups.

Items Group 1 Group 2 Group 3

Availability of tooltips or help
sections

12 3 0

Availability of tutorial or
training sessions

10 4 1

Clarity of interface design 11 4 0

Consistency of decision
outcomes

12 2 1

Contextual information on
data

7 5 3

Decision rationale
documentation

10 5 0

Detailed reporting features 10 5 0

Error messages and guidance 12 2 1

Real-time explanation of
choices

10 4 1

System feedback on user
inputs

12 2 1

Transparency of algorithms 5 8 2

Use of technical jargon 1 4 10

User guide and
documentation

9 5 1

Users’ testimonials or case
studies

4 9 2

Visual aids, like charts or
graphs

10 3 2

clarity. However, the wide range from 0 to 9 signifies significant
variation in the perceived hindrance levels of individual features.

Additionally, frequency analysis revealed that Group 1
constituted the majority at 60% (135 counts), followed by Group
2 at 28.9% (65 counts), and Group 3 at 11.1% (25 counts).

Descriptive analyses were also run to understand how
categories of features were perceived regarding enhancing, neutral
or hindering explainability. User support features emerged as the
category with the highest mean score (M = 11.25), signifying items
within this category were overwhelmingly perceived as enhancing
explainability. On the other hand, Systems’ communication and

language features had the lowest (M = 6.33), indicating that
items pertaining to this category were perceived as hindering
explainability. Meanwhile, Transparency and understandability

features and the system interface design occupied the middle
ground (M = 9.4 and 10.67, respectively), suggesting that features
belonging to these categories were perceived as neutral regarding
their impact on explainability.

4.2 Priorities for enhancing explainability

Descriptive analyses illustrated the specific AI features
participants believed were essential to enhance explainability.
Figure 3 represents a boxplot showcasing rankings’ central
tendencies and variabilities (1 = higher importance) for each
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FIGURE 2

Frequency distribution (in percentages) of categorized features in each group.

feature inserted in Group 1. The box plot shows the InterQuartile
Range (IQR), median rankings, overall distribution, and outliers.

Among the most highly prioritized features, Transparency of

algorithms received a median rank of 2, reflecting strong consensus
(IQR 1–3), followed closely by Clarity of interface design with a
median rank of 3, indicating its importance and similar agreement
(IQR 1–3). System feedback on user inputs ranked slightly lower,
with a median of 3.5 and a broader IQR of 1–4, indicating a more
varied perception of its significance.

Mid-range features included Decision rationale documentation,
User guide and documentation, and Error messages and guidance,
all with median ranks of 6.5 and 7, respectively, with IQRs of
2, suggesting some variability in participants’ responses. Error

messages and guidance featured an outlier at rank 12, indicating a
notably less favorable view from one participant.

Several features ranked in the middle range, including
Availability of tooltips or help sections and Contextual information

on data,withmedian ranks of 5.5 but with IQRs of 3 and 4, pointing
to more substantial divergence in opinion. Visual aids and Real-

time explanations of choices had median rankings of 5, with IQRs of
4.5, suggesting moderate variability in their perceived importance
for enhancing explainability.

At the lower end of the rankings, Consistency of decision

outcomes and Detailed reporting features were ranked at 5. The
former had a wider IQR of 2–5 and an outlier at rank 10, indicating
a notable departure from consensus. In contrast, Detailed reporting
features had a higher dispersion (IQR 2–9) without outliers,
showing more uniform participant expectations. The availability

of tutorial or training sessions had a median rank of 7.5 and an
IQR of 3, suggesting varying perceived importance levels. Users’
testimonials or case studies ranked lowest, with amedian of 8.5 (IQR
2.5), indicating that it was considered the least important feature
on average. However, an outlier at rank 13 emphasized a divergent
view. Finally, theUse of technical jargonwas uniquely ranked by one
participant (value= 4).

4.3 Qualitative feedback

Qualitative feedback collected during the Card Sorting
technique reveals in-depth perceptions of AI system features
that influence explainability, accompanied by reasons behind
their categorization. The participants’ feedback from the audio
recordings was transcribed using Notta Pro software (Notta.ai,
n.d.) by one author. Subsequently, two authors independently
analyzed the transcriptions, identifying key themes. They reached a
consensus on the content, which was then reviewed and discussed
with the other three authors. After a final discussion, all five authors
agreed on the key insights.

Analysis of these responses revealed recurring themes,
particularly the importance of transparency, trust, usability, and
system communication. While many responses aligned with
existing literature on the necessity of transparency for AI
adoption and understanding, several new insights emerged. These
included participants’ expectations for real-time explanations
and a preference for simplified communication. Furthermore,
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FIGURE 3

Boxplot visualization of priorities for enhancing explainability (Group 1).

the feedback highlighted specific preferences regarding how
transparency should be presented, especially in high-stakes
environments such as aerospace manufacturing. While some
themes confirmed extant literature, others—such as the demand
for system-generated error messages and more explicit user
feedback—offered new perspectives on how AI systems can better
support end-users.

The feedback came from a diverse set of participants across
various roles in the aerospace manufacturing sector. Although
the sample size was limited, data saturation was achieved as no
new significant themes emerged during the final stages of analysis.
This suggests that the sample was sufficiently representative
and could provide meaningful insights into the key features
influencing explainability.

The following sections provide a more detailed breakdown
of these results, specifically examining the qualitative feedback
related to transparency, user support, system interfaces, and
communication features.

4.3.1 Feedback on transparency and
understandability features

The emphasis on transparency and understandability features
was evident, with participants advocating for more transparent
AI algorithms and decision-making processes. For instance, one
participant noted, “I’d like a decision support system to provide

information options through being transparent...providing clear

explanations on why this decision is suggested.” Another participant
emphasized the importance of clarity in the rationale behind
decisions, stating, “When the system clearly explains the reasons for

its decisions, it feels more like a reliable partner than just a tool.”
The role of transparency in enhancing explainability was

further reinforced by participants who highlighted the significance
of decision rationale documentation. One participant shared,
“Transparency of algorithms enhances clarity of the decision or

recommendation of the system. In this regard, documentation,

for example, would be invaluable.” Similarly, another participant
underscored the need for supporting materials, stating, “Having
documentation on the decision is important as you need to know

the limitations of the system, so you can understand how to use

it properly.”
Differently, the opinions on contextual information on data

varied: while one participant argued that “Contextual information

on data might be overloading,” others considered it a priority,
noting its potential to enhance clarity. As one participant explained,
“Contextual information on data is a priority because I think it

enhances clarity of explanation. You need to know the context to

understand the decision fully.”
Participants also reflected on the importance of real-time

explanations, emphasizing that while this feature can enhance
transparency, its necessity depends on the context of the
application. One explained, “Having real-time explanation of

choices definitely helps enhance explainability, but I think if there’s

some delay—like a minute or so—I would not expect an instant
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explanation. So, yes, it is important, but other features related

to transparency and understandability are more useful for me.”
This perspective highlights that while immediacy in explanations
is valuable, it may not always be a priority compared to other
transparency-related features.

4.3.2 Feedback on user support features
Feedback on user support features underscored the necessity

of clear error messages and easily accessible help for enhanced
explainability. A participant expressed, “I think it’s helpful for me

to have clear error messages and guidance,” reflecting the need for
direct and actionable support. Another participant emphasized,
“Error messages are crucial as they offer immediate guidance during

tool use, eliminating the need to seek external testimonials or case

studies. [This feature] precedes user testimonials in usefulness.” This
highlights the value of immediate, system-generated feedback in
reducing dependency on external resources.

Similarly, participants highlighted the importance of having
tutorials and training sessions. One participant shared, “It’s nice

to have tutorial or training sessions available, even if, from my

experience, it’s rarely used. But I think that if it’s good, it can

be used more often.” Another added, “Having tutorials and

training is essential due to organizational high turnover,” suggesting
that structured training resources are necessary for maintaining
operational efficiency. A third participant noted, “Training sessions
are rated higher than the user guide and case studies for their direct

impact on user comprehension,” emphasizing their practical utility
in building familiarity with the system.

The availability of user guides and documentation also emerged
as a critical feature. A participant explained, “User guide and

documentation are crucial for me. [...] Even though we have

competent planning teams, the learning curve is not as steep as I’d

like due to the system’s robustness.” Another echoed this sentiment,
linking the importance of guides to accessibility: “[Regarding the]
availability of tutorials, I think the same as user guide,” underscoring
their complementary role in fostering system usability.

4.3.3 Feedback on the design of system
interfaces

Participants appreciated interfaces that support the easy
comprehension of AI decisions, confirming the role of the design
of system interfaces in influencing explainability. One participant
remarked, “Clarity of interface design and visual aids like charts

or graphs can significantly reduce the cognitive load,” emphasizing
the role of design in improving understandability. Another noted,
“Visual aids [can enhance explainability], yes. But it depends

on the system and user inputs; typically, the user can ask the

system something.”
The importance of visual aids, such as charts or graphs, was

consistently highlighted. One participant stated, “Visual aids are
indispensable; we explain everything visually.” Another elaborated,
“Graphs and charts can help in reducing the cognitive workload and

effort. But if it’s easy to use, it doesn’t change anything about whether

I understood why the decision was made. I think [explainability]

doesn’t depend on the interface.” This suggests that while visual aids

are highly beneficial for reducing cognitive effort, their influence on
understanding decision-making processes may vary.

Some participants viewed visual aids as more relevant to
interface usability. For example, one shared, “Visual aids can be

helpful for the reporting, and, of course, it helps to understand,

but it’s not necessary to have that.” These insights reflect a
nuanced perspective, where visual tools are recognized as valuable
for presenting information and reducing cognitive load but not
universally essential for fostering explainability.

4.3.4 Feedback on systems’ communication and
language features

Systems’ communication and language features were common
concerns among the participants. “The use of technical jargon can

reduce the clarity of explanations, especially for those unfamiliar

with the technical issues,” a participant noted, advocating for more
straightforward language. Another participant added, “It depends
on the population. If you have a very well-skilled population, it

does not matter, but it can hinder people who are not aware of

technical jargon. Sometimes technical jargon is not commonly used

across the whole company.” The potential for disengagement caused
by excessive or overly complex information was also raised, with
one participant explaining, “Too much information can overwhelm

users, leading to disengagement.”
The value of system feedback on user inputs was consistently

highlighted. A participant remarked, “System feedback on user

inputs definitely enhances explainability. Because I’m interested in

understanding if what I’m doing is right or sufficient step by step.”
Another agreed, stating, “Yes, I would think that it helps,” reflecting
the consensus that such feedback supports real-time decision-
making and builds user confidence.

Opinions on users’ testimonials or case studies were more
nuanced. While some participants viewed them as less critical
than error messages, which offer immediate guidance during
tool use, others highlighted their role in fostering trust. One
participant explained, “I think the system should always provide case

studies. However, it doesn’t necessarily assist with the explanation.

Consistency is essential because if the system provides different

information at different times, it doesn’t make sense, and trust in

the system is lost.” These insights underline the importance of
clear, consistent communication in enhancing explainability and
maintaining user trust.

5 Discussion

This study revealed that aerospace professionals place
significant importance on specific AI-based DSS features in
enhancing explainability. Notably, most participants assigned
features related to user support to the group of features that
enhanced explainability. These findings are in line with a previous
study by Ridley (2022) that highlighted that combining user
support and interface design could improve user trust in AI
systems. Trust, from a psychological lens, is a fundamental factor
in human-automation interaction (Hoff and Bashir, 2015), and
explainability serves as a mechanism to strengthen trust by
reducing uncertainty and increasing perceived system reliability.
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Thus, the participants collective perception underscores these
features’ critical role in enhancing user understanding, as they
directly address common user challenges and provide immediate
assistance, making the AI systems’ operations more intuitive
and accessible.

Participants also emphasized the role of tutorials and training
sessions, particularly in organizations with high turnover rates,
highlighting how these resources facilitate operational efficiency.
These findings echo Bhima et al. (2023), who underscore the
importance of employee training programs in maximizing the
adoption of AI systems and fostering organizational efficiency.
Similarly, Soulami et al. (2024) emphasize that well-structured
training initiatives are crucial for enhancing employee adaptability
and wellbeing during AI integration, thereby supporting overall
organizational performance.

Some specific features deviate from the general trend of their
respective category. For example, system feedback on user inputs
is identified as significantly enhancing explainability, highlighting
the importance of including such features in AI systems despite
the broader category of systems’ communication and language
features being perceived as a hindrance to explainability. From
a psychological perspective, system feedback strengthens user
trust and engagement by confirming that the AI is responsive to
user actions (Madhavan and Wiegmann, 2007). The reciprocity
of human-AI interaction emerges here as a critical factor in
automation reliance, as users are more likely to develop a calibrated
level of trust when they receive consistent, meaningful feedback
on their inputs. Rather than being perceived as mere system
outputs, interactive feedback mechanisms foster a more dynamic
and transparent exchange between users and AI, reinforcing
explainability and trust. This supports existing findings that
emphasize the need for AI systems to communicate in a clear and
tailored manner, ensuring that explanations remain accessible and
user-friendly (Sheth et al., 2021).

Moreover, the categorization of the technical jargon by most
participants as hindering explainability highlights the negative
impact of overly technical language in the aerospace domain.
While four participants placed it in the neutral group and one
in the group that enhances explainability, the overall results
reflect a shared concern that such language can create barriers
to effective communication and understanding. This suggests that
simplifying the language used in AI interfaces and documentation
could significantly improve user understanding and confidence in
AI systems (Pieters, 2011). Participants also expressed concerns
about the overwhelming nature of excessive or overly detailed
information, emphasizing the need for a balanced approach in
system communication to prevent disengagement. Excessive detail
can in fact lead to information overload (Eppler andMengis, 2004),
thereby increasing frustration and decreasing user engagement.
A well-calibrated level of detail ensures that information remains
accessible without overwhelming the user, fostering more effective
human-AI interaction.

Features related to Transparency and understandability were
generally perceived as enhancing explainability, which aligns with
previous studies (Ehsan et al., 2021). However, results on the
specific features of this category show that a significant portion of
participants consider them very important, while other perceptions
tend to be neutral. Despite this discrepancy, the need to clarify

how AI systems reach decisions emerged as essential for increasing
explainability and fostering trust in the systems, fostering HCI.
Real-time explanations, though valued, were noted as less critical
than other features, such as decision rationale documentation or
contextual information, emphasizing the need for prioritization
based on user-specific contexts and requirements.

The analysis of rankings highlights participants’ priorities
and needs for enhancing explainability. Here, Transparency
of algorithms emerged as the highest priority, indicating a
solid consensus on the need to make AI algorithms’ inner
workings explicit and understandable to users. This reinforces
that understanding AI decision-making processes empowers users,
increasing reliability and trust (Ezer et al., 2019).

Clarity of interface design ranked second in importance,
reinforcing the idea that user-friendly interfaces are crucial for
effective interaction with AI-based DSSs. This priority aligns
intending to make AI accessible and usable for aerospace
professionals, where intuitive design can reduce cognitive load and
enhance overall user satisfaction (Panigutti et al., 2023; Ridley,
2022; Salimiparsa et al., 2021).

Decision rationale documentation followed closely,
highlighting the value of providing comprehensive documentation
to explain AI system decisions. This documentation serves as a
bridge between technical processes and end-users understanding,
catering to the diverse needs of aerospace professionals with
varying technical expertise. In line with previous findings
(Salimiparsa et al., 2021), participants further acknowledged the
complementary role of visual aids, such as charts and graphs,
in reducing cognitive load. However, their utility was viewed
as context-dependent.

The feedback collected reflects the diversity of the participants’
roles in aerospace manufacturing, with varying levels of experience
and familiarity with AI tools influencing their responses. While the
categorization of features was broadly applicable, the participants’
experiences with tools like user guides, error messages, and
training sessions could influence their assessment of these features’
usefulness. This variance in experience highlights the importance of
considering user background when interpreting feedback, as prior
exposure to well-designed resources could create a more favorable
perception compared to those who have encountered less effective
support tools.

5.1 Implications for XAI Decision Support
Systems design

The findings of this study highlight opportunities for refining
the development of explainable AI-based DSSs by focusing on
user-centered principles. Practical implications extend to how
these insights can inform actionable design and implementation
strategies in high-stakes industries like aerospace manufacturing.

User support, transparency, interface design, and
communication features represent interconnected dimensions
influencing explainability. In line with previous studies (Ehsan
et al., 2021; Panigutti et al., 2023; Ridley, 2022), our findings
suggest that, when designing XAI DSSs, adopting a comprehensive
approach that integrates these dimensions cohesively could
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enhance system usability and trust. For example, transparency
features are not just isolated elements but can complement user
support mechanisms by providing contextual clarity that reinforces
error messages or guidance.

Interface design plays a key supporting role in bridging
complexity and accessibility. The integration of visual aids, while
not universally prioritized by participants, could be selectively
employed to align with task-specific needs, as suggested in recent
research (Nazemi et al., 2024). This highlights the importance
of tailoring system interfaces to balance cognitive load while
maintaining focus on decision-making processes, as discussed for
DSS in other critical domains such as healthcare (Salimiparsa et al.,
2021) or aviation (Mietkiewicz et al., 2024).

Clear and consistent communication features are critical
when technical jargon hinders understanding. Streamlined, plain-
language strategies that match users’ expertise can enhance
accessibility and foster confidence. Coupled with consistent and
reliable system feedback, such an approach can strengthen trust,
improve users’ satisfaction, and encourage user engagement
(Folorunsho et al., 2024).

5.2 Limitations

Despite the significant contributions of this study, some
limitations should be acknowledged. First, the generalizability of
the findings is limited by the focus on aerospace manufacturing
professionals. While the perspectives of these high-level experts are
highly relevant to the industry, the results may not fully apply to
other sectors or broader populations. Second, including German-
speaking participants with interpretation support introduces the
potential for subtle nuances or variations in understanding and
interpretation, which could influence the data accuracy. Finally,
the relatively small sample size of 15 participants, though sufficient
for exploratory purposes, limits the generalizability of the findings
and may not capture the full spectrum of perspectives within
the aerospace manufacturing sector. Specifically, it may affect
the interpretation of descriptive statistics and their broader
applicability. Consequently, the quantitative results should be
interpreted cautiously, as they primarily provide an overview
of participants’ categorizations rather than definitive statistical
generalizations. Future studies should address these limitations by
expanding the sample size, diversifying the participant pool, and
minimizing potential language-related biases.

6 Conclusions

In the current industrial landscape, aerospace manufacturing
is significantly shifting toward integrating AI technologies into
its workflows. This transformation reflects the broader aspirations
of Industry 5.0, which emphasizes advancing technological
innovation while upholding human-centric values.

This study highlights the dimensions for improving the
explainability of AI-based Decision Support Systems from the
perspective of aerospace professionals. Transparency, clarity, and
ease of use emerge as guiding principles for developing these
systems, ensuring their alignment with the needs and expectations
of end-users.

As the aerospace sector innovates, future research could focus
on creating robust guidelines for developing human-centered AI-
based DSS. These efforts can empower human abilities, enhance
operational effectiveness, and support the safety and reliability
critical to high-stakes industries such as aerospace manufacturing.
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