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To address the efficiency bottleneck encountered in reactor design calculations
for the newly developed lead-based reactor neutronics analysis code system
MOSASAUR, we recently developed acceleration functions based on various
coarse-mesh finite difference (CMFD) methods and spatial domain
decomposition parallel algorithm. However, the applicability of these
improvements to different lead-based reactors remains to be analyzed. This
work collected and established core models for various types of lead-based
reactor. Based on different SN nodal transport solvers, we analyzed the
acceleration performance of different CMFD methods, different CPU cores,
and the combination of CMFD and parallel calculation. The results indicated
that the impact of different CMFD acceleration or parallel acceleration on the
calculation accuracy was negligible; the rCMFD method had good stability and
convergence rate, achieving speedup of several to dozens; parallel efficiency was
related to the number ofmeshes, and for large reactor cores, superlinear speedup
was achieved with 200 CPU cores; rCMFD and parallel computing could achieve
combined speedup, with 200 cores achieving speedup of hundreds to thousands,
typically completing a reactor core transport calculation in 1 min.
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1 Introduction

As a candidate for the fourth-generation nuclear reactor system, lead-based fast reactors
offer multiple advantages in reactor physics and thermal hydraulics. These advantages
include achieving fuel breeding and transmutation of high-level radioactive waste, achieving
high power density at normal pressure, and facilitating natural circulation for heat transfer.
The design of lead-cooled fast reactors is dependent on reliable reactor analysis code for
analyzing, verifying, and optimizing the reactor core design.

To obtain an optimized reactor core design within a reasonable time, the efficiency of
reactor core transport calculation is crucial. Directly performing whole-core high-fidelity
transport calculations would bring huge computational costs. Existing fast reactor physical
analysis codes mostly adopt an assembly-homogenized strategy. First, energy spectrum
calculations are performed for different typical assemblies to obtain assembly-homogenized
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multigroup cross sections. Then, based on these cross sections,
whole-core three-dimensional transport calculations are
performed to obtain key core physical parameters.

Due to the homogeneous nature of assembly cross sections, the
transport nodal methods based on coarse mesh usually have higher
efficiency than fine mesh methods. Existing fast reactor physical
analysis codes mostly adopt PN/SPN variational nodal method
(VNM) and SN nodal method (SNM) for reactor core transport
calculation. For example, the US fast reactor analysis code DIF3D
adopts the DIF3D-VARIANT (Smith et al., 2014) solver based on
the PN/SPN SNM (Zhang and Li, 2022), the French fast reactor
analysis system ERANOS adopts the TGV/VARIANT (Ruggieri
et al., 2006) solver based on the PN/SPN VNM, Japan and
Russia have developed NSHEX (Todorova et al., 2004) and
CORNER (Bereznev, 2016) codes based on SNM with hexagonal-
prism mesh for fast reactor physics analysis. And the fast reactor
analysis codes of XJTU (Zheng et al., 2018) and NPIC (Zhang et al.,
2023) have adopted the SNM based on triangular-prism, hexagonal-
prism, and quadrangular-prism meshes. Both the VNM and the
SNM can achieve high accuracy at a relatively fast speed. However,
SNM code usually only requires a few GB instead of the tens of GB of
the VNM code for typical fast reactors (Smith et al., 2014; Todorova
et al., 2004; Xu et al., 2018).

The SN nodal methodmentioned here is derived from the earlier
discrete nodal transport method (DNTM) (Lawrence, 1986). It has
been extended to hexagonal-prism (Todorova et al., 2004; Bereznev,
2016; Xu et al., 2020) and triangular-prism (Lu and Wu, 2007)
meshes and has been applied and developed in several fast reactor
analysis codes. Starting from the multigroup neutron transport
equation, SNM discretizes angle variables of the neutron
transport equation by the discrete-ordinates (SN) method and
discretizes spatial variables with coarse meshes. Besides, it
performs transverse integral and polynomial expansion within
each coarse mesh, generating a set of moderately coupled
equations that can be solved using iterative methods.

The traditional solution process for SNM involves multi-layer
iteration, which involves nested processes of fission source iteration,
energy group sweeping, scattering source iteration, angle sweeping,
and mesh sweeping from the outer level to the inner level. For large
fast reactors, the degrees of freedom for discrete variables by SNM
discretization can reach 109, a single reactor core transport
calculation can often take several hours. However, in nuclear
design calculations, multiple reactor core transport calculations
are necessary to couple with other field calculations expect for
neutronics, resulting in unbearable calculation times. To enhance
the efficiency of reactor core transport calculations using SNM, two
approaches can be adopted. Firstly, the number of iterative iterations
can be reduced through the application of coarse-mesh finite
difference (CMFD) acceleration or similar techniques (Xu et al.,
2018; Xu et al., 2020; Xu et al., 2022a). Secondly, the calculation time
for each iteration can be minimized by utilizing parallel computing
(Xu et al., 2020; Xu et al., 2022b; Qiao et al., 2021).

This research is rooted in the MOSASAUR (Zhang et al., 2023)
code system developed by NPIC for lead-bismuth fast reactor
neutronics analysis. The system follows a two-step process
centered on assembly homogenization. Initially, an ultrafine-
group energy spectrum calculation is conducted to derive
assembly-homogenized cross-section parameters. Subsequently, a

substantial number of three-dimensional multigroup transport
calculations are executed to ascertain critical physical parameters
across varying burnup conditions. The transport solver of the code
system primarily comprises SNMs designed for triangular-prism
and hexagonal-prism meshes.

Recently, we have upgraded the MOSASAUR code system, and
implemented several CMFD acceleration and MPI parallel
acceleration methods for the triangular-prism mesh solver and
hexagonal-prism mesh solver respectively. The relevant methods
will be introduced in another recent paper. In order to analyze the
applicability of these acceleration methods for different types of
lead-based fast reactors, we collected and established different types
of lead-based reactor core models, and then tested the performance
of various acceleration methods using different transport solvers
including the triangular prism mesh solver and the hexagonal prism
mesh solver. This article will systematically introduce these
performance results and provide suggestions for code usage and
further development.

The following text first introduces the lead-based reactor core
models used in this article in Section 2, as well as the SN nodal
method, the different CMFD acceleration methods, MPI parallel
algorithms, acceleration performance parameters. Then, it presents
the acceleration performance results in Section 3. Finally, it discusses
and summarizes the results in Section 4.

2 Materials and methods

The effectiveness of acceleration methods, especially the CMFD
acceleration methods, is influenced by factors such as the overall size
of the computational core, mesh size, and the type of energy
spectrum. To analyze the applicability of acceleration methods to
different types of lead-based cores, four lead-based core models were
selected, each with different geometric and energy spectrum
characteristics. This section will provide a detailed introduction
to the main features of these cores. For the sake of completeness, this
section will also briefly introduce the SN nodal transport solvers, the
characteristics of different acceleration methods, as well as the
related performance parameters.

2.1 Lead-based reactor cores

2.1.1 RBEC-M core
The RBEC-M (Sienicki et al., 2006) core is a lead-bismuth-

cooled design proposed by the Kurchatov Institute in Russia (RRC
KI) and has been recognized by the International Atomic Energy
Agency (IAEA) as a neutronics benchmark. The core is designed for
a thermal power of 900 MW. The core model has an equivalent
diameter of 422.524 cm and a height of 225 cm, making it relatively
large in size. The core is comprised of hexagonal assemblies, with a
center-to-center distance of 17.8 cm between the assemblies. The
core is composed of uranium-plutonium mixed nitride fuel, lead-
bismuth eutectic (LBE) coolant, steel cladding, and structural
materials. The radial arrangement of the core consists of inner
fuel assemblies, middle fuel assemblies, outer fuel assemblies,
breeding assemblies, and reflector assemblies, as depicted in
Figure 1. The axial arrangement mainly comprises the active
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region, axial breeding region, lower plenum region, and upper duct
region. The energy spectrum distribution, shown in Figure 2,
indicates a relatively high distribution in the high-energy region
above 0.1MeV, suggesting a hard energy spectrum.

2.1.2 SPARK core
The core is a concept LBE cooled small core published in

literature (Zhou et al., 2018), with a design thermal power of

20 MW and the capability for uninterrupted operation for
20 years without refueling. The equivalent diameter of the core
model is 192.571 cm, with a height of 155 cm, making it relatively
small in size. The core is comprised of hexagonal assemblies, with
a center-to-center distance of 13 cm between the assemblies. The
core consists mainly of UO2 fuel, lead-bismuth alloy coolant,
stainless steel cladding and structural materials, Al2O3 (MgO is
recommended in the literature, but due to the lack of Mg isotopes

FIGURE 1
Core Configuration of 900 MWt RBEC-M design (Sienicki et al., 2006).

FIGURE 2
Neutron energy spectra for different lead-based reactor cores.
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in the current database, it is replaced by Al2O3) reflector and B4C
shield. The radial arrangement of the core is shown in Figure 3,
mainly comprising fuel assemblies, reflector assemblies, shield
assemblies, heat pipe assemblies, control assemblies, and safety
assemblies. The axial arrangement mainly comprises the active
region, upper plenum region, and upper and lower reflector
regions. The energy spectrum distribution of the core is
shown in Figure 2, with a relatively high distribution in the
high-energy region above 0.1MeV, indicating a hard
energy spectrum.

2.1.3 VENUS-F core
The VENUS-F (Sarotto et al., 2018; Zhou et al., 2018) core is one

of the Fast Reactor Experiments for hYbrid Applications (FREYA),
which is a collaborative project co-funded by the European
Commission within the seventh Framework Programme (FP7) of
the EURopean ATOMic energy community (EURATOM). Due to
limited parameters provided in the literature, the main core
parameters for this paper are estimated with reference to the
CC5 core of the VENUS-F facility. The core has a side length of
144 cm, a height of 140 cm, making it relatively small in size. And

FIGURE 3
Core Configuration of SPARK (Zhou et al., 2018).

FIGURE 4
Core Configuration of VENUS-F.
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the core consists of square assemblies with a side length of 8 cm. The
core materials mainly include metallic uranium fuel, lead blocks,
stainless steel vessel, air, and B4C control rods. The radial assembly
arrangement is shown in Figure 4 and can be divided into fuel
assemblies, Pb reflector assemblies, stainless steel Pb reflector
assemblies, control rod assemblies, safety rod assemblies, and
absorber rod assemblies. The axial arrangement is relatively
simple, with the active region of the core at a height of 60cm,
with a 10 cm thick steel layer adjacent to the top and bottom of the
core, and 30 cm thick lead layers at the bottom and top ends. The
energy spectrum distribution of the core is shown in Figure 2,
indicating a higher distribution in the high-energy region above
0.1 MeV compared to the RBEC-M and SPARK cores, suggesting a
significantly harder energy spectrum.

2.1.4 SLBR-50C core
This is a self-designed small LBE-cooled reactor core with a

designed thermal power of 50 MW. The equivalent diameter of the
core model is approximately 236.675 cm with a height of 165 cm,
making the core relatively small in size. The core consists of
hexagonal assemblies with a center-to-center distance of 20 cm,
and incorporates internal control rod design, resulting in larger
assembly sizes. The core materials mainly include UO2 fuel, lead-
bismuth eutectic coolant, stainless steel, reflector and absorbers
within the assemblies. The core arrangement is illustrated in
Figure 5. The energy spectrum distribution of the core is shown
in Figure 2, indicating a significantly higher distribution in the
medium to low energy region below 0.1 MeV compared to other
lead-based cores, categorizing it as a mixed energy spectrum core.

2.1.5 Summary of core characteristics
The comparison of energy spectra for different cores is shown in

Figure 2. Based on the graph, it is evident that the VENUS-F core has

a high distribution in the high-energy region above 0.1MeV,
indicating a hard spectrum. The energy spectra of the RBEC-M
and SPARK cores are similar, with a relatively high distribution in
the high-energy region above 0.1MeV, signifying a hard spectrum.
In comparison to other fast spectrum cores, the SLBR-50C core
exhibits a significantly higher distribution in the medium to low
energy range below 0.1MeV, classifying it as a mixed spectrum core.
A summary of the geometric and energy spectrum characteristics of
different cores is presented in Table 1, showcasing the diverse
assembly types, core sizes, and energy spectrum characteristics of
the selected cores, providing broad coverage.

2.2 SN nodal method

In MOSASAUR, two SN nodal transport solvers have been
integrated: one (Tri-solver) based on triangular prism meshes
and another (Hex-solver) based on a hexagonal prism meshes.
The SN nodal method (Lu and Wu, 2007; Xu et al., 2022a)
begins its derivation from the multigroup SN form of the
neutron transport equation. For instance, in the context of the
most common eigenvalue problems, the equation takes the
following form as shown in Eq. 1:

Ωm∇ψm
g r( ) + Σt,g r( )ψm

g r( ) � χg r( )
4πk

∑Ng

g′�1
]Σf,g′ r( )∑Nm

m�1
ωmψm

g′ r( )

+ ∑Nl

l�0
∑l
k�−l

Ylk Ωm( )∑Ng

g′�1
Σs,g′−g,l r( )∑Nm

m�1
ωmψm

g′ r( )Ylk
* Ωm( )

(1)

In the equation, Ωm represents the directional vector for the
m-th angle, ψm

g (r) represents the neutron flux for the gth energy
group of angle m at spatial position r, Σt,g(r) represents the total

FIGURE 5
Core Configuration of SLBR-50C.
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reaction cross-section for the gth energy group at spatial position r,
χg(r) represents the fission neutron fraction at spatial position r for
the gth energy group, k represents the eigenvalue,Ng represents the
total number of energy groups, ]Σf,g′(r) represents the fission
neutron production cross-section for the gth energy group at
spatial position r, ωm represents the integration weight for the
m-th angle, Nm represents the total number of discrete angles,
Nl represents the anisotropic scattering order, Ylk(Ωm) represents
the spherical harmonic function, Σs,g′−g,l(r) represents the l-th order
scattering cross-section from the g’-th energy group to the gth
energy group at spatial position r, and Ylk

*(Ωm) represents the
conjugate spherical harmonic function. By performing transverse
integral and polynomial expansion within different meshes, a series
of nodal response equations can be obtained. Then, through well-
organized iterative and sweeping computations, the discrete
variables can be solved.

2.3 CMFD methods

The CMFD methods mentioned here not only includes the
traditional CMFD (Smith, 2002) method, but also includes the
methods similar to the traditional CMFD method. The CMFD
methods accelerate the convergence of transport variables by
repeatedly solving the transport corrected diffusion coarse-mesh
finite difference problem. For different types of core transport
problems, it can usually achieve several to hundreds of times
acceleration speedup. However, the traditional CMFD method
has poor convergence stability, and in recent years, many
improved CMFD methods have emerged. Besides the traditional
CMFD method, we have implemented the adCMFD (Jarrett et al.,
2016) method, the odCMFD (Zhu et al., 2016) method and the
rCMFD (Xu et al., 2022c) method.

The process of accelerating transport calculations with different
CMFD methods is similar. For regular eigenvalue problems, the
efficiency of power iteration is often sluggish. In such cases, an
additional CMFD diffusion eigenvalue problem calculation can be
performed swiftly before each power iteration update of eigenvalues
and fission sources. Although the model error of the CMFD
diffusion equations is greater than that of the transport nodal
equations, the incorporation of correction terms based on the
transport solution into the CMFD diffusion equation allows for
the rapid acquisition of eigenvalue and coarse-mesh fluxes that are
comparable to those of the transport nodal solution. In turn, these
updated eigenvalue and fluxes refine the results obtained through

power iteration, thus accelerating the convergence of the power
iteration process.

The main difference among these methods lies in the calculation
equation of diffusion coefficient. For the traditional CMFD method,
the equation below is used to calculate the diffusion coefficient at the
mesh interface:

DKd+1/2 �
2DKDKd+1hKd+1/2

hKd
DKd+1 + hKd+1DK

(2)

In the equation, D represents the diffusion coefficient, DK and
DKd+1 respectively represent the diffusion coefficients within mesh
K and mesh Kd + 1, DKd+1/2 represents the diffusion coefficient at
the interface between the two meshes, hKd and hKd+1 are the mesh
sizes of the two meshes along coordinate direction d, while hKd+1/2 is
the average of hKd and hKd+1.

For adCMFD and odCMFD, the diffusion coefficient at the
mesh interface is still calculated using Eq. 2, but the diffusion
coefficient within the mesh is corrected as shown in Eq. 3:

DKd
′ � DK + θhKd

(3)
where DKd

′ is the corrected diffusion coefficient that would be
employed in Eq. 2 and θ is the correction factor. For the adCMFD
method, θ is a fixed empirical value, such as 0.2. While for the
odCMFD method, the one-dimensional step characteristic method is
used as the basis for Fourier analysis of single-group homogenous
model problems. The optimization objective is to minimize the
spectral radius of convergence, and an optimized fitting formula is
obtained for the correction factor as shown in Eq. 4:

θKd
�

0, τKd
< 1

∑6
i�1
ai τKd( )i, 1≤ τKd

< 14
0.127, τKd

≥ 14

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (4)

where, ai is the fitting coefficient, and the specific value can be found
in literature. τKd is the optical thickness of the mesh.

For the rCMFD method, in order to avoid the non-physical
phenomenon of increasing neutron flux difference but decreasing
neutron flow, resulting in non-convergence, the following equation
instead Eq. 2 is used to dynamically calculate the diffusion
coefficient at the mesh interface as shown in Eq. 5:

DKd+1/2 � max
2DKDKd+1

hKd
DKd+1 + hKd+1DK

,
5
2
max −J

SN
Kd+1/2
ϕSN
Kd+1

,
JSNKd+1/2
ϕSN
K

⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦
(5)

TABLE 1 Summary of geometry and spectrum characteristics of different lead-based reactor cores.

Reactor Assembly Core Spectrum

Type Pitch/cm Equivalent diameter/cm Height/cm

RBEC-M hexagonal-Z 17.8 422.5 225 hard

SPARK hexagonal-Z 13 192.6 155 hard

VENUS-F XYZ 8 162.5 140 hard

SLBR-50C hexagonal-Z 20 236.7 165 soft and hard
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where JSNKd+1/2 is the neutron current at the mesh interface obtained
by the transport calculation, and ϕSNK and ϕSNKd+1 are the neutron flux
of mesh K and mesh Kd + 1 respectively obtained by the transport
calculation.

2.4 MPI parallel algorithms

The common parallel standards for CPUs include OpenMP and
MPI. OpenMP adopts the shared memory parallel programming
model, which is suitable for CPU parallelization within a single
computing node. However, MPI adopts the communication-based
parallel programming model, enabling large-scale parallelization
among CPU cores across multiple nodes. We have implemented
parallel SN nodal calculation and CMFD calculation based on MPI.

To achieve large-scale parallelization, we perform spatial domain
decomposition for triangular-Z or hexagonal-Z meshes. The specific
MPI parallel algorithm is described as follows: iterative calculations
are performed on each CPU core, but MPI communication is
conducted at key points. The main communication points are in
the outer and inner iteration convergence judgments, as well as after
each angle sweeping. Although the SN method can maintain the
sweeping order of the domain decomposition using the pipeline idea,
for reactor core problems with a relatively small number of meshes,
frequent communication at each angle will greatly reduce parallel
efficiency. Therefore, we conduct communication of surface fluxes
after all angle sweepings, which significantly reduces the number of
communications and improves parallel efficiency. However, this
block-Jacobian style algorithm destroys the original SN sweeping
order, causing the increase of the number of iterations. To address
this problem, we further adopt the boundary flux prediction method
(Qiao et al., 2021), which performs flux extrapolation for scattering
source iterations on domain boundaries to compensate for the
iterative degradation of domain boundary fluxes caused by domain
decomposition. The equation for flux extrapolation is shown in Eq. 6:

ψ l+1( )
g � ψ l( )

g + Σ−1
t,g Q l( )

s,g−g − Q l−1( )
s,g−g( ) (6)

whereψ(l+1)
g is the angular flux of group g after extrapolation,ψ(l)

g is the
angular flux of group g before extrapolation, Σ−1

t,g is the reciprocal of the
total reaction cross section of group g, Q(l)

s,g−g is the self-scattering
source of the lth scattering source iteration, and Q(l−1)

s,g−g is the self-
scattering source of the (l − 1)-th scattering source iteration calculation.

When CMFD methods are enabled, the time for diffusion
calculation is also considerable, making it necessary to parallel
diffusion calculation by spatial domain decomposition. As the
computational workload is smaller for diffusion calculation than
transport calculation, the cost of frequent communication will be
more significant. Here, we further reduce the communication
volume by performing boundary flux communication after each
energy group sweeping of the CMFD calculation.

2.5 Performance parameters

To quantitatively measure the acceleration effect, we will adopt
the commonly used concept of speedup. The speedup is defined as
shown in Eq. 7:

SP � T0/T1 (7)
where SP represents the speedup, which is the ratio of the
computation time without acceleration to the computation time
with acceleration. Here the acceleration includes various CMFD
accelerations, MPI parallel acceleration, as well as the combination
of CMFD and MPI parallel accelerations. The acceleration is
effective only when the speedup is greater than 1.

For MPI parallel acceleration, people usually also care about the
relationship between the speedup and the number of CPU cores
used. Therefore, this paper will also use parallel efficiency to measure
parallel acceleration performance. The definition of parallel
efficiency is shown in Eq. 8:

PE � SP/n( ) × 100% (8)
where PE is the parallel efficiency, n is the number of CPU cores
used. Parallel efficiency is the speedup brought by each CPU core.

3 Results

For the different lead-based cores introduced before, we used the
multigroup cross-section generation module in MOSASAUR to
generate 33 groups of first-order anisotropic scattering cross
sections, and then performed full-core neutron transport
calculations under different conditions. For different cores, we
considered different transport solvers, different CMFD methods,
and different CPU core counts during the calculations. The results
are presented in this section.

All calculations were performed on a parallel platform of Intel
(R) Xeon (R) CPU E5-2660 v3 @ 2.60 GHz. The S4 quadrature of the
transport solvers was adopted during the calculations. When using
the Tri-solver, a hexagonal mesh was discretized with six triangular
meshes, and a square mesh was discretized with four triangular
meshes. When using the Hex-solver, the variables within the mesh
were expanded with a second-order polynomial.

3.1 Acceleration performance of different
CMFD methods

First, we examined the acceleration performance of different
CMFD methods based on one CPU core. For each reactor core, we
used different solvers to calculate a benchmark case without CMFD
and parallel. To verify the acceleration performance of the
acceleration methods with minimal loss of accuracy, for the
benchmark case, we set the iteration control parameters with the
principle of achieving high accuracy. The scattering source iteration
limit was set to a large value of 1,000 to prevent precision loss due to
internal iterations not converging and the fission convergence error
limits were set to about 10–7 to 10-6. However, when enabling
CMFD acceleration, we set the iteration control parameters with the
principle of achieving high efficiency. In these cases, the scattering
source iteration limit was set to 3-5 and the fission convergence error
limits were set to almost the same as the cases without CMFD.

When utilizing the Tri-solver, the computational results for
distinct reactor cores are presented in Table 2. Among them, SI
represents the case that nothing acceleration is engaged, while
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rCMFD, odCMFD, adCMFD, and CMFD represent cases that
different coarse mesh acceleration is activated. The Total Inner
Iteration Count signifies the total number of inner iterations, with
each inner iteration requiring a sweeping of all meshes at all angles,
which is the most time-consuming part of the calculation. The
Maximum Assembly Flux Derivation indicates the maximum
relative deviation of the assembly flux calculated under different
conditions in comparison to the benchmark case. For the large lead-
based reactor core RBEC-M, the traditional CMFD method
demonstrated the most effective acceleration, achieving a speedup
of 37.7. The rCMFD method aligned closely with the traditional
CMFDmethod, attaining a speedup of 32.2. However, the odCMFD
and adCMFD methods exhibited comparatively reduced
acceleration effects. Notably, the deviations in keff before and
after acceleration did not exceed 1 pcm, and the maximum radial
assembly normalized flux deviation was about 0.03%.

In the case of smaller reactor cores, such as SPARK, rCMFD
demonstrated consistent convergence, achieving a 12-fold
speedup. Other methods failed to converge. The deviation in keff
before and after rCMFD acceleration remained below 1 pcm, with
the maximum radial assembly normalized flux deviations sitting at
approximately 0.03%. When applied to reactor cores with harder
spectrum, like VENUS-F, and smaller mixed spectrum cores, like
SLBR-50C, only rCMFD could converge with minimal loss of
accuracy. However, the acceleration speedups were relatively small.

When utilizing the Hex-solver, computational results by
rCMFD method for distinct reactor cores are provided in
Table 3. Due to mesh constraints, VENUS-F reactor core was
excluded from calculations. Notably, the computational results
obtained via Hex-solver aligned closely with those obtained via
Tri-solver. rCMFD ensured accurate convergence with minimal loss
in accuracy. For RBEC-M reactor core, it achieved a speedup of 21.5.
For SPARK and SLBR-50C reactor cores, it achieved a speedup of
4.1 and 3.1, respectively.

3.2 Acceleration performance of MPI parallel

First, we conducted calculations without any CMFD
acceleration, using different numbers of CPU cores. When using
the Tri-solver, the results are summarized in Table 4. For different
reactor cores, the impact of MPI parallel on keff was less than 1 pcm,
and the assembly normalized flux deviations were less than 0.01%.
For the RBEC-M reactor core, 200 CPU cores achieved a parallel
efficiency of 159%, with a parallel speedup of 318, reducing the
calculation time from 173,150 s on a single core to 545 s. For the
SPARK reactor core, 200 CPU cores achieved a parallel efficiency of
139%, with a parallel speedup of 279, reducing the calculation time
from 133,900 s on a single core to 48 s. For the VENUS-F reactor
core, 200 cores achieved a parallel efficiency of 94%, with a parallel

TABLE 2 Acceleration performance results of Tri-solver with different CMFD methods.

Reactor Case Total inner iteration
count

Calculation
Time/s

Speedup Keff Maximum assembly flux
derivation (%)

RBEC-M SI 198650 173151 1 1.00091 0.00

rCMFD 3,098 5,380 32.2 1.00091 0.02

odCMFD 4,727 7,425 23.3 1.00092 0.03

adCMFD 10713 15297 11.3 1.00092 0.03

CMFD 2981 4,596 37.7 1.00091 0.02

SPARK SI 37793 13390 1 0.95021 0.00

rCMFD 2915 1,120 12 0.95020 0.03

odCMFD fail

adCMFD fail

CMFD fail

VENUS-F SI 189767 23432 1 0.97165 0.00

rCMFD 19069 4,468 5.2 0.97165 0.02

odCMFD fail

adCMFD fail

CMFD fail

SLBR-50C SI 90319 6,116 1 1.06761 0.00

rCMFD 25531 2668 2.3 1.06761 0.00

odCMFD fail

adCMFD fail

CMFD fail
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speedup of 189, reducing the calculation time from 234,320 s on a
single core to 124 s. For the SLBR-50C reactor core, 200 cores
achieved a parallel efficiency of 73%, with a parallel speedup of 146,
reducing the calculation time from 61,160 s on a single core to 42 s.
The acceleration effect for large reactor core was better than we
expected and superliner speedups (Yan and Regueiro, 2018)
were observed.

When using the Hex-solver, the results are summarized in
Table 5. Similar to the Tri-solver case, for different reactor cores,
the impact of parallel processing on keff was less than 1 pcm, and the

assembly normalized flux deviations were less than 0.02%. For the
RBEC-M reactor core, 200 CPU cores achieved a parallel efficiency
of 112%, with a parallel speedup of 225, reducing the calculation
time from 426,920 s on a single core to 190 s. For the SPARK reactor
core, 200 CPU cores achieved a parallel efficiency of 70%, with a
parallel speedup of 141, reducing the calculation time from 272,600 s
on a single core to 19 s. For the SLBR-50C reactor core, 200 CPU
cores achieved a parallel efficiency of 51%, with a parallel speedup of
103, reducing the calculation time from 256,400 s on a single core to
25 s. Due to the smaller number of meshes when using the Hex-

TABLE 3 Acceleration Performance Results of Hex-solver with rCMFD Method.

Reactor Case Total inner iteration
count

Calculation
Time/s

Speedup Keff Maximum assembly flux
derivation (%)

RBEC-M SI 232395 42692 1 1.00076 0.00

rCMFD 4,698 1985 21.5 1.00076 0.03

SPARK SI 43840 2726 1 0.95089 0.00

rCMFD 5,637 666 4.1 0.95089 0.05

SLBR-50C SI 131812 2564 1 1.06497 0.00

rCMFD 28546 822 3.1 1.06497 0.01

TABLE 4 Acceleration Performance Results of Tri-solver with Different CPU cores.

Reactor Mesh
count

CPU
count

Total inner
iteration
count

Calculation
Time/s

Parallel
efficiency (%)

Speedup Keff Maximum
assembly flux
derivation (%)

RBEC-M 107310 1 198650 173150 100 1 1.00091 0.00

20 198547 7,569 114 23 1.00091 0.00

40 198530 3,262 133 53 1.00091 0.00

100 198373 1,212 143 143 1.00091 0.00

200 198338 545 159 318 1.00091 0.00

SPARK 37014 1 37793 13390 100 1 0.95021 0.00

20 37254 468 143 29 0.95020 0.00

40 37243 209 160 64 0.95020 0.00

100 37162 91 147 147 0.95020 0.00

200 37012 48 139 279 0.95020 0.00

VENUS-F 15920 1 189767 23432 100 1 0.97165 0.00

20 189630 1,257 93 19 0.97165 0.00

40 189513 552 106 42 0.97165 0.00

100 189321 208 113 113 0.97165 0.00

200 189189 124 94 189 0.97165 0.00

SLBR-50C 13716 1 90319 6,116 100 1 1.06761 0.00

20 90103 291 105 21 1.06761 0.00

40 89882 148 103 41 1.06761 0.00

100 90101 69 89 89 1.06761 0.00

200 90159 42 73 146 1.06761 0.00

Frontiers in Nuclear Engineering frontiersin.org09

Wang et al. 10.3389/fnuen.2024.1418837

https://www.frontiersin.org/journals/nuclear-engineering
https://www.frontiersin.org
https://doi.org/10.3389/fnuen.2024.1418837


solver compared to the Tri-solver, superlinear parallel efficiency is
only observed when calculating large reactor cores such as RBEC-M.
For small cores such as SLBR-50C, the parallel efficiency with

200 CPU cores is only 51%, but fortunately, when the number of
meshes is small, the computational workload is also smaller,
resulting in a final calculation time of only 25 s.

TABLE 5 Acceleration Performance Results of Hex-solver with Different CPU cores.

Reactor Mesh
count

CPU
count

Total inner
iteration
count

Calculation
Time/s

Parallel
efficiency (%)

Speedup Keff Maximum
assembly flux
derivation (%)

RBEC-M 17885 1 232395 42692 100 1 1.00076 0.00

40 232180 1,227 87 35 1.00076 0.01

100 233174 361 118 118 1.00076 0.01

200 233015 190 112 225 1.00076 0.00

SPARK 6,169 1 43840 2726 100 1 0.95089 0.00

40 44516 81 84 34 0.95088 0.01

100 44980 34 80 80 0.95088 0.01

200 45104 19 70 141 0.95088 0.01

SLBR-50C 2286 1 131812 2564 100 1 1.06497 0.00

40 141435 85 75 30 1.06497 0.01

100 142049 42 60 61 1.06497 0.01

200 136515 25 51 103 1.06497 0.02

TABLE 6 Combined acceleration performance results of Tri-solver.

Reactor Case Total inner iteration
count

Calculation
Time/s

Speedup Keff Maximum assembly flux
derivation (%)

RBEC-M SI-CPU1 198650 173150 1 1.00091 0.00

rCMFD-CPU1 3,098 5,380 32 1.00091 0.02

SI-CPU200 198338 545 318 1.00091 0.00

rCMFD-
CPU200

4,006 54 3,227 1.00091 0.04

SPARK SI-CPU1 37793 13390 1 0.95021 0.00

rCMFD-CPU1 2915 1,120 12 0.95020 0.03

SI-CPU200 37012 48 279 0.95020 0.00

rCMFD-
CPU200

3,116 15 913 0.95020 0.04

VENUS-F SI-CPU1 189767 23432 1 0.97165 0.00

rCMFD-CPU1 19069 4,468 5 0.97165 0.02

SI-CPU200 189189 124 189 0.97165 0.00

rCMFD-
CPU200

19185 29 795 0.97165 0.02

SLBR-50C SI-CPU1 90319 6,116 1 1.06761 0.00

rCMFD-CPU1 25531 2668 2 1.06761 0.00

SI-CPU200 90159 42 146 1.06761 0.00

rCMFD-
CPU200

25598 22 275 1.06761 0.00
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3.3 Combined acceleration performance of
rCMFD and MPI parallel

Finally, we investigate the acceleration effect of enabling both rCMFD
andMPI parallel computing. For the Tri-solver, the computational results
for different reactor cores are summarized in Table 6. SI-CPU1 represents
the case of single-core computation without rCMFD, rCMFD-CPU1
represents the case of single-core computation with rCMFD enabled,
SI-CPU200 represents the case of 200-core computation without rCMFD,
and rCMFD-CPU200 represents the case of 200-core computation with
rCMFD enabled. For all reactor cores, the combined acceleration of
rCMFD and MPI parallel introduced minimal loss in accuracy, with
keff deviations of no more than 1 pcm and assembly normalized flux
deviations of no more than 0.04%. For the RBEC-M reactor core, the
combined speedup was 3,227, with a calculation time of 54 s. For the
SPARK reactor core, the combined speedup was 913, with a calculation
time of 15 s. For the VENUS-F reactor core, the combined speedup was
795, with a calculation time of 29 s. For the SLBR-50C reactor core, the
combined speedup was 275, with a calculation time of 22 s.

For the Hex-solver, the computational results for different reactor
cores are summarized in Table 7. Similar to the Tri-solver case, the
combination of acceleration introduced minimal loss in accuracy,
with keff deviations of no more than 1 pcm and assembly normalized
flux deviations of no more than 0.05%. For the RBEC-M reactor core,
the combined speedup was 2653, with a calculation time of 16 s. For
the SPARK reactor core, the combined acceleration speed was 389,
with a calculation time of 7 s. For the SLBR-50C reactor core, the
combined speedup was 366, with a calculation time of 7 s.

4 Discussion

Based on lead-based reactor cores of different sizes and energy
spectra, such as LBE-cooled cores RBEC-M, SPARK, SLBR-50C and

lead-based reactor core VENUS-F, we first analyzed the acceleration
performance of different CMFD methods, then the acceleration
performance of multi-core parallel computing, and finally the
combined acceleration performance of CMFD and multi-core
parallel computing.

Compared with traditional CMFD, adCMFD and odCMFD
methods, the rCMFD method achieved both high stability and
speedup. For the large reactor RBEC-M, Tri-solver achieved a
speedup of 32.2 by rCMFD, and Hex-solver achieved a speedup
of 21.5 by rCMFD. However, for small reactors, the acceleration
effect is limited. For example, for the SLBR-50C reactor core, the
speedup with Tri-solver by rCMFD is 2, and the speedup with Hex-
solver by rCMFD is 3.1.

The efficiency of multi-core parallel acceleration is positively
related to the number of meshes. For the reactor RBEC-M with a
large number of meshes, the parallel efficiency of Tri-solver reached
159%, and for Hex-solver, the parallel efficiency reached 112%. For
the reactor SLBR-50C with the smallest number of meshes, the
parallel efficiency of Tri-solver was 73%, and for Hex-solver, the
parallel efficiency was 51%.

Superlinear speedups were observed, which was caused by
several factors. The main reason is likely the “high-CPU-low-
memory” (Yan and Regueiro, 2018) characteristics of the spatial
domain decomposition algorithm that more high-speed caches are
efficiently utilized during multi-core calculations. As shown in
Tables 4, 5, when the number of meshes is reduced, the
utilization rate of the cache during single-core calculations is
already high, and the communication costs will be even higher,
resulting in the disappearance of this superlinear
speedup. Additionally, as shown in Tables 4, 5, the reduction in
iteration counts during multi-core calculations due to the boundary
flux prediction method would also contribute.

When both rCMFD and MPI parallel are performed
simultaneously, a combined speedup can be achieved. For the

TABLE 7 Combined acceleration performance results of Hex-solver.

Reactor Case Total inner iteration
count

Calculation
Time/s

Speedup Keff Maximum assembly flux
derivation (%)

RBEC-M SI-CPU1 232395 42692 1 1.00076 0.00

rCMFD-CPU1 4,698 1985 22 1.00076 0.03

SI-CPU200 233015 190 225 1.00076 0.00

rCMFD-
CPU200

6,615 16 2653 1.00075 0.04

SPARK SI-CPU1 43840 2726 1 0.95089 0.00

rCMFD-CPU1 5,637 666 4 0.95089 0.05

SI-CPU200 45104 19 140 0.95088 0.01

rCMFD-
CPU200

8,102 7 389 0.95088 0.05

SLBR-50C SI-CPU1 131812 2564 1 1.06497 0.00

rCMFD-CPU1 28546 822 3 1.06497 0.01

SI-CPU200 136515 25 103 1.06497 0.02

rCMFD-
CPU200

29015 7 366 1.06497 0.01

Frontiers in Nuclear Engineering frontiersin.org11

Wang et al. 10.3389/fnuen.2024.1418837

https://www.frontiersin.org/journals/nuclear-engineering
https://www.frontiersin.org
https://doi.org/10.3389/fnuen.2024.1418837


reactor RBEC-M with the best acceleration effect, when using
200 CPU cores for rCMFD calculation, the combined speedup of
Tri-solver was 3,227 with a calculation time of 54 s, and for Hex-
solver, the combined speedup was 2653 with a calculation time of
16 s. For the reactor SLBR-50C with the worst acceleration effect,
when using 200 cores for rCMFD calculation, the combined speedup
of Tri-solver was 275 with a calculation time of 22 s, and for Hex-
solver, the combined speedup was 366 with a calculation time of 7 s;
The accelerations have minimal impact on the calculation accuracy.
When the outer iteration convergence error limit was about
10–6 to 10-7, the deviations in keff caused by rCMFD or
parallel computing were within 1 pcm, and the maximum
deviations in normalized assembly flux were within 0.05%.
Moreover, the accuracy loss caused by MPI parallel was
significantly smaller than that caused by CMFD.

The numerical results of this research show that the acceleration
effect is influenced by various factors. Overall, the speedup by
different CMFD methods and MPI parallel efficiency of large
reactor cores are higher than those of small reactor cores. The
energy spectrum and mesh size have an impact on the acceleration
effect, but the specific law is complex, and the results of this study are
not sufficient to provide a clear pattern. Based on the current
assembly-homogenized strategy for fast reactor neutronics
calculation, for different types of lead-bismuth reactor cores,
when rCMFD acceleration and MPI parallel acceleration are
enabled, the SN nodal transport solvers in MOSASAUR have the
ability to complete a 3D whole-core multigroup transport
calculation in 1 minute, which can efficiently complete nuclear
design work. As far as we know, such computational efficiency is
currently leading. For example, recent similar research (Sugino and
Takino, 2020) showed that about 10 times speedup was obtained
after coupling diffusion acceleration and parallel acceleration, and
the transport calculation time for a three-dimensional fast reactor
was still much longer than 1 minute.

However, for the possible future lattice-homogenized strategy
for fast reactor neutronics calculation, the computational workload
of small reactor cores will increase significantly due to the increase in
mesh counts, and it will be necessary to further study more suitable
acceleration methods for small reactor cores. Furthermore, the test
cases presented in this paper are confined to the issues surrounding
the lead-based fast reactor under regular state. Our testing
experience indicates that while the heterogeneity of the reactor
core, caused by factors such as burnup, temperature variations,
voids, and control rods, has minimal impact on parallel
performance, it may slightly increase the probability of rCMFD
failure, and sodium-cooled fast reactors may yield similar
conclusions to those of lead-based reactors. Nevertheless, more
specific testing in the future is necessary to arrive at definitive
conclusions regarding those issues.
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