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In nuclear fusion (ITER and the future DEMO), those components that face the
plasma are exposed to high temperature and irradiation which, in the long term,
modifies their thermal and mechanical properties and tritium retention. Tungsten
is a candidate material and is the subject of many studies of microstructure
evolution under various irradiation and temperature conditions. One milestone
is the characterization of its defect properties. We here readdress the diffusion of
nanocavities on broad ranges of size and temperature and compare it with
dissociation, a competing process during nanocavity growth. First, at the
atomic scale, we used molecular dynamics to explore the variety of
elementary events involved in the nanocavity diffusion. Second, an
experimental study of ion-irradiated samples, annealed at different
temperatures up to 1,773 K, revealed the creation and growth of nanocavities
on transmission electron microscopy images. Third, we performed multi-
objective optimization of the nanocavity diffusion input of our object kinetic
Monte Carlo model to reproduce the experimental results. Finally, we applied a
sensitivity analysis of the main inputs of our model developed for these particular
conditions—the source term which combines two cascade databases and the
impurities whose interaction with the defects is characterised with a
supplemented database of density functional theory calculations. Three
domains of nanocavity size were observed. The first is the small vacancy
clusters, for which atomistic calculations are possible and dissociation is
negligible. The second is the small nanocavities, for which we provide new
diffusion data and where a competition with the dissociation can take place.
The third domain is the large nanocavities, for which, in any case, the dissociation
prevents their existence above 1,500 K in the absence of a stabilizing interface.
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1 Introduction

Tungsten is a candidate material for plasma-facing components of fusion reactors
because of its resistance to high temperature and its low sputtering property. Two concerns
about it are the deterioration of its mechanical properties (the ductile-to-brittle transition
temperature is reduced because of the irradiation) and tritium retention due to neutron and
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ion irradiation. The tritium solubility of perfect tungsten is low, but
tritium retention is enlarged by tens of orders of magnitude in the
presence of defects created by neutron or high energy particle
irradiation. One additional issue is that, in a fusion reactor, the
temperature and irradiation conditions experienced by the materials
vary significantly—particularly plasma surface interactions, which
induce large spatial and temporal temperature gradients.

For the design and safety of ITER and future DEMO power
plants, it is necessary to develop numerical models of the evolution
of the material microstructure under irradiation and large
temperature variations. For this purpose, data on the properties
of defects are required. The literature reports a very limited amount
of data on the diffusion of vacancy defects and, in particular, on the
diffusion properties of nanocavities. In the 1960s, the motion and
coalescence of pores in metals were intensively studied in order to
understand the microstructural damage in irradiated materials with
and without the presence of helium (Nichols, 1969; Goodhew et al.,
1981; Zell et al., 1994). The proposed diffusion mechanism is the
creation and diffusion of defects at the inner surface of the
nanocavity. Theoretical expressions were elaborated, but
investigations were limited by the size resolution of the
experimental techniques and computational capability. In 2017,
Castin et al. (2017) characterized the diffusion properties of
vacancy clusters using machine learning, with the drawback that
the approach relied on the quality of empirical potentials. Mason
et al. (2017) used density functional theory (DFT) to calculate the
activation energies for the evolution of small vacancy clusters. They
found that the tri-vacancy diffuses faster than the mono-vacancy in
W and observed the diffusion of clusters up to 15VAC in atomic
kinetic Monte Carlo simulations based on a new empirical potential
developed for the study of surfaces and vacancy cluster properties.
Perez et al. (2017) studied the diffusion of small vacancy-helium
clusters with accelerated MD using a supercomputer. Jansson and
Malerba (2013) and Pannier (2017) showed that the migration
energy of clusters of similar size in iron can significantly differ
depending on their symmetry.

This work relies on complementary approaches to observe,
understand, and model the formation and growth of nanocavities
due to their diffusion and dissociation. In the first section, we
briefly revisit the elementary events observed at the atomistic level
using molecular dynamics. In the second section, we summarize
the experimental results detailed in Autissier et al. (2023) that
characterise the growth of nanocavities in irradiated and annealed
samples. The third section describes our object kinetic Monte
Carlo (OKMC) model and four main inputs that have been
improved since our previous paper (Becquart et al., 2010): the
source term, the interactions of defects with impurities, and the
diffusion and dissociation of the nanocavities. We emphasise the
uncertainty estimation, providing upper and lower limits of the
parameter sets. The method we used to obtain the diffusion
coefficients of the nanocavities with multi-objective
optimisation is detailed in De Backer et al. (2022) and De
Backer et al. (2023). In the fourth section, we describe a
sensitivity analysis based on systematically combining upper
and lower parameter sets. We focus on the most sensible
conditions: the impact of empirical potentials in the source
term, and the competition between diffusion and dissociation of
the nanocavities. Finally, we discuss the results and conclude. For

the sake of readability, additional information is reported in the
Supplementary Material in numerous places.

2 Diffusion of nanocavities at the
atomistic level

In Nichols (1969), Goodhew et al. (1981), and Zell et al. (1994),
the motion of a void starts with the creation of a pair of defects at the
inner surface: an ad-atom and a surface vacancy. A small change of
the centre of mass of the void is obtained by the net displacement of
one atom from the leading surface to the trailing surface and/or one
surface vacancy in the opposite sense. Two mechanisms can be
considered: diffusion at the surface, or diffusion via the lattice if the
defect dissociates before recombination. The flight of an ad-atom
through the vacuum or vapour (in a bubble) phase is also possible.
Theoretical expressions of the resulting nanocavity diffusion
coefficient have been derived; these usually depend on
assumptions about the shape of the cavity or the driving process.
Mason et al. (2017) showed that small vacancy clusters diffuse by
taking successively different configurations. The energy barriers
associated with each transformation can be accurately calculated
and will determine the diffusion coefficient of the whole cluster.
However, this approach rapidly becomes impractical with the
increasing number of configurations that must be considered for
large clusters. In Castin et al. (2017) and Mason et al. (2017), the
diffusion of small nanocavities was simulated using atomic kinetic
Monte Carlo simulations where the energy barrier energy
calculations rely on assumptions and on the quality of the
empirical potential. In this work, we perform exploratory
molecular dynamics (MD) simulations of the diffusion of
nanocavities of various sizes.

2.1 The molecular dynamics setup

The simulations were performed using the code LAMMPS
(Plimpton, 1995) in a cubic cell containing 16,000 W atoms of a
bcc lattice. Using the empirical potential, Ms—specifically designed
for vacancy type defects (Mason et al., 2017)—100 ns simulations at
2,000 K have been calculated. Frames have been saved every 10 ps
and analysed (more technical aspects are given in Supplementary
Section S1 of the Supplementary Material). Cavities with 12 same-
size (110) surfaces were built, this orientation being the most stable
for bcc W (Vitos et al., 1998; Byggmästar et al., 2019). We chose a
rhombic dodecahedron (one solid of Catalan) in which the
12 surfaces have lozenge shapes of the same area (see Figure 1).
Highly symmetric cavity clusters of 15VAC, 65VAC, 175VAC, and
369VAC are easily obtained with this method. In this paper, the
description will be limited to 65VAC and 175VAC. The distance
between the two opposite vertices is 1.2 nm for 65VAC and 1.9 nm
for 175VAC. To remove the perfect crystal and visualise the atoms of
the so-called inner surface, one uses the atom coordination (CN),
with a cutoff of 3.9 Å. Figure 1A shows the inner surface atoms of
175VAC from the (100), (110), and (111) lines of sight. The
coordination is indicated by the colour coding. The perfect
surfaces are in blue (CN = 10), the edges are in green (CN = 12),
and the vertices are in red (CN = 13). It can be seen that the 175VAC
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cluster has nine atoms on the surface, while the 65VAC cluster has
only four, which will impact the probability of the elementary events
and the variety of the configurations that can be observed in the
simulations. The number of possible configurations would be even
larger if we had started with less symmetrical clusters. An example of
88VAC is illustrated in Figure 1B, with surfaces of different sizes and
vertices involving several atoms.

2.2 Analysis of the simulations

The centre of the mass of the vacancy cluster as a function of
time, dc(t), is plotted in insets in Figure 2A. The effective
displacement is very small—0.1–0.4 nm—because of the average
number of vacancies in the nanocavity. Its erratic behaviour is
strengthened by some elementary processes. For example, for
65VAC at 85 ns, the rapid peak of dc(t) is due to the emission
and recapture of one vacancy—that is, one surface vacancy becomes
a free vacancy which rapidly diffuses in the lattice before being
recaptured. Here, the periodic boundary conditions of the
simulation lead to an artefact: the change of dc(t) is always
temporary, and the free vacancy is always recaptured. Properly
calculating the diffusion coefficients requires simulations to be
run much longer at different temperatures and with various
initial configurations. This is impractical, and we limit our
investigations to detecting and counting elementary processes
with a few initial configurations.

The method of tracking a defect’s creation, motion, and
annihilation is based on the detection of a modification between
frame (n) and frame (n+1) (see details in Supplementary Section S1
of the Supplementary Material). A frequent sequence of events is
observed: i) a pair of defects (an ad-atom and a surface vacancy) are
created at the inner surface; ii) the ad-atom moves quickly and is
trapped first on an edge, and then on a vertex; iii) the surface vacancy
migrates until it is also trapped. The six different elementary events
by order of increasing frequency are as follows: i) free vacancy jump;
ii) single surface vacancy jump; iii) surface vacancy jump in a cluster
of surface vacancies; iv) ad-atom jump; v) creation of a surface
vacancy and ad-atom pair; vi) annihilation of a surface vacancy
(reverse process of v).

One interesting and new process here is the formation of clusters
of surface vacancies. The initially perfectly faceted cavity becomes
less symmetrical. The creation of several ad-atom and surface
vacancy pairs allows the formation of a new ledge which initiates
a possible change of surface orientation.

The lengths of each vacancy or ad-atom jump have been
measured. The histogram for the 65VAC is plotted and shown in
Figure 2. The comparison with 175VAC is possible and shown in

FIGURE 1
(A) Visualisation of the 175VAC nanocavity. Atoms at the inner
surface are represented in a different line of sight with their
coordination in colour coding. The surface atoms are represented in
blue (CN = 10), the edges in green (CN = 12), and the vertices in
red (CN = 13). Note a rhombic dodecahedron [14 vertices and
12 lozenge faces in the (110) direction]. (B) 3D visualisation of a less
symmetrical nanocavity, one 88VAC.

FIGURE 2
(A) Histogram of the number of detected events as a function of
the jump distance in the 65VAC simulation; V1,s (blue) is for an isolated
surface vacancy, and Vn > 1,s (light blue) is for a jump inside a cluster of
surface vacancies. The insets show the evolution of the centre of
mass of the vacancy cluster, dc(t), and the jump measured for each
elementary event as a function of the detection time. (B) Energy
barriers of the elementary processes, starting in the centre with the
creation of a pair of defects: a surface vacancy and an ad-atom.On the
left, the ad-atom and the surface vacancy diffuse at the surface until
they are trapped at an edge—a vertex or a cluster of surface vacancies.
On the right, the surface vacancy penetrates into the bulk, becoming a
free vacancy. The dissociation, in competition with the diffusion, is
when this free vacancy diffuses away.
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Supplementary Section S1.3 of the Supplementary Material. The
main observations follow. First, the large majority of the jumps
corresponds to the first nearest neighbours (NN) distance
(

�
3

√
/2a � 2.74 Å) and to the displacement of one surface vacancy

alone or inside a surface vacancy cluster. Thus, the frequency of
frames is good for analysing these vacancy jumps. Second, the free
vacancy jumps are not observed with the 175VAC cluster because
vacancy emission is rarer than for the 65VAC, in agreement with the
increase of the vacancy binding energy with the cluster size. Third,
the largest jump distance of an ad-atom or surface vacancy
corresponds to the length of an edge. This indicates that the
detrapping of the defects from a vertex is possible and is
followed by a fast diffusion along an edge. Fourth, the surface
defect creation rate is larger for 175VAC than 65VAC because
the initial (110) surfaces are larger in 175VAC than in 65VAC. For
the same reason, the processes related to the surface vacancy clusters
are more frequent for the 175VAC cluster than for the 65VAC
cluster. It is possible that the probability of forming these surface
vacancy clusters increases with the cavity size. Fifth, the detection of
events related to ad-atoms is rare because of the artefact caused by
the low frame frequency, and so a flight of one atom inside the
vacuum is not observed.

A simple sketch of the energy barriers for the surface defect
creation and diffusion leading to the nanocavity diffusion is
proposed in Figure 2B. What happens at the inner surface is
shown on the left and what happens in the bulk lattice is on the
right. The heights of the energy barriers are associated with the
frequency of detection in the simulations, taking the bias of the
frame frequency into account. It starts with the formation of the pair
of defects: one surface vacancy and one ad-atom. The ad-atom and
the surface vacancy diffuse independently at the surface until they
are trapped or annihilated. The trapping centres are the edges, the
vertices, but also clusters of surface vacancies which can appear on
large nanocavities. The surface vacancy can also penetrate the bulk
of the material, becoming a free vacancy. If it diffuses back to the
nanocavity, then it is part of the diffusion process, but if it diffuses
far away, then it is part of the nanocavity dissociation process. Thus,
the diffusion and dissociation processes share some energy barriers.

3 Experimental observations of the
nanocavity growth

Descriptions of the experimental setup, the main experimental
results, and the elements of interpretation necessary to this work are
explained in the following paragraphs. It is important to remember
that irradiation creates interstitial and vacancy defects, which evolve
and interact during irradiation and when the material temperature
increases.

3.1 Experimental set-up

The experimental scheme is as follows: sample preparation,
irradiation, and successive annealing at increasing temperatures.
At each stage, the microstructure is characterised using a
transmission electron microscope (TEM). Micrographs are
recorded and analysed a posteriori.

The samples are first polished and annealed at 1,873 K to remove
native defects. Zones as thin as 33 nm are obtained with a twin-jet
electropolisher. Irradiations of 1.2 MeVW are realised in the
JANNuS platform at a fluence of 1.8 ± 0.2 × 1012 cm−2 and a
temperature of 773 K. The corresponding damage was evaluated
with SRIM (Ziegler et al., 2010) in the Quick Kinchin-Pease mode
(Stoller et al., 2013) using the displacement energy threshold of
55 eV (Autissier et al., 2023). The average damage dose is about
0.02 dpa. The maximum range of the W ions is located at a depth of
50 nm. This means that a large proportion of the ions passes through
the thin parts of the lamella. The same samples are then successively
annealed over 1 h at eight fixed temperatures between 873 and
1,773 K.

The TEM is a PHILIPS CM 20 device with a very good
resolution of 0.14 nm. The bright field image is recorded in
under- and over-focused beam conditions to allow the
identification of nanocavities and the measurement of their size
(diameter). The analysis of the images combines manual and
automatic inspections that are briefly explained in Supplementary
Section S2.2 of the Supplementary Material and detailed in Autissier
et al. (2023). The images are also recorded with different operating
diffraction vectors to identify dislocation loops.

Note that, in Section 5.2, we also consider one experimental
result obtained in the same conditions as just described except for
the irradiation temperature, which was 300 K instead of 773 K.

3.2 Experimental results

After irradiation, a large density of 1024-m−3 small nanocavities
of around 1 nm diameter is apparent. Figure 3 shows bright-field
TEM pictures in which nanocavities can be identified by spots whose
contrast turns from black in over-focused to white in under-focused
conditions. The size histogram is plotted further in the text and
compared with the simulations in Figure 10A. The nanocavity sizes
range from 0.8 to 2.2 nm—well above the visibility threshold of
0.5 nm. The opposite of the size histogram is obtained in samples
irradiated at 300 K plotted in Figure 10B, which start at the visibility
limit and decrease exponentially, suggesting that there are also
invisible vacancy defects.

During the succession of annealing steps at increasing
temperatures, the growth of nanocavities is observed and
illustrated by four TEM images taken at 1,173, 1,373, 1,573, and
1,773 K in Figure 3. The size histograms (see Supplementary Figure
S12 of the Supplementary Material) exhibit a progressive shift and
broadening up to 4 nm.

The nanocavity diffusion cannot be observed in situ, and it was
not possible to mark the sample surface to localise the nanocavities.
Explaining nanocavity growth requires consideration of two
possible mechanisms: diffusion and dissociation. Throughout
this work, both mechanisms are considered and the modelling
results support the final interpretation. Supplementary Figure S2 of
the Supplementary Material shows the total density and mean size
of the nanocavities as a function of the annealing temperature. The
tendency represented by lines adjusted, as described in De Backer
et al. (2023), shows that the density decreases and size increases
when the temperature increases. The number of experimental
data/points is limited, and the saw-tooth variations are mainly
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due to the counting methods and the variation in the local
transparency of the sample.

Figure 4 shows micrographs with interstitial
defects—particularly of dislocation loops after irradiation and
annealing at 973, 1,173, and 1,373 K. Some dislocation loops

gathered in rafts (as in Hasanzadeh et al. (2018)). The total
density of isolated dislocation loops is 4.1 ± 0.6 × 1023 m−3, and
their diameter is about 9 nm. Approximately 60% of loops have a 1/
2a 〈111〉 Burgers vector, and the others are 〈100〉. The total density
of the rafts is 0.3 ± 0.6 × 1023 m−3, and 90% of loops are 1/2a〈111〉.

FIGURE 3
(A) Bright-field TEM micrographs in over- and under-focused beam conditions of irradiated samples. A high density of very small nanocavities
appear as black (resp. white) spots in over-focused (resp. under-focused) conditions. Some are indicated with red circles. (B–E) Bright-field TEM
micrographs in under-focused beam conditions of W samples irradiated by 1.2 MeV W ions and annealed up to (A) 1,173 K, (B) 1,373 K, (C) 1,573 K, and (D)
1,773 K. Nanocavities appear as white spots. They grow and become less numerous when the temperature increases.

FIGURE 4
Bright-field TEM micrographs acquired with an operating diffraction vector g = 〈110〉; (A) after irradiation; (B–D) after annealing at 973, 1,173, and
1,373 K. After irradiation, isolated dislocation loops and loops gathered in rafts (pointed in red) are apparent. Loops become larger and longer at 993 K,
significantly fewer at 1,173 K, and extremely rare at 1,373 K.
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The isolated dislocation loops and rafts become larger and longer
(respectively) at 993 K, significantly fewer at 1,173 K, and extremely
rare at 1,373 K.

4 The OKMC model and its main inputs

Our model follows all the experimental steps and simulates the
creation, diffusion, dissociation, and interaction of the defects. The
core of our model is an object kinetic Monte Carlo (OKMC)
simulation implemented in LAKIMOCA (Becquart and Domain,
2009). This approach and its limitations have been explained and
reviewed in many papers, as recently in Becquart et al. (2019),
Caturla (2019), and Malerba et al. (2021). SIA and vacancy defects
of different sizes are objects in a simulation box. They are created
by irradiation events described in the following paragraphs. They
diffuse and dissociate (emit single defects) according to predefined
probabilities which depend on temperature. When the distance
between two objects is smaller than a capture distance, they
interact—the defects of the complementary type annihilate, and
defects of the same type form larger clusters/objects. For this work,
the types of defects are limited to 〈111〉 SIA dislocation loops,
which are very mobile and stable, and spherical vacancy clusters or
nanocavities whose properties will be detailed in Section 4.3. To
simulate a TEM sample, the simulation box is 33 nm long along the
z direction, with absorbing surfaces, and approximately 500 nm
long along the x and y directions, with periodic boundary
conditions.

In this section, we describe four novelties in the main sub-
models or inputs of our model compared to Becquart et al. (2010).
Because we will conduct a sensitivity analysis, for each input, we will
define two limit parameter sets, labelled up and low. In some cases,
there is also an intermediate parameter set, ref. In what follows, the
first described input is the source term, which simulates the primary
damage created by high-energy ion irradiation. The second input is
the interaction model between defects and impurities (necessary to
trap SIA loops up to a high temperature as observed in the
experiment). We then describe the diffusion of nanocavities,
briefly explaining the results of the multi-objective optimisation
detailed in De Backer et al. (2023). Finally, we address the nanocavity
dissociation.

4.1 The source term or primary damage of
high-energy implanted ions

A high-energy ion loses its kinetic energy in the material during
nuclear collisions and via energy exchanges with electrons in less
than a few picoseconds. The nuclear collision accelerates one atom
of the lattice, which triggers cascades/sub-cascades of displacements
that create a strongly damaged and heated region. The primary
damage is the description of the crystal defects remaining after the
cooling down and lattice recovery. As recommended in Nordlund
et al. (2018) and Sublet et al. (2019), our approach goes beyond the
simple dpa—the number of displacements per atom—and takes into
account the formation of clusters of defects and their spatial
distribution in the sub-cascades. Our method, illustrated in
Figure 5, combines two approaches to simulate the total damage:

the binary collision approximation (BCA) and molecular
dynamics (MD).

4.1.1 Database of BCA cascades
The BCA is an approximation that permits the modelling, in

reasonable CPU time, of the trajectory of one high-energy ion and
the kinetic energy transferred to the atoms it encounters. In this
approach, only the trajectories of the impinging particle and the
collided atoms are simulated. The collective interactions and the
crystal recovery are ignored. Each simulation is one random
sampling of the possible trajectories, and statistics of several
thousands of simulations are simple to acquire. In our approach,
the detection of sub-cascades is obtained with the decomposition
method described in De Backer et al. (2018). One example of a 1.2-
MeVW ion is illustrated in Figure 5. On the left-hand side is the
position of the collisions coloured as a function of time. Yellow
indicates what happened at the beginning (before 0.05 ps), and
purple, what happened at approximately 0.25 ps. This figure
illustrates the deployment in space and time of the successive
collisions. Next to the BCA trajectories is the decomposition in
10 sub-cascades represented by cubic cells of identical colour.

Statistics on 1.2 MeV ions indicate that they are stopped before
150 nm (indicating an agreement between SDTrimSP and SRIM). In
a 33-nm-thick sample are 3.5 sub-cascades of various volumes, per
ion. The histogram of sub-cascade volume follows a decreasing
power law (De Backer et al., 2016).

A second series of BCA simulations with ions of smaller energies
is necessary for establishing the correspondence between the sub-
cascade/cascade volume and its energy—that is, the kinetic energy
the atom responsible for the displacement cascade/sub-cascade has
received (see section below). It is also necessary to estimate the
amount of energy transferred to electrons, for which we used
Lindhard’s formula (Lindhard et al., 1963).

4.1.2 Database of MD cascades
In MD, unlike BCA, all atoms are considered and many body

interactions are taken into account through interatomic forces given
by empirical potentials that are mostly functions of the interatomic
distances. To create the cascade, kinetic energy is given to one atom.
As illustrated in Figure 5 (centre), a cascade of collisions is obtained
involving atoms of high kinetic energy and exhibiting a tree shape
like that observed with the BCA. Linear collision sequences are also
seen. At the maximum expansion of the cascade, atoms of low
energy are involved in collective interactions. Finally, the defects
remaining at the end of the cascade’s cooling (after close to a few ps)
are visible if all the perfect lattice atoms are removed. They are
vacancy defects (usually near the centre of the cascade) and
interstitial defects (usually at the surface of the cascade), referred
to as “primary damage”.

Using the code “DYMOKA” (Becquart et al., 1997), a database1

of thousands of cascades of energy ranging from 0.25 to 300 keV has
been calculated at 100 K using several empirical potentials, as
detailed in Supplementary Section S3.2 of the Supplementary
Material. It is important to note that, in Becquart et al. (2021)

1 To be available at https://cascadesdb.iaea.org/
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and De Backer et al. (2021), we studied the effect of the empirical
potentials on the primary damage of 50-keV cascades in W and 80-
keV cascades in Fe. Based on that study, we selected three potentials
for this work. Two came from that developed by Finnis and Sinclair
(1984): one version modified by Mason et al. (2017) and labelled
MNs, and one version modified by Juslin and Wirth (2013) and
hardened by Björkas et al. (2009) labelled JW. The third potential is
Marinica’s potential (Marinica et al., 2013), which is the hard version
described in Sand et al. (2016) and labelled MSh. Quantiles of the
vacancy defect in MD cascades performed with MSh, JW, and MNs
are calculated to characterise the size distribution. Supplementary
Table S1 gives 1% and 0.1%.

Analysis of the primary damage underlines the formation of self-
interstitial atoms (SIAs) and vacancies, isolated or
agglomerated—forming loops, clusters, or nanocavities.

Many statistical analyses can be performed as a function of the
cascade energy. We will focus here on the mean number of defects
per cascade and the defect clustering. The latter is illustrated by the
mean frequency of defect clusters as a function of the cluster size
(SIA and VAC). As expected, the total number of defects increases
with the cascade energy. It is larger for MNs than for the other
potentials. In addition, as expected after Becquart et al. (2019), the
cluster frequency generally decreases as a function of the cluster size,
following a power law, and dropping to zero at a maximum cluster
size (see Supplementary Figure S4 of the Supplementary Material).
Overall, the number of clusters increases with the cascade energy.
The size of the largest cluster follows the same trends. For all
energies, MNs creates more defects but smaller clusters than the
other two potentials. Potential JW creates particularly large clusters,
as already observed in the 50-keV cascades analysed in Becquart
et al. (2021) and De Backer et al. (2021). To briefly summarize the
cascade properties of interest, theMN potential creates more defects
but less clustering than the JW potential. MSh causes more
intermediate damage. The cascade energy range covers the
energy of the sub-cascades created by 1.2-MeVW ions (see the
green arrows in Supplementary Figure S3 of the Supplementary
Material).

4.1.3 The OKMC source term
The primary damage created by one 1.2-MeVW ion—the

source term of our model—is obtained by introducing the

primary damage of one MD cascade in each of the BCA sub-
cascades, as illustrated in Figure 5. In that figure, a distinction is
made between SIA and VAC defects, and between defects that are
invisible and visible with TEM (i.e., defects with a diameter smaller
or larger than 0.5 nm). In Figure 5, several pockets of defects (sub-
cascades) are evident with one visible vacancy cluster (shown in
green) surrounded by a few large visible SIA clusters (shown in red)
decorated by many defects smaller than the visibility threshold
(shown in yellow for SIA and white for VAC).

On average, in the sample thickness, 700 VAC and 700 SIA
defects are created per ion. Defect size distributions follow power
laws as a result of the convolution of the defect production per sub-
cascade and the histogram of sub-cascades created by the high-
energy ion. We calculated defect size histograms for the three
empirical potentials (Figure 6) and found that there are more
than one nanocavity larger than 1 nm for each ion. These
nanocavities are created without vacancies having to diffuse, the
time scale of the cascade being too short. Thus, the total number of
defects and the width of the distributions depend on the potential. In
the following sections, the source term using JW will be labelled up,
Mhs will be labelled ref, and MNs will be labelled low. More

FIGURE 5
Illustration of defect creationmodelling by high-energy ions. Left: 1.2-MeV W ion creates cascades/sub-cascades of various volumes simulatedwith
BCA and stored in a first database of thousands of different ion trajectories. Middle: cascades of various energies (0.25–300 keV) are simulated with MD,
and the final primary damage is stored in a second database. Right: in the OKMCmodel, one BCA cascade is picked at random for each irradiation event,
and each sub-cascade is replaced by the primary damage of one MD cascade using a correspondence between the sub-cascade volume and the
cascade energy. The SIA (resp. VAC) defects in red (resp. green) are larger than 0.5 nm and are considered to be visible by TEM. The smaller and invisible
SIA (resp. VAC) defects are in yellow (resp. white).

FIGURE 6
Size distributions of the vacancy defects created by 1.2 MeV W
ions in a 33-nm-thin sample according to three different interatomic
potentials.

Frontiers in Nuclear Engineering frontiersin.org07

De Backer et al. 10.3389/fnuen.2023.1240995

https://www.frontiersin.org/journals/nuclear-engineering
https://www.frontiersin.org
https://doi.org/10.3389/fnuen.2023.1240995


information can be found in Supplementary Section S3.2 of the
Supplementary Material.

4.2 Defect-impurity trapping

The modelling of the microstructure evolution of real material
incurs an additional challenge due to the presence of impurities.
Even in small quantities, they can impact the microstructure
evolution by trapping defects and modifying their properties. Our
model takes impurities into account by introducing immobile traps
distributed homogeneously in the simulation box. These traps are
characterized by their densities and their binding energies with each
kind of defect. For this work, we supplement our database in
Becquart et al. (2010) of binding energies of mono-vacancies,
mono-SIAs, and small SIA loops containing up to 19 SIAs, with
up to 30 different elements, which was calculated using density
functional theory (DFT). The calculation setup is given in
Supplementary Section S4.1 of the Supplementary Material. To
facilitate the data analysis, we calculated the detrapping
temperature Θi,j

trap at which the detrapping probability of the
defect i from the impurity j is 1 per second. The detrapping
probability is given by an Arrhenius formula:

Θi,j
trap � Ei,j

b +min Ei
M, E

j
M( )

kB log Γ0( ) , (1)

where Ei,j
b is the binding energy between defect i and impurity j; Ei

M,
and Ej

M are the migration energies of the defect and of the impurity;
Γ0 is an attempt frequency (here equal to 6.5 × 1012 s−1), and kB is the
Boltzmann constant.

The migration energies of SIA clusters are generally much
smaller than the mono-vacancy. The migration energies of the
impurities have also been calculated (see Supplementary Table S2
of the Supplementary Material) and are generally larger than the
migration energy of the mono-SIA and smaller or similar to the
migration energy of the mono-vacancy.

As plotted in Supplementary Figure S6 of the Supplementary
Material, the binding energies between impurities and a mono-SIA
are up to 4.5–5 eV (for P, Ni, and Co), which correspond to de-
trapping temperatures as high as 2,000 K. For interstitial solutes
such as C, H, N, and O, the binding energy increases with the SIA
defect size. On the other hand, substitutional solutes have a large
binding energy, which decreases with the SIA defect size. We
observed that the binding energy did not evolve much above
19 SIA. Solutes Zr, Hf, Nb, and Ta interact mildly whatever the
size of the SIA defect. The binding energies of impurities with the
mono-vacancy are generally smaller than those with the mono-SIA.
They are up to 2–3 eV (for C, N and O), which corresponds to de-
trapping temperatures close to 1,500 K.

According to the material provider, the main impurities of
tungsten are H, Mo, C, O, and P, with concentrations ranging
from 300 to 900 atomic ppm. Figure 7 illustrates the strength of the
trapping of SIA defects and mono-VAC with graphs where the x-
axis indicates the impurity concentration. Within this
representation, elements situated on the top right are numerous
and strong traps, and hence may be the most likely to modify the
defects’ behaviour and the microstructure evolution. In Figure 7A,

red points are used for mono-SIAs and are connected to magenta
pentagons which represent SIA loops. The connecting line indicates
the de-trapping temperature range for SIA defects. In Figure 7B, the
green points are used for the mono-vacancies. De-trapping
temperatures below the temperature at which the mono-vacancy
starts diffusing possibly reflect the release of the impurity from the
vacancy defect. Hence, no trapping of nanocavities is considered
because our exploratory simulations (in Section 2) suggest that a
single impurity cannot block the elementary events involved in the
diffusion of nanocavities. Nevertheless, the question remains for the
trapping of small vacancy clusters and in cases of many impurities
covering an important proportion of the inner surface of the
nanocavity.

The analysis of Figure 7 shows that H probably has little effect on
the trapping of either vacancies and SIAs, whereas P, Fe, and Co
atoms strongly affect the trapping of SIA defects. For mono-
vacancies, C, O, N, and K are the most important impurities.
Dotted arrows indicate increased Re concentration under neutron
irradiation (by transmutation), according to Gilbert et al. (2017).
This element is not a strong trap, but its impact may be non-
negligible with time due to the large concentration increase. Re is
also an alloying element (Hwang et al., 2018). Interestingly, Re and
Os are found to decorate nanocavities in Lloyd et al. (2019).

For the OKMC parameter set related to the trapping, the main
unknown is now the densities of the traps. We cannot simply take
the material provider concentrations because it is well known that
they will be too large as impurities are rarely present as single
atoms but in clusters. In our case, the trapping of the SIA defects is
the most important as SIA loops are observed in our experiment,
indicating that they have been trapped. Indeed, the velocity of
loops in pure material is very high. We tried to adjust the trap
densities to obtain good agreement with the experimental results.
Unfortunately, we were not able to simultaneously obtain good
agreement with both the experimental loop sizes and densities. In
this work, the amount of information on the loops is very limited,
which makes it difficult to further search for a satisfying answer on
the trap densities. For the sensitivity analysis, we take as ref
densities the provider concentration divided by 200. The up set
then corresponds to four times the ref densities and the low set to
no trap at all.

4.3 The diffusion of the nanocavities

In our OKMC, the diffusion of SIA and VAC defects is simulated
by a succession of jumps which mainly differ by their jump
probability: SIA defects are highly mobile and diffuse (in 1D),
whereas VAC defects diffuse in 3D at high temperature. We
focus here on the vacancy jump frequency, knowing that the
diffusion coefficient can be obtained by the formula (Kong and
Lewis, 2006):

D � αl2

2d
Γ, (2)

where, in the case of bcc crystals, l �
�
3

√
2 a is the jump length, a the

lattice parameter, d = 3 the dimension of the diffusion, α = 8 the
number of possible equivalent jumps on bcc lattice sites, and Γ the
jump rate.
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The different simplification stages are as follows. First, the
defects jump as a whole onto the first nearest neighbouring sites.
Second, the jump length is the same for clusters of all sizes, but the
jump probability depends on the defect size and follows an
Arrhenius function:

Γmnv � fm
nv exp

−Em
nv

kBT
, (3)

where fm
nv(s) is the attempt frequency and Em

nv is the migration
energy corresponding to the nVAC defect. kB is the Boltzmann
constant and T is temperature. Third, for the attempt frequencies of
the nanocavities, it is possible to use surface diffusion theory;
however, information is lacking on the migration energies. Thus,
in De Backer et al. (2023), it was decided to fix the attempt
frequencies (see Supplementary Section S5 of the Supplementary
Material) and adjust the migration energies. Fourth, in De Backer
et al. (2023), we adjusted diffusion temperatures—the temperature at
which the jump frequency is equal to 1 per second. This value
depends on both the attempt frequency and the migration energy,
which can be obtained using

Em
nv � θnkB ln fm

nv( ). (4)
Finally, n, the number of vacancies in the object, and s, the visible
defect size (diameter), are related by the expression sn � a(3π n)

1
3.

The results of the multi-objective optimisation of the diffusion
temperatures led to two diffusion parameter sets labelled up and low,
as briefly explained in Supplementary Section S5 of the

Supplementary Material and in detail in De Backer et al. (2022)
and De Backer et al. (2023). The up (resp. low) set includes the values
which optimised agreement with the observed density (resp. size) of
nanocavities as a function of temperature. The fact that these two
sets are different indicates the presence of a Pareto front—a domain

FIGURE 7
(A) Temperature range of the trapping of SIA and a 19-SIA loop by one impurity atom. The x-axis represents the impurity concentration in
commercially pureW. (B)De-trapping temperature of themono-vacancy defect. Dotted arrows indicate increased Re concentrations (by transmutation)
when tungsten is exposed to neutrons during 2 years’ operation in the ITER according to Gilbert et al. (2017).

FIGURE 8
Up and low values of the diffusion temperatures, results of the
multi-objective optimization, and up and low dissociation
temperatures obtained by DFT as a function of the size of the
nanocavities. A, B, and C ranges are described in the text.
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of solutions where no improvement of any objective can be obtained
without losing another objective. We consider that both up and low
limit solutions (plotted in Figure 8) correspond to the uncertainties
remaining after the optimisation process.

4.4 Dissociation of nanocavities

The dissociation of the vacancy clusters or nanocavities is simulated
by the emission of mono-vacancies from the vacancy defect. In order to
determine the uncertainties of the parameters of Becquart et al. (2010),
we calculated new formation energies of large size vacancy defects by
DFT (see Supplementary Section S6 in the Supplementary Material).
Two different capillarity laws representing the upper and lower limit
values on the binding energies, labelled as up and low binding energies,
have been adjusted. The dissociation temperature, defined as the
temperature at which the emission rate is 1 per second, can then
obtained from these binding energies. The results for the up and low
dissociations are shown in Figure 8. The comparison between the up
and low diffusion curves and the up and low dissociation curves shows
three domains. A: the diffusion temperature is lower than the
dissociation temperature, so diffusion is the dominant process. B:
the dissociation temperature lies between the up and low diffusion
temperature curves, so diffusion and dissociation are likely to be in
competition. Reducing the difference between the up and low diffusion
curves could clarify which process predominates. C: the dissociation
temperatures become similar to the low diffusion temperatures. The
dissociation can dominate or be part of the mechanisms of the
nanocavity diffusion, as observed in Section 2. Dissociation alone
prevents the existence of nanocavities larger than 2 nm at
temperatures higher than 1,500 K. However, the presence of
nanocavities in the experiment at higher temperature can be
explained by the presence of stabilizing interfaces.

5 Sensitivity analysis of the model

The four principal inputs of our model have been described in
the previous section: source term, defect trapping, vacancy defect
diffusion, and vacancy defect dissociation. The list of parameter sets
is recalled in Table 1. The up and low sets are our upper and lower
limit estimates of the parameters. The ref sets are the parameters
fixed for the multi-objective optimisation which give the up and
down diffusion in De Backer et al. (2022) and De Backer et al. (2023).
The possibility “no diffusion,” diff no, and a source term with only
Frenkel pairs, ST fp, has been added. The main goal of this sensitivity
analysis is to study how strongly the diffusion parameters obtained
could be impacted by a change of the other model inputs. We thus
perform the sensitivity analysis around both diffusion parameter
sets, varying the other parameter sets.

The constraint of the sensitivity analysis is the computing time
of one simulation of a few hours. We then tried to limit the number
of simulations while sufficiently exploring the high-dimension space
of input parameters. To estimate the sensitivity, we were informed
by the multi-objective function defined in De Backer et al. (2022)
and De Backer et al. (2023). We therefore defined an objective
function ranging from 0 to 1.When it is below 0.5, we considered the
disagreement with the experimental data to be unacceptable. The

sensitivity of our model is indicated by the difference of the objective
function calculated in two input configurations: ref and modified.

The model returns a list of the SIA and VAC defect clusters
present in the simulation box at the end of the irradiation and
annealing stages. We then focus on the vacancy defects regarding
multi-objective optimisation. The outputs will be the total
nanocavity densities and mean sizes for each temperature; in this
work, these depend on all the input parameters

density T( ), size T( )( ) ~ OKMC T, θdiff, θST, θtrap, θdiss[ ]( ), (5)

where T is temperature taking one of theM possible values, OKMC
is the simulated stochastic process, θdiff is the diffusion parameter set,
and [θST, θtrap, θdiss] represents the set of the new source term,
trapping, and dissociation parameter sets. The sensitivities
associated with the 2M outputs x which can be a density or a
size can now be expressed by

σjx θdiff, θST, θtrap, θdiss[ ]( ) � E F xmod Tj( ), xref Tj( )( ){ ,

xmod Tj( ) ~ OKMC Tj, θ
diff, θST, θtrap, θdiss[ ]

mod
( )

xref Tj( ) ~ OKMC Tj, θ
diff, θST, θtrap, θdiss[ ]

ref
( )}

(6)
for j = 1: M where E represents the mean on OKMC simulations,
with either the reference inputs θdiff, [θST, θtrap, θdiss]ref or the
modified ones θdiff, [θST, θtrap, θdiss]mod. To be similar to the
objective function we take

F xmod, xref( ) � 1 − exp S|log xmod( ) − log xref( )|( ) (7)

with S = 1 for density outputs and S = 3 for size outputs, indicating
that a change in size is more meaningful than a change in density.

A total of 14 conditions, taking either the up or low diffusion and
changing one of the ref parameters by one of its limits, have been
simulated and analysed. The cases with significant sensitivity will be
studied in the following subsections. The first will concern the
dissociation parameters, and the second subsections, the source
term. The effect of the trapping is not significant on the nanocavity,
but it is necessary for the SIA loops. The results are given in
Supplementary Section S7 of the Supplementary Material.

5.1 Sensitivity due to nanocavity dissociation

Figure 9A shows density and size as a function of temperature
obtained with the 12 conditions taking either the up or the low
diffusion parameter set and one of the three ref, up, or low dissociation
parameter sets. Three cases with the diff no parameter set are also
shown on these figures. Note that, on these figures, the optimum
density and size are the likelihood curves. One sees that, in absence of
diffusion when nanocavities can only dissociate, it is not possible to
correctly reproduce the experimental densities and size at the end of
the irradiation, while, during the annealing stages, only the size is
correct above 1,100 K. This agrees with the domain B, where the
dissociation starts to compete with the diffusion process. These new
simulations confirm that, with the current data, we cannot determine
which process dominates in domain B. Next, we see that dissociation
has no effect with the low diffusion model, for which the diffusion
coefficients become large at low temperature. On the contrary, there is
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a visible impact of dissociation with the up diffusion parameter set to
the temperature range of domains B andC. This is because, in the case
of diffusion low, the dissociation will never be effective because all
nanocavities diffuse, interact, and disappear at lower temperatures
than that necessary to observe dissociation. On the contrary, with the
up diffusion parameter set, the disappearance of nanocavities by
dissociation before they are set into motion disagrees with the
observed densities.

The sensitivities calculated with Eq. 6 are illustrated by bars on
Figure 9B. The sensitivities above 0.5 correspond to the cases
described in the previous paragraph. Our equation for the
sensitivity is another way of determining the domains A, B, and
C. The uncertainty on the dissociation, characterised by the
difference between the up and low dissociation, leads to a shift of
around 100 K of the limit between A and B.

5.2 Sensitivity due to the source term

The sensitivities obtained by varying the source term parameter
sets underline a significant effect of ST low above 1,300 K with both
up and low diffusion (see Supplementary Figure S11 of the
Supplementary Material). This source term is the one obtained
using the MD cascades simulated with the MNs potential. The
reason of this sensibility is due to the fact that 99% of the defect
clusters, with the MNs potential, are smaller than 4VAC (see 1%
quantiles in Supplementary Table S1 of the SupplementaryMaterial)
for all energies. These are highly mobile defects. The first
consequence is that this increases the amount of recombination
with SIA defects during the irradiation, thus reducing the total
number of remaining vacancies. The second consequence is that the
nanocavities created are less numerous and smaller than the other

TABLE 1 List of parameter sets for sensitivity analysis.

Nanocavity diffusion diff up Upper solution of the multi-objective optimisation

diff low Lower solution of multi-objective optimization

diff no No diffusion for vacancy clusters larger than 5VAC

Source term ST ref With Msh potential

ST up With JW potential

ST low With MN potential

ST fp With Frenkel pair only

Defect trapping trap ref With 1/200 of provider concentration

trap up With 1/50 of provider concentration

trap low Without trap

Nanocavity diss ref No dissociation

Dissociation diss up Upper capillarity law

diss low Lower capillarity law

FIGURE 9
Effect of diffusion and dissociation parameter sets. (A) density and size of the nanocavities as a function of temperature for the nine cases obtained
combining no, up, and low diffusion parameters and no, up, and low dissociation parameters. (B) Sensitivities calculated using Eq. 6 on the outputs of the
six cases.
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source terms, so they cannot grow into large nanocavities during the
annealing sequences.

Figure 10A shows the nanocavity size histograms at the end of the
irradiation obtained with the different source terms (and the low
diffusion parameter set). It is evident that MNs gives a symmetrical
histogram shifted towards smaller nanocavities than the other source
terms ST ref and ST up. The source term made of Frenkel pairs gives
the most asymmetrical histogram. On these plots, the red curve
represents the experimental results, and there is good agreement
with the ref source term obtained using the MSh potential.

To confirm the sensitivity of our model to the source term,
irradiation at a lower temperature of 300 K was simulated and
compared to the corresponding experimental results. The size
histograms are plotted in Figure 10B. At this temperature, the
vacancy defects do not diffuse, and visible nanocavities are created
directly within the cascades. Consequently, the size histograms at the
end of irradiation are similar to that of the source term (Figure 6).
Most vacancy defects are smaller than 0.5 nm and cannot be seen
under the microscope. Furthermore, comparing the visible
nanocavities obtained with the different empirical potential and in
experimental data cannot help demonstrate an effect of the empirical
potential unlike that seen with irradiation at 773 K. However, with
irradiation at 300 K, one sees that the fp source term gives a size

histogram which strongly disagrees with the experimental
observations as it does not include nanocavities in the source term.

6 Discussion

Exploration by MD of the elementary events involved in the
diffusion of nanocavities highlights the role of creating the pair of
surface defects, detrapping ad-atom from a nanocavity vertex, and
forming a cluster of surface vacancies. The fast surface diffusion of
the ad-atom compared to the vacancy agrees with themigration energies
calculated byDFT on (110) surface (Hao et al., 2020). It can be explained
by the smaller coordination number of the ad-atom compared to the
surface vacancy, which has an impact on the strength of the binding of
the defect with the surface along its migration path.

The main elements of discussion of the experimental results are in
Autissier et al. (2023). We simply issue a reminder here that the saw-
tooth variation in the experimental results is attributed to the use of
manual and automatic counting, the variation of the sample
transparency, and maybe of the sample composition. The
characterisation of the dislocation loops requires more work because
of the different orientations they can adopt, which requires many images
and the absence of automatic counting. This will be achieved and
included in the future model development. This should help build
evidence of the role of impurities, for which many calculations have
beenmade, because they are necessary to trap loops at high temperature.
The current model does not reproduce the density and mean size of
loops at the end of irradiation. However, our results agree with the
experimental observation that the loops progressively disappear when
temperature increases and are not visible above 1,200 K.

Our OKMCmodel has already shown its ability to reproduce and
explain experimental results (De Backer et al., 2012). Its limitations are
known and can save computing time. We neglect the long-range
elastic interaction between defects (Mason et al., 2018; Mason et al.,
2019) which causes the formation of rafts of dislocation loops or the
trapping of loops in ultra-pure tungsten. Here, we consider the main
source of trapping to be the impurities and we do not try to model the
raft formation. Our method of modelling the primary damage created
by high energy ions by combining the BCA and the MD databases
does not account for the possible interaction between sub-cascades
(De Backer et al., 2018). We observed that our model was able to
correctly reproduce the experimentally observed size histogram at the
end of the irradiation. However, the simulated density was, in that
case, twice smaller than that observed. This can be explained by the
fact that MD cascades calculated in the perfect bulk (i.e., our database
of cascades) produce smaller defects than cascades calculated near the
surface, as shown in Si (Tarus et al., 1998) and Fe (Aliaga et al., 2015).

Elements of the discussion of themulti-objective optimisationwhich
leads to the up and low diffusion parameter sets are in De Backer et al.
(2023). It is important to note that we cannot simultaneously reproduce
the observed density and size of nanocavities, probably because there is,
in the experiment, a source of vacancies not included in the model. We
believe that these vacancies are created at the interface between the
sample and the native oxide layer when it grows. The sample thickness is
small (33 nm). These vacancies could diffuse in the bulk and be a non-
negligible quantity as one atomic layer corresponds to 1% of the sample
thickness. The growth of the oxide layer is well-known and complex, as
explained in research analysing the corrosion mechanisms of zirconium

FIGURE 10
Nanocavity size histograms obtained with the different source
term parameter sets at 773 K (A) and 300 K (B). The corresponding
experimental results are in red and had to be rescaled.
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alloys (Lin et al., 2020).Without data inW, this process would introduce
many unknown parameters in the optimisation process, and it is thus
outside of the scope of this work.

Finally, we consider that the up and low diffusion parameter sets
are the upper and lower limits of the uncertainties on the diffusion
results of the current experimental data and the model as it stands.
Our results fill the gap between what is known regarding the
diffusion of small vacancy clusters, the migration energy of
which can be calculated, and the diffusion of large nanocavities
for which the classical surface theory is valid. The analysis sensitivity
indicates that our results could be different if the source term
changes but not with a change of the trapping model.
Interestingly, sensitivity associated with the nanocavity
dissociation reveals three domains of size and temperature where
the competition with diffusion is different. In A, the dominating
mechanism is the diffusion of the small clusters. In B, the unknowns
of the diffusion of the nanocavities are too large to give a definitive
answer but they are likely in competition. In C, dissociation limits
the possibility of finding large nanocavities at temperatures larger
than 1,200 K without the presence of stabilising interfaces,
impurities, or other extended defects.

7 Conclusion

We demonstrated that including the diffusion of nanocavities in
our OKMC model is necessary for interpreting the growth of
nanocavities observed experimentally in tungsten. A multi-
objective optimisation gave the upper and lower limits of the
diffusion temperature of nanocavities as a function of their size.
This required two novelties: a model of the primary damage of
high-energy ions beyond the typical dpa and new DFT data on the
trapping of point defects by impurities. We have highlighted the
variety of elementary events involved in the nanocavity diffusion, and
a size threshold of between 1.2 nm (65VAC) and 1.9 nm (175VAC)
where the cavity surface is large enough to trap surface vacancies and
form a ledge. A sensitivity analysis reveals the importance of the
empirical potential chosen to model MD cascades and the source
term, and the domains of size (related to temperature) where there is
competition with the nanocavity dissociation.
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