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Introduction: Frequent epileptic seizures can cause irreversible damage to the

brains of patients. A potential therapeutic approach is to detect epileptic seizures

early and provide artificial intervention to the patient. Currently, extracting

electroencephalogram (EEG) features to detect epileptic seizures often requires

tedious methods or the repeated adjustment of neural network hyperparameters,

which can be time- consuming and demanding for researchers.

Methods: This study proposes an automatic detectionmodel for an EEG based on

moth-flame optimization (MFO) optimized one-dimensional convolutional neural

networks (1D-CNN). First, according to the characteristics and need for early

epileptic seizure detection, a data augmentation method for dividing an EEG into

small samples is proposed. Second, the hyperparameters are tuned based on

MFO and trained for an EEG. Finally, the softmax classifier is used to output EEG

classification from a small-sample and single channel.

Results: The proposed model is evaluated with the Bonn EEG dataset, which

verifies the feasibility of EEG classification problems that involve up to five classes,

including healthy, preictal, and ictal EEG from various brain regions and individuals.

Discussion: Compared with existing advanced optimization algorithms, such

as particle swarm optimization, genetic algorithm, and grey wolf optimizer, the

superiority of the proposed model is further verified. The proposed model can

be implemented into an automatic epileptic seizure detection system to detect

seizures in clinical applications.

KEYWORDS

moth-flame optimization, convolutional neural networks, hyperparameter optimization,

electroencephalogram, epileptic seizure detection

1 Introduction

According to theWorldHealth Organization (2023),∼50million people of all ages suffer

from daily or weekly seizures worldwide, making it one of the most common neurological

disorders. Epilepsy is a disorder caused by brain injury or abnormal discharges of neurons in

the brain. Its characteristic is the repeated occurrence of transient brain dysfunction, mainly

manifested as motor impairment, sensory impairment, or impaired consciousness, which

can lead to limb convulsions, confusion, and even life-threatening situations (Bhattacharyya

et al., 2017; Kong et al., 2022). The suddenness of epileptic seizures, as well as their

self-sustained discharges lasting from a few minutes to several hours, greatly increases the
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difficulty of detecting them. Therefore, it is clinically important to

detect seizures early and intervene to reduce greater suffering for

patients (Islam et al., 2022).

In general, in addition to computed tomography, single-

photon emission computed tomography, and positron emission

tomography, the convenient and fast conventional EEG remains

the main means for detecting epileptic seizures (Nikodijevic et al.,

2016). In 1964, the International League Against Epilepsy proposed

a classification scheme for epileptic seizures for the first time

(Caveness et al., 1964). According to the EEG of epileptic patients

at different stages, it is clear that EEG features and clinical

manifestations have equal diagnostic significance. To overcome the

limitations of traditional epileptic seizure detection methods, the

automatic detection of seizure type based on an EEG has become a

hot research topic in the industry (Zhang Y. et al., 2022). In early

clinical testing, epileptic seizure detection and analysis mainly rely

on the visual observation and manual annotation of clinicians with

specialized knowledge. This process is not only prone to omissions

or errors but also increases the burden on doctors. Additionally, it

has the disadvantage of relying on physician experience, individual

subjectivity, and randomness to detect the presence or absence of

epilepsy (Jing et al., 2021). Therefore, it is of great significance to

seek automatic, efficient, and objective methods to classify multi-

type epileptic EEGs.

Numerous researchers have conducted studies on the automatic

detection of epileptic seizures based on an EEG. In the traditional

detection methods of epileptic seizure, feature extraction of an

EEG is performed using time-domain, frequency-domain, and

time-frequency methods, which achieve good results (Hernández

et al., 2018). However, these methods require domain expertise and

complex EEG feature extraction tasks. Although the recognition

model is relatively simple, it has a low recognition rate and

poor generalization ability (Kurdthongmee, 2020). With the rapid

development of deep learning technology, it is increasingly

being applied in the field of brain science, such as neural

signal recognition (Zhang H. et al., 2022), EEG classification

(Li et al., 2022), and seizure detection (Hernández et al., 2018).

In recent years, a plethora of deep learning algorithms, such

as convolutional neural networks (CNN) (Sallam et al., 2018),

artificial neural networks (Emami et al., 2019), recurrent neural

networks (Bongiorni and Balbinot, 2020), long- and short-term

memory artificial neural networks (LSTM) (Tsiouris et al., 2018),

have received increasing attention and achieved encouraging

results in epileptic seizure detection for two-class, three-class,

four-class, and five-class classification problems (Zhao et al.,

2020). In particular, the time-delay networks model proposed by

Alexander Waibel et al. and the first one-dimensional CNN (1D-

CNN) were successfully applied to speech recognition (Waibel,

1989). Subsequently, lots of 1D-CNN models have been applied

to the research work of sequence models and achieved better

recognition results for detecting epileptic seizures from an EEG

(Wang et al., 2021; Ra et al., 2023). However, the performance

of these deep neural network models directly depends on their

hyperparameters (Aliyu and Lim, 2023; Lebal et al., 2023). In

practice, the training models require the configuration of several,

or even dozens, of network parameters (e.g., number of layers,

number of cells, activation function, kernel size, and learning rate)

(Kwasigroch et al., 2018; Chetana et al., 2023); the adjustment of

these hyperparameters is extremely complex, requiring high-level

technical expertise from the designers, and can be tedious and

time-consuming. In addition, the optimization cost is high, and

repeating the adjustment of hyperparameters through experiments

is both inefficient and incomplete, often resulting in unsatisfactory

results (Irmak, 2020). Thus, ensuring that the deep neural network

framework adapts to a specific dataset and achieves optimal

generalization remains one of the important tasks in optimizing

the hyperparameters.

Although deep learning models can achieve better epilepsy

recognition, no model can optimally adapt to all datasets.

However, the optimization of deep learning models has posed

new challenges in the field of model hyperparameter tuning

(Hoang and Kang, 2019), and scholars from various countries have

conducted extensive research. The recognition rate is stable and

robust based on time-invariant features extracted from a single-

channel EEG using two CNNs for patients with seizures (Zhao

and Wang, 2020). The particle swarm optimization algorithm

(PSO) is used to adaptively optimize the parameters of the

CNN model, and the PSO-CNN model is built to improve

the recognition rate of epileptic seizure detection (Lv et al.,

2022). Based on the confidence function defined by the complex

normal distribution, a new PSO variant named cPSO-CNN is

proposed to determine the hyperparameter configuration of CNN

(Wang et al., 2019). Similarly, the proposed neural network

optimization method has a better performance by optimizing CNN

hyperparameters using the genetic algorithm (GA) (Fatyanosa and

Aritsugi, 2020). The generalized CNN extracts the most relevant

features that can be interpreted and processed based on the Grey

Wolf Algorithm (GWO). It has achieved the detection of an

abnormal EEG associated with epilepsy, thereby improving the

classification accuracy (Thanuja et al., 2023). Usually, numerous

hyperparameters can produce a better performance. However, the

PSO evaluates and tests the efficiency of forming models with

different parameter combinations, which is not only inefficient

and time-consuming but also easily falls into the local optimum

(Mezzah and Tari, 2023). Therefore, it is necessary to investigate

an efficient search solution that can quickly and effectively find an

optimal hyperparameter combination (Kim et al., 2020). Themoth-

flame optimization algorithm (MFO) is a novel meta-heuristic

swarm intelligence method that has good global optimization

ability and faster convergence speed and optimality seeking as

well as few parameters and a simple structure. It has received

extensive attention from scholars all over the world (Mirjalili,

2015) and has been successfully applied to many optimization

problems, such as scheduling (Elsakaan et al., 2018), parameter

estimation (Hazir et al., 2018), and classification (Zawbaa et al.,

2016; Shehab et al., 2020). The effectiveness of this optimization

algorithm in solving different complex problems in a reasonable

time has been demonstrated (Khurma et al., 2020). So far, no

effective method has been found to optimize the hyperparameters

of 1D-CNN for seizure detection based on MFO. Therefore, the

aforementioned research results motivated us to propose a new

method for automatically optimizing 1D-CNN hyperparameters

based on MFO, without manually adjusting the network structure

and hyperparameters.
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The main motivation behind the proposed MFO is to find

the optimal combination of hyperparameters without manually

adjusting the hyperparameters of the network structure. The

MFO is then applied to existing CNN models to adjust the

hyperparameters. This enables the automatic detection of seizures

in a small-sample single-channel EEG and improves the accuracy

and universality of the seizure detection system.

2 Materials and methods

2.1 Epileptic seizure detection system
based on 1D-CNN

The composition diagram of an epileptic seizure detection

system based on the optimized 1D-CNN neural network detector

in clinical applications is shown in Figure 1. The system consists

of four main modules: (1) the EEG input module, which divides

the input EEG into signal segments with a fixed size; (2)

the optimization module, which optimizes the 1D-CNN model

using the MFO; (3) the EEG feature extraction module, which

passes the intercepted signal segments to the optimized 1D-CNN

model and extracts EEG features; and (4) the fusion decision

module, which inputs the EEG feature matrix to the softmax

classifier layer, obtains the corresponding types of the input EEG,

and presents the detection result to the doctor or issues an

alarm.

The core part of the epileptic seizure detection system

is the optimization algorithm in Figure 1. First, the MFO

is used to automatically optimize the hyperparameters

of the 1D-CNN model. Second, the proposed model is

used to automatically classify the EEG time series of these

five classes.

2.2 Dataset and data partitioning

2.2.1 Description of the EEG dataset
The available EEG dataset produced by the University of Bonn

has the characteristics of diversity, large scale, high openness, and

widespread use (Andrzejak et al., 2001). This database consists

of five different subsets (Z, O, N, F, and S) denoted by A ∼

E, respectively. The subsets A and B are collected using the

international 10 − 20 system from five healthy individuals in

an awake state with eyes open and eyes closed, respectively.

The datasets C, D, and E are derived from EEG archives of

presurgical diagnoses of five patients. The datasets C and D are

acquired separately from the hippocampal structure of the opposite

hemisphere and within the epileptogenic zone during seizure-free

intervals. Then, dataset E contains EEG activity during seizure from

five patients (Xu et al., 2020).

Each subset contains 100 single-channel EEG segments with

a duration of 23.6 s, and each segment has 4, 097 samples with

a sampling frequency of 173.61 Hz. These subsets are collected

through a 128-channel amplifier system using an average standard

reference. A bandpass filter is utilized to remove the noise and

artifacts, with low and high cutoff frequencies of 0.53 and 40 Hz

respectively set.

To illustrate these datasets, the EEG time series of these five

classes corresponding to a certain channel is depicted in Figure 2.

The EEG characteristics corresponding to each EEG subset can

be observed. The EEG waveforms are almost identical in datasets A

and B from five healthy individuals. Similarly, the EEG amplitudes

between datasets C and D are not substantially different, which

increases the difficulty in classifying the EEG. By contrast, the EEG

voltages in dataset E exceed 1, 000 µV during the ictal phase, which

is considerably higher than that of the other EEG datasets.

2.2.2 EEG data augmentation
To extract effective EEG features from a smaller sample, a

fixed sliding window is used to divide the EEG time series into

segments (Zhang et al., 2017; Ullah et al., 2018). It is important

to consider that the data augmentation not only shortens the

duration of the EEG segment but also enables timely intervention

for epileptic seizures. Additionally, it reduces data redundancy and

computational load, making data processing more efficient. This

study proposes a sliding window technique with a fixed sliding

window of 1 s, as shown in Figure 3.

To increase the number of EEG samples, a single-channel EEG

segment of each class is divided every 4, 097 data points into 23

chunks, and the 2, 300 chunks of EEG are obtained for each EEG

subset. So a total of 11, 500 samples from five classes are used to

evaluate the performance of the proposed method.

2.3 Building the MFO-1D-CNN model

2.3.1 Building a 1D-CNN architecture
Owing to the fact that an EEG is time-series data, a 1D-

CNN model is selected for detecting the EEG to improve the

accuracy and generalization ability. This network includes the

input layer, convolutional layer, pooling layer, dropout layer, and

fully connected layer. Unlike the 2D-CNN model, the 1D-CNN

model has the advantages of few parameters, easy training, and low

computational effort, as shown in Figure 4.

First, it provides alternating layers of convolutional, batch

normalization, dropout, and maximum pooling to extract more

complex EEG features. Second, it also reduces the dimensionality

of EEG features and ensures that some neurons are randomly

discarded to prevent overfitting of the detection model. Then, the

tiling layer is used to convert the EEG feature vector into 1D data

to the fully connected layer. Finally, the result is output by the

multi-classifier of the softmax layer.

To improve the detection effectiveness, this study focuses on

optimizing the hyperparameters of the 1D-CNN model (Ullah

et al., 2018; Yu et al., 2022). The related layers of convolutional,

pooling, and fully connected are constructed sequentially as

follows.

Each neuron is only associated with a local region of the neuron

in the previous layer, which serves to divide the neural network

into smaller parts. Then, the EEG features are extracted by the

convolutional kernel to reduce the complexity of the network. The
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FIGURE 1

The composition diagram of the epileptic seizure detection system based on an optimized 1D-CNN in clinical applications.

FIGURE 2

The raw EEG signal waveform corresponding to each of the five datasets of the Bonn dataset.

convolutional model with l layers is characterized as:

ylj = f (
∑

i∈Mj

xl−1
i ωl

ij + bli), j = 1, 2, ...,M (1)

Where l represents the current layer network; j is the previous

layer network; xl−1
i is the ith feature mapping of the previous layer;

ωl
ij represents the convolution kernel of the ith and jth layers; bli is

the bias unit; ylj is the j
th feature mapping of the current layer; and

f (•) is the activation function.

A pooling layer is generally set behind the convolutional layer

to capture the key information. The pooling layers mainly include

maximum pooling and average pooling, and the mathematical

model of the pooling process is given by

ylj = f [down(yl−1
j )+ blj] (2)

Where down() is the pooling function.

Each neuron of the fully connected layer is connected to the

neuron of the previous layer to extract EEG features. After the

Frontiers inNeuroscience 04 frontiersin.org

https://doi.org/10.3389/fnins.2023.1291608
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org


Wang et al. 10.3389/fnins.2023.1291608

FIGURE 3

Schematic diagram of EEG data augmentation based on a fixed sliding window.

FIGURE 4

Schematic diagram of the 1D-CNN model for detecting EEG.

stacking of several convolutional and pooling layers, one or more

fully connected layers are bridged by a tiling layer, and then the

mathematical model of the fully connected layer is calculated as:

h(xl) = f (ωxl−1
+ b) (3)

Where xl−1 is the input of the fully connected layer, that is, the

output of the previous l − 1 layer, h(xl) is the output of the fully

connected layer, and ω and b are the weight coefficients and bias

values of the neurons, respectively.

Finally, the EEG is classified by the full connection layer using

the softmax activation function. The final layer reduces the vector of

length 178–5. Themaximumprobability of the corresponding types

is obtained, and the different EEG classifications are automatically

identified.

2.3.2 The hyperparameters of the 1D-CNNmodel
The hyperparameters are generally classified into two types,

including network structure-related and network training-related

(Kolar et al., 2021). Among them, themain hyperparameters related

to network structure include the number of convolution kernels—

the number of filters, convolutional kernel size—the filter size,

number of hidden layers—a layer of neurons between the input

and output layers, dropout—random deactivation of a certain

percentage of neurons, and activation function—whether a neuron

should be activated or not. The other hyperparameters include loss

function—a measure of how far the predictions deviate from the

true value, batch size—the selection of a sample set to update the

weights, the number of iterations—the number of times the entire

process is repeated, and learning rate—an adjustment parameter in

optimization algorithms.

Hyperparameter selection has a significant impact on

the performance of the detection model, which takes more

time and requires an enriching experience with manual

hyperparameter tuning. However, it is difficult to find the

optimal set of hyperparameters through manual experience alone;

hyperparameter selection can be quickly searched using intelligent

optimization algorithms.

2.4 Building the MFO optimization model

The MFO takes the moth position as the optimization problem

to be solved using the moth lateral positioning mechanism. The
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algorithm is good at local development and global searching

and is highly robust when solving optimization problems and

convergence (Mirjalili, 2015).

In the MFO, the moths and flames are the candidate solutions

for the algorithm; the flames are the optimal locations and the

moths are the motives that keep moving around the search space.

Suppose there are nmoths X = [x1, x2, ..., xn]T and the i-th moth is

xi = [xi,1, xi,2, ...xi,d]
T , where d is the dimension of the optimization

parameter. The flame is the best position obtained by the current

iteration, then the i-th flame is fi = [fi,1, fi,2, ...fi,d]
T .

The MFO is inspired by the behavior of natural moths, and the

individual moths iteratively update their position around a flame

until the best solution is found. The mathematical description is

divided into flame-catching and flame-discarding behavior.

Flame-catching behavior: moths Mi with phototropic behavior

in nature move toward the nearest flame Fi to themselves, and

the mathematical model of its logarithmic spiral flame-catching

trajectory is as follows:

S(Mi, Fi) = Di · e
bt
· cos(2π t)+ Fj (4)

Where S(Mi, Fi) is the updated moth position, b denotes the

constant associated with the spiral shape, t is a random number in

the interval [−1, 1], andDi = Mi−Fi denotes the distance between

the mothMi and the flame Fi.

Flame abandonment behavior: the adaptive mechanism is used

to reduce the number of flames, and the mathematical model of

flame abandonment operation is as follows:

Fflame = round(N − t ∗
N − 1

T
) (5)

Where t and T are the current and maximum iterations,

respectively, and N is the maximum number of flames.

2.5 Hyperparameter of 1D-CNN based on
MFO

The hyperparameters of 1D-CNN are still a major obstacle for

a small-sample EEG. Setting appropriate hyperparameters not only

improves the accuracy of the detection model but also accelerates

the speed of model training. Therefore, the MFO automatically

optimizes the hyperparameters of the 1D-CNN model, which

can improve the feature extraction ability, training efficiency, and

detection accuracy. The MFO-1D-CNN model, which combines

the MFOwith a 1D-CNNmodel, is proposed, as shown in Figure 5.

The specific process of hyperparameter tuning for the 1D-CNN

model using MFO is as follows:

Step 1 initializes the 1D-CNN structure and determines the

hyperparameters to be optimized by the MFO. In this work, the

6-dimensional hyperparameter vector is constructed from

λ = [δ, s, a, d, η,m] (6)

where λ is the optimized hyperparameter vector, δ is the initial

number of kernels, s is the size of the kernel, a is the activation

function, d is the probability value of dropped neurons in the

Dropout layer, η is the learning rate, and m is the pooling window

size.

Step 2 adopts the cross-entropy loss function as the objective

function and determines the optimization objective functions and

restricted conditions; then, the mathematical model is:

min L(
∧
y, y) = −

n
∑

j=1

yj log
∧
yj (7)

where y is the predicted result of the jth type, yj is the true result of

the jth type, n is the total number of types, and L is the error between

the predicted and true value.

The constraints on the mathematical model using the cross-

entropy loss function are:



































40 ≤ δ ≤ 100, δ ∈ N

1 ≤ s ≤ 20, s ∈ N

0 ≤ a ≤ 2, a ∈ Z

0 ≤ d ≤ 0.6

0.00001 ≤ η < 1

2 ≤ m ≤ 20

(8)

where a = 0, a = 1, and a = 2 represent the ReLU, sigmoid, and

tanh activation functions, respectively.

Step 3 initializes the MFO by setting parameters based on the

objective function and constraint conditions and initializes the

position of moths in the search space.

Step 4 calculates the distance between the moth and the flame

according to the spiral function to update the position of the moth,

as shown in Equation (4).

Step 5 calculates the fitness value according to the updated

position of the moth and ranks the fitness values in increasing

order. The moth position corresponding to the better fitness value

is selected as the position of the next generation flame, and

the number of flames is updated through the adaptive reduction

mechanism, as shown in Equation (5).

Step 6 obtains the position of the optimal flame, which is the

current optimal value of each hyperparameter, and the adaptation

value of the optimal flame is the current minimum loss value after

1D-CNN training.

Step 7 checks whether the MFO has reached the maximum

number of iterations. If not, it returns to step 4. If yes, it sets the

optimized hyperparameters to the 1D-CNN network structure and

determines the number of epochs, sample batch size, and weight

update optimizer.

Step 8 calculates the error between the actual and expected

target value by forward propagation based on the EEG dataset and

adjusts the weights and biases in the network layer by layer through

backpropagation.

Step 9 calculates the validation loss value and accuracy of the

current network using the validation dataset at the end of each

training cycle. If the validation accuracy is greater than the current

optimal value, the currently trained completed network is saved as

the optimal model.

Step 10 calculates the number of trainings; if the number is less

than or equal to epoch, the process returns to step 8 to continue

a new training. If the number is greater than an epoch, this step

inputs the test dataset into the saved optimal model and classifies

the EEG according to the detection results.
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FIGURE 5

The 1D-CNN hyperparameter tuning based on MFO for detecting EEG classifications.

3 Experiment setup

3.1 Model evaluation and implementation

To achieve a comprehensive evaluation with the optimized

1D-CNN model, the EEG datasets are split at an 80-20 ratio

of training and testing data. The tensorflow 2.6.0 in a Python

3.7.13 environment creates the detection models for a Windows

workstation equipped with an Intel Xeon Silver 4215RCPU, a 64GB

memory, and a GTX3080 GPU.

3.2 Evaluation metrics

The most important and commonly used parameters for

evaluating performance mainly include accuracy, precision, recall,

and F1-score (Liu et al., 2020). Among them, accuracy is used to

measure the recognition ability of the detection model, precision is

used to measure the model’s recognition ability to identify an EEG

correctly, recall is used to measure the model’s ability to find EEGs

that are actually positive and predicted to be positive, and F1-score

is used as a comprehensive index to comprehensively evaluate a

classifier by balancing the effects of accuracy and recall. The specific

formulas for evaluating the performance of the detection model are

as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
× 100 (9)

Recall =
TP

TP + FN
× 100 (10)

Precision =
TP

TP + FP
× 100 (11)

F1− score =
2× recall× precision

recall+ precision
× 100 (12)

where TP (true positive) represents the number of EEG samples

correctly classified as positive, TN (true negative) represents

the number of EEG samples correctly classified as negative, FP

(false positive) represents the number of EEG samples incorrectly

classified as positive, and FN (false negative) represents the number

of EEG samples incorrectly classified as negative.

4 Results and discussion

4.1 The e�ect of di�erent batch sizes on
the CNN detection rate

The batch size affects the accuracy of the estimate of the error

gradient in the process of training neural networks. If the batch

size is too small, it takes too much time, and the gradient oscillates

severely, which is not conducive to convergence. However, if

the batch size is too large, it definitely causes memory overflow.

Meanwhile, there is no gradient descent in the gradient direction of

different batches, making it easy to fall into the local minimum (Lai

et al., 2022). The hyperparameters of the 1D-CNN are optimized

based on MFO, and the batch sizes are set to 32, 64, 128, 256, 512,

and 1, 024. The new models are evaluated using the detection rate

with different batch sizes, and the loss curves under different batch

size conditions are shown in Figure 6.

The loss curve tends to stabilize with batch sizes of 32 or

64 when the number of iterations reaches 200. The batch size

continues to increase to 128 or 256, and there is a trend of

decreasing the loss value. When the batch size is 256, the loss value

is the smallest, and when the batch size is further increased to 512

or 1, 024, the trend of the loss value is not decreasing but increasing.

The optimal model of the 1D-CNN framework is obtained with a

batch size of 256. In addition, the loss value stabilizes at a certain
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FIGURE 6

Influence of di�erent batch size conditions for loss curves based on

the MFO-1D-CNN model.

value when the number of iterations reaches 500. Therefore, a good

balance between computational efficiency and convergence speed

is obtained when the batch size is 256 and the number of iterations

reaches 500.

4.2 Hyperparameter optimization of the
1D-CNN model

To obtain the optimal solution for improving the detection rate

based on a 1D-CNNmodel, the combination of 6 hyperparameters

is considered as the overall dataset, which includes the number of

convolution kernels δ, the size of the convolution kernels s, the

activation function a, the probability value of discarded neurons d,

the learning rate η, and the size of the pooling window m. Taking

the five-class EEG classification as an example, the neural network

hyperparameters are set to achieve the optimal value.

The parameters of the 1D-CNN model can be set to

convolutional layers, normalization layers, and dropout layers. The

pooling layer uses maximum pooling followed by a tiling layer

and a fully connected layer to construct the model of epileptic

seizure detection. In addition, the parameters of the 1D-CNN

model optimized by PSO are set as follows: the maximum speed

of the particle update is 6, the individual learning factor c1 is 2, the

population learning factor c2 is 2, the maximum value of the inertia

weight is 0.9, and the minimum value is 0.2. The parameters of the

1D-CNN model optimized by GWO are set as follows: the wolf

swarm size is 20, the variable dimension is 6, and the maximum

number of iterations is 100. The parameters of the 1D-CNNmodel

optimized by GA are set as follows: the population size is 20, the

crossover probability is 1, and the variation probability is 0.01. The

parameters of the 1D-CNN model optimized by MFO are set as

follows: the moth population size is 20, the variable dimension

is 6, and the maximum number of iterations is 30. Through the

above optimization parameter settings, the optimal value of the 1D-

CNN model is obtained using multiple optimization algorithms,

TABLE 1 The optimal hyperparameters of 1D-CNNmodel for the

di�erent optimization algorithms.

Model δ s a d η m

1D-CNN 40 6 0 3 3 5

PSO-1D-CNN 60 17 0 1 1 2

GA-1D-CNN 80 18 0 2 2 2

GWO-1D-CNN 79 12 0 1 1 2

MFO-1D-CNN 50 10 0 2 2 2

which are iterated 4, 000 times. The different hyperparameters of

the 1D-CNNmodel are shown in Table 1.

The results of six hyperparameters obtained with different

optimization algorithms show obvious differences, and it is

very important to select appropriate hyperparameter settings for

epileptic seizure detection. Therefore, it is recommended to try

multiple optimization algorithms and tune the hyperparameters

to find the best training strategy. Therefore, the initial six

hyperparameter values are set separately according to the detection

results of the 1D-CNN model. In addition, the Adam optimization

algorithm is used in the training process, which is an improvement

on the random gradient descent algorithm and usually achieves

good performance.

4.3 The e�ect of epileptic seizure detection
with di�erent optimization algorithms

As each combination of network hyperparameters represents

a new model, it takes a lot of time and effort to randomly

search for each network parameter. Then, tuning hyperparameters

manually is even more time-consuming, and improving efficiency

is highly dependent on personal experience. Therefore, this study

uses optimization algorithms to find a method that can replace

manual parameter adjustment for automatically and effectively

finding appropriate network parameters.

To verify the effectiveness of theMFO-1D-CNNmodel for EEG

detection, the representative methods, such as 1D-CNN, PSO-1D-

CNN, GA-1D-CNN, and GWO-1D-CNN, are selected to detect

seizure using the same EEG dataset and segment with a length of 1 s

is selected from the Bonn EEG dataset. As the confusion matrix can

be used to summarize the performance of the detection model, the

confusion matrices of the five recognition algorithms are compared

and analyzed, as shown in Figure 7.

The kappa values calculated by a confusion matrix are used

to measure the performance of the detection model. The kappa

values corresponding to the 1D-CNN, PSO-1D-CNN, GA-1D-

CNN, GWO-1D-CNN, and MFO-1D-CNN models are 0.7300,

0.8717, 0.8600, 0.8697, and 0.8722, respectively. The Kappa level

of the optimized 1D-CNN models is almost perfect except for the

highly consistent Kappa level of the 1D-CNN model. Although the

Kappa levels of all optimization methods perform very similarly,

the Kappa values of the MFO-1D-CNN model can still maintain

the highest among optimization methods.
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FIGURE 7

Confusion matrices of the detection models based on di�erent optimization algorithms. (A) Confusion matrix of 1D-CNN. (B) Confusion matrix of

PSO-1D-CNN. (C) Confusion matrix of GA-1D-CNN. (D) Confusion matrix of GWO-1D-CNN. (E) Confusion matrix of MFO-1D-CNN.

FIGURE 8

The recognition rates and p-values of the detection rates for di�erent optimization models. ***P< 0.001.

To further compare the effectiveness of the differently

optimized 1 D-CNN model, the box plots reflect the distribution

of the recognition rates and p-values with the different results

for the same dataset during each run. To ensure the effectiveness

of detection, the result is obtained ten times for the 1D-

CNN and four optimized models, and boxes are drawn to

show the overall distribution of the detection results, as shown

in Figure 8.

The detection rate using the 1D-CNN model ranges from 79.5

to 83.7%, and the recognition rates of the four optimized 1D-CNN

models ranged from 88.9 to 89.1%. The recognition rates of the

four optimizedmodels are all higher than those before optimization
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and show significant differences. The distribution of detection rates

using the MFO-1D-CNN model is more concentrated, and the

time of each detection is 4.10 s, which is slightly better than the

4.16 s for the PSO-1D-CNN model, indicating that the proposed

model has a more stable mean recognition rate and a slightly faster

detection time. Overall, the comparison with the previous three

optimized 1D-CNN models indicates that the MFO-optimized

1D-CNNmodel is effective at classifying a multi-type EEG.

According to the influence of the 1D-CNN model with

different optimization algorithms, the detection results of the

proposed model are all better than the other three optimization

algorithms based on the Kappa value, recognition rates, and their

P-values. Therefore, the MFO-1D-CNNmodel was selected for the

subsequent analysis to automatically detect EEG classifications. The

hyperparameters of the MFO-1D-CNN model mainly include the

number of network layers, the size and number of convolution

kernels, and the activation function, as shown in Table 2.

The MFO-optimized 1D-CNN model has 26 network layers,

including the input layer, convolutional layer, batch normalization

layer, dropout layer, pooling layer, tiling layer, and fully connected

layer. Among them, the convolutional layer, the normalization layer

of samples, the dropout layer, and the pooling layer are reused

several times to improve the EEG recognition rate. According to the

results of the proposed model, the hyperparameters are as follows:

the initial number of convolutional kernels is (50), the kernel size is

(101), the activation function is relu, the probability value is set to

(0.2), and the optimizer is Adam. In the last layer of the network,

the detection layer is set to (5, 1). The feature vectors are inputted

into the detection layer to obtain different probability vectors (5, 1).

The parameters of the MFO-1D-CNN model are selected to detect

EEG classification so that the proposedmodel is used for classifying

EEG detection in the subsequent study.

4.4 Discussion of epileptic seizure
detection results

According to the detection need of clinicians, the 4 types

of experiments (including 40 sub-experiments) are set up from

several different EEG classifications, and these experiments are

frequently considered in most studies of epileptic seizure detection.

The performance of the MFO-1D-CNN model is analyzed and

compared with existing advanced models.

4.4.1 Two-class EEG classification
The seven different two-class classification groups are selected

based on the actual needs for detecting an EEG in clinical practice,

and the performance of the MFO-1D-CNN model for 23 sub-

experiments is calculated based on the proposed model, as shown

in Table 3.

The detection rates of the proposed model for 23 small

experiments have a high recognition performance of above 90.00%,

except for the one in the C vs. D dataset; the maximum detection

rates of an EEG corresponding to normal vs. ictal and non-

ictal vs. ictal are even close to 100.00%. This indicates that the

MFO-1D-CNN model has excellent classification performance for

two-class detection tasks. In addition, the proposed model has

good recognition performance for the distribution problems of

imbalanced datasets (such as AB vs. CDE, CD vs. E, BCD vs. E,

ABCD vs. E, etc.), and their detection rate reaches∼ 99.00%.

4.4.2 Three-class EEG classification
The five different three-class classification groups including

11 sub-experiments are chosen from five different subsets. The

proposedmodel is used to calculate the evaluation results, as shown

in Table 4.

The MFO-1D-CNN model performs well in 11 sub-

experiments with an accuracy ranging from 87.75 to 99.42%,

and most recognition rates are above 90%. Then, the proposed

model achieves an accuracy of 87.75, 89.53, and 89.74% in datasets

A vs. C vs. D, B vs. C vs. D, and C vs. D vs. E, respectively. From the

above recognition results, the performance of the MFO-optimized

1D-CNN model is still good for three-class EEG classification

recognition.

4.4.3 Four-class EEG classification
Similarly, the three different four-class classifications with three

sub-experiments are selected. The MFO-1D-CNNmodel is used to

calculate the detection results, as shown in Table 5.

The performance of the proposed model has an accuracy range

of 86.16 to 94.70%, and the recognition rates of the last four groups

are above 90%, except for the one in the A vs.B vs.C vs.D datasets.

Generally, the proposed model can adapt to different datasets and

has better robustness.

4.4.4 Five-class EEG classification
The five-class classification group consisting of only one sub-

experiment is constructed in the A vs. B vs. C vs. D vs. E datasets.

The performance of the proposedmodel is calculated and evaluated

for five-class EEG classification, as shown in Table 6.

The five-class EEG classification is more complex and difficult

to classify than the two-class, three-class, and four-class ones. The

reason for the difficulty lies in the same category but in different

states, such as datasets A and B, and C and D. Although there

are multiple categories and small differences in the paired datasets,

the proposed model still achieves good results, and its average

detection rate can still reach 88.34%. This suggests that the MFO-

1D-CNNmodel has excellent recognition performance in five-class

EEG classification.

4.5 Comparison with existing
state-of-the-art detection algorithms

To effectively and reasonably compare and analyze the

performance of the proposed model and existing state-of-the-art

detection models, the same EEG dataset and segment with a length

of 1 s is selected from the Bonn EEG dataset. If there are no studies

related to epileptic seizure detection with an EEG segment of 1 s,

studies with a similar duration of EEG detection are selected.
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TABLE 2 The MFO-1D-CNNmodel for epileptic seizure detection.

Layer number Input shape Layer type Activation size Convolution kernel Output shape

1 (178, 1) Conv1D Relu 10 ∗ 1 (178, 50)

2 (178, 50) Batch_Normalization – – (178, 50)

3 (178, 50) Dropout – 0.2 (178, 50)

4 (178, 50) MaxPooling1D – 2 ∗ 1 (89, 50)

5 (89, 50) Conv1D Relu 10 ∗ 1 (89, 40)

6 (89, 40) Batch_Normalization – – (89, 40)

7 (89, 40) Dropout – 0.2 (89, 40)

8 (89, 40) MaxPooling1D – 2 ∗ 1 (45, 40)

9 (45, 40) Conv1D Relu 10 ∗ 1 (45, 35)

10 (45, 35) Batch_Normalization – – (45, 35)

11 (45, 35) Dropout – 0.2 (45, 35)

12 (45, 35) MaxPooling1D – 2 ∗ 1 (23, 35)

13 (23, 35) Conv1D Relu 10 ∗ 1 (23, 30)

14 (23, 30) Batch_Normalization – – (23, 30)

15 (23, 30) Dropout – 0.2 (23, 30)

16 (23, 30) MaxPooling1D – 2 ∗ 1 (12, 30)

17 (12, 30) Conv1D Relu 10 ∗ 1 (12, 25)

18 (12, 25) Batch_Normalization – – (12, 25)

19 (12, 25) Dropout – 0.2 (12, 25)

20 (12, 25) MaxPooling1D – 2 ∗ 1 (6, 25)

21 (6, 25) Conv1D Relu 10 ∗ 1 (6, 20)

22 (6, 20) Batch_Normalization – – (6, 20)

23 (6, 20) Dropout – 0.2 (6, 20)

24 (6, 20) MaxPooling1D – 2 ∗ 1 (3, 20)

25 (3, 20) Flatten – – 60

26 60 Dense Sofmax 5 5

First, many researchers have already considered the

performance of two-class classification for EEG detection.

Subsequently, most of them only focus on the recognition rate

of epileptic seizure detection without considering the effect of

the duration of the EEG segment, and fewer researchers have

studied short-term segments with a duration of 1 s. This study

takes 23 combinations of two-class subsets into account to verify

the performance of the epileptic seizure detection model using an

EEG, and the performance of the proposed model is analyzed and

compared with existing advanced detection models, as shown in

Table 7.

From the above chart, the recognition rates of the proposed

model are all above 90%, except for the one in the C vs. D datasets,

which is below 90%. Although the performance of the MFO-1D-

CNN model is mostly better than the other existing models on

two-class classifications using an EEG, it is worse than the other

models in the A vs.B, A vs.D, and B vs. D datasets, and the size of

the EEG segment length of the proposed model is far less than the

ones of the EEG epoch for the other models. From the comparative

analysis of the above research results, it can be observed that the

proposed model has a better performance and generalization than

the most advanced existing models.

Second, there are also many researchers considering 11

combinations of three-class subsets to verify the performance

evaluation based on an EEG. The recognition rate of the proposed

model was compared and analyzed with the existing advanced

detection model, as shown in Table 8.

The detection rates of the proposed model are all higher than

those of the novel recognition models from the three categories

in Abbasi et al. (2019), Zhao et al. (2020), and Qiu et al. (2023).

Again, the recognition rate of the proposed model in the C vs. D

vs. E datasets is better than that of the detection model in Türk and

Özerdem (2019). Although the performance of the proposed model

is slightly lower than that of Türk’s detectionmodel in theA vs. B vs.

C,A vs. B vs.D,A vs. B vs. E,A vs.C vs.D, and B vs. C vs.D datasets,

the length of the inputted EEG data of 1 s is much shorter than

that of Türk’s detection model. From the comparison results, the

proposed model is better than that of the known advanced models.
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TABLE 3 The performance of the proposed model for two-class classification with 10-fold cross-validation.

Group Class Accuracy Precision Recall F1-score

Normal vs. normal A vs. B 91.41% 91.56% 91.41% 91.40%

Normal vs. preictal A vs. C 98.35% 98.36% 98.35% 98.35%

A vs. D 98.65% 98.66% 98.65% 98.65%

B vs. C 99.50% 99.50% 99.50% 99.50%

B vs. D 99.78% 99.78% 99.78% 99.78%

AB vs. CD 98.93% 98.94% 98.93% 98.93%

Normal vs. ictal A vs. E 99.96% 99.96% 99.96% 99.96%

B vs. E 99.96% 99.96% 99.96% 99.96%

AB vs. E 99.90% 99.90% 99.90% 99.90%

Normal vs. preictal and ictal AB vs. CDE 99.09% 99.09% 99.09% 99.09%

Preictal vs. preictal C vs. D 84.63% 85.08% 84.63% 84.57%

Preictal vs. ictal C vs. E 99.78% 99.78% 99.78% 99.78%

D vs.E 99.54% 99.55% 99.54% 99.54%

CD vs. E 99.70% 99.70% 99.70% 99.70%

Non-ictal vs. ictal AC vs. E 99.83% 99.83% 99.83% 99.83%

AD vs. E 99.65% 99.65% 99.65% 99.65%

BC vs. E 99.84% 99.84% 99.84% 99.84%

BD vs. E 99.59% 99.60% 99.59% 99.59%

ABC vs. E 99.88% 99.88% 99.88% 99.88%

ACD vs. E 99.74% 99.74% 99.74% 99.74%

ABD vs. E 99.67% 99.67% 99.67% 99.67%

BCD vs. E 99.72% 99.72% 99.72% 99.72%

ABCD vs. E 99.77% 99.77% 99.77% 99.77%

TABLE 4 The performance of the proposed model for three-class classification with 10-fold cross-validation.

Group Class Accuracy Precision Recall F1-score

Normal vs. preictal vs. ictal A vs. C vs. E 98.64% 98.66% 98.64% 98.64%

A vs. D vs. E 98.77% 98.78% 98.77% 98.77%

B vs. C vs. E 99.42% 99.42% 99.42% 99.42%

B vs. D vs. E 98.97% 98.99% 98.97% 98.97%

AB vs. CD vs. E 98.71% 98.72% 98.71% 98.71%

Normal vs. normal vs. preictal A vs. B vs. C 92.98% 93.30% 92.98% 93.02%

A vs. B vs. D 93.39% 93.57% 93.39% 93.41%

Normal vs. normal vs. ictal A vs. B vs. E 94.17% 94.31% 94.17% 94.18%

Normal vs. preictal vs. preictal A vs. C vs. D 87.75% 87.72% 87.75% 87.67%

B vs. C vs. D 89.53% 89.67% 89.53% 89.52%

Preictal vs. preictal vs. ictal C vs. D vs. E 89.74% 89.94% 89.74% 89.75%

Third, some scholars have also studied five different

combinations of four-class subsets to verify the performance

of the detection model. Similarly, the performance of the proposed

model is further analyzed and compared with existing advanced

models, as shown in Table 9.

Compared with the detection results in a previous study

on four-class classifications (Türk and Özerdem, 2019), the

recognition rates of the proposed model are not only slightly higher

than those of the previous study for the A vs. C vs.D vs. E and B vs.

C vs.D vs. E datasets but are also obtained through the significantly
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TABLE 5 The performance of the proposed model for four-class classification with 10-fold cross-validation.

Group Class Accuracy Precision Recall F1-score

Normal vs. normal vs. preictal vs. preictal A vs. B vs. C vs. D 86.16% 86.56% 86.16% 86.16%

Normal vs. normal vs. preictal vs. ictal A vs. B vs. C vs. E 94.45% 94.68% 94.45% 94.47%

A vs. B vs. D vs. E 94.70% 94.83% 94.70% 94.71%

Normal vs. preictal vs. preictal vs. ictal A vs. C vs. D vs. E 90.86% 90.98% 90.86% 90.84%

B vs. C vs. D vs. E 91.74% 91.93% 91.74% 91.74%

TABLE 6 The performance of the proposed model for five-class classification with 10-fold cross-validation.

Group Class Accuracy Precision Recall F1-score

Normal vs. normal vs. preictal
vs. preictal vs. ictal

A vs. B vs. C vs. D vs. E 88.34% 88.69% 88.34% 88.32%

TABLE 7 Comparison of the performances between the proposed model and existing models on two-class classifications using the same EEG datasets.

Dataset combination Methods/segment(s) State of the art Acc (%) Our acc (%)

A vs. B CNN + scalogram /23.6 s Türk and Özerdem, 2019 95.50% 91.41%

A vs. C LSTM and SVM/1.12 s Abbasi et al., 2019 97.78% 98.35%

A vs. D 1D-LBPall and BayesNet/0.56 s Kaya et al., 2014 99.50% 98.65%

B vs. C CNN + scalogram /23.6 s Türk and Özerdem, 2019 99.00% 99.50%

B vs. D Epileptic-Net /7.87 s Islam et al., 2022 100.00% 99.78%

AB vs. CD LS-SVM/2 s Sharma et al., 2017 92.50% 98.93%

A vs. E 1D - CNN/1 s Zhao et al., 2020 99.52% 99.96%

B vs. E 1D - CNN/1 s Zhao et al., 2020 99.11% 99.96%

AB vs. E 1D - CNN/1 s Zhao et al., 2020 99.38% 99.90%

AB vs. CDE 1D-LBPall and BayesNet/0.56 s Kaya et al., 2014 93.00% 99.09%

C vs. D CNN + scalogram /23.6 s Türk and Özerdem, 2019 80.00% 84.63%

C vs. E 1D - CNN/1 s Zhao et al., 2020 99.02% 99.78%

D vs. E 1D - CNN/1 s Zhao et al., 2020 97.63% 99.54%

CD vs. E 1D - CNN/1 s Zhao et al., 2020 98.03% 99.70%

AC vs. E 1D - CNN/1 s Zhao et al., 2020 99.03% 99.83%

AD vs. E 1D - CNN /1 s Zhao et al., 2020 98.85% 99.65%

BC vs. E 1D - CNN /1 s Zhao et al., 2020 98.68% 99.84%

BD vs. E 1D - CNN /1 s Zhao et al., 2020 97.83% 99.59%

ABC vs. E 1D - CNN /1 s Zhao et al., 2020 98.89% 99.88%

ACD vs. E DWT and kNN /23.6s Kumar et al., 2012 95.00% 99.74%

ABD vs. E 1D - CNN /1 s Zhao et al., 2020 98.56% 99.67%

BCD vs. E 1D - CNN /1 s Zhao et al., 2020 98.36% 99.72%

ABCD vs. E 1D - CNN/1 s Zhao et al., 2020 98.76% 99.77%

shorter duration of EEG detection than that of the previous study,

with 23.6s. Although the recognition rate of the MFO-optimized

1D-CNN model on the A vs. B vs. C vs. D, A vs. B vs. C vs. E, and

A vs. B vs. D vs. E datasets is lower than that of the Epileptic-Net

model in the study by Islam et al. (2022), the length of the inputted

EEG with 1 s is considerably lower than that of the Epileptic-Net

model. In a comprehensive comparison, the proposed model still

has advantages with four-class classifications.

Finally, there are relatively few scholars studying the five-

class classification because of the difficulty in detecting the five-

class EEG. When analyzed and compared with existing advanced

models, there is only 1 combination of five-class subsets to verify

the performance of the proposed model, as shown in Table 10.

For the detection results of five categories, a hybrid 1D-

CNN and LSTM model is proposed in the study by Xu et al.

(2020), and its recognition rate for the A vs. B vs. C vs. D
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TABLE 8 Comparison of the performances between the proposed model and existing models on three-class classifications using the same EEG datasets.

Dataset combination Methods/segment(s) State of the art Acc (%) Our acc (%)

A vs. C vs. E LSTM and SVM/1.12 s Abbasi et al., 2019 94.81% 98.64%

A vs. D vs. E 1D - CNN/1 s Zhao et al., 2020 97.04% 98.77%

B vs. C vs. E 1D - CNN /1 s Zhao et al., 2020 97.91% 99.42%

B vs. D vs. E 1D - CNN/1 s Zhao et al., 2020 98.06% 98.97%

AB vs. CD vs. E ResNet-LSTM/1 s Qiu et al., 2023 98.17% 98.71%

A vs. B vs. C CNN + scalogram /23.6 s Türk and Özerdem, 2019 95.00% 92.98%

A vs. B vs. D CNN + scalogram /23.6 s Türk and Özerdem, 2019 96.67% 93.39%

A vs. B vs. E CNN + scalogram /23.6 s Türk and Özerdem, 2019 95.67% 94.17%

A vs. C vs. D CNN + scalogram /23.6 s Türk and Özerdem, 2019 88.00% 87.75%

B vs. C vs. D CNN + scalogram /23.6 s Türk and Özerdem, 2019 91.33% 89.53%

C vs. D vs. E CNN + scalogram /23.6 s Türk and Özerdem, 2019 89.00% 89.94%

TABLE 9 Comparison of the performances between the proposed model and existing models on four-class classifications using the same EEG datasets.

Dataset combination Methods/segment(s) State-of-the-art Acc (%) Our acc (%)

A vs. B vs. C vs. D Epileptic-Net/7.87 s Islam et al., 2022 99.91% 86.16%

A vs. B vs. C vs. E Epileptic-Net/7.87 s Islam et al., 2022 100.00% 94.45%

A vs. B vs. D vs. E Epileptic-Net/7.87 s Islam et al., 2022 100.00% 94.70%

A vs. C vs. D vs. E CNN + scalogram /23.6 s Türk and Özerdem, 2019 90.50% 90.86%

B vs. C vs. D vs. E CNN + scalogram /23.6 s Türk and Özerdem, 2019 91.50% 91.74%

TABLE 10 Comparison of the performances between the proposed model and existing models on five-class classifications using the same EEG datasets.

Dataset combination Methods/segment(s) State-of-the-art Acc (%) Our acc (%)

A vs. B vs.C vs. D vs.E 1D - CNN-LSTM/1 s Xu et al., 2020 82.00% 88.34%

A vs. B vs. C vs. D vs. E 1D - CNN/1 s Zhao et al., 2020 93.55% 88.34%

vs. E datasets is lower than that of the proposed model. The

best recognition rate is 93.55% using the 8 optimized models by

configuring network parameters manually, the detection rate of

which is higher than that of the proposed model in the study by

Zhao et al. (2020). Then, considering that configuring the network

model requires appropriate professional knowledge and involves

tedious processes, the MFO-1D-CNN model has advantages

in the two-class, three-class, four-class, and five-class EEG

classification problems.

Based on the above analysis, the proposed method can

achieve better detection results within 500 iterations. This model

is suitable for the 40 different two-class, three-class, four-

class, and five-class classifications and has good generalization

ability. The MFO-optimized 1D-CNN model not only extends

the adaptive adaptability of the model to an EEG but also

significantly improves the detection ability of epileptic seizure.

Despite achieving good results in epileptic seizure detection, the

model still has some shortcomings. First, the proposed model

requires a large amount of EEGs. Second, this study does not

fully consider the ability to optimize MFO in the optimization

process. Finally, the proposed model needs to further reduce the

number of neural network layers and neurons to reduce complexity

and improve the epileptic seizure detection capability of the

MFO-1 D-CNNmodel.

5 Conclusion

This study proposes an automatic epileptic seizure detection

model based on 1D-CNN optimized by MFO. The novelty lies in

its ability to automatically search for the optimal combination of

CNN hyperparameters based on MFO, without manually adjusting

the network structure and hyperparameters. This can further

improve the effectiveness of the epileptic seizure detection model.

The performance of the proposed model in detecting an EEG

is experimentally validated with the highest accuracy of 99.96,

99.42, 94.70, and 88.34% in two-class, three-class, four-class, and

five-class detection tasks, respectively. In particular, MFO-1D-

CNN significantly reduces the time required to detect epileptic

seizures. Compared with advanced optimization algorithms such

as PSO, GA, and GWO, the proposed model has certain benefits

in terms of detection rate and time efficiency. At present, the

proposed model is mainly used for the detection of single-channel
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EEGs. In the future, its ability to predict epileptic seizures will

be investigated, and it may be implanted into epileptic seizure

detection systems in clinical applications to achieve prediction

using EEGs.
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