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Introduction: Traditional visual Brain-Computer Interfaces (v-BCIs) usually use 
large-size stimuli to attract more attention from users and then elicit more distinct 
and robust EEG responses, which would cause visual fatigue and limit the length 
of use of the system. On the contrary, small-size stimuli always need multiple 
and repeated stimulus to code more instructions and increase separability among 
each code. These common v-BCIs paradigms can cause problems such as 
redundant coding, long calibration time, and visual fatigue.

Methods: To address these problems, this study presented a novel v-BCI 
paradigm using weak and small number of stimuli, and realized a nine-instruction 
v-BCI system that controlled by only three tiny stimuli. Each of these stimuli 
were located between instructions, occupied area with eccentricities subtended 
0.4°, and flashed in the row-column paradigm. The weak stimuli around each 
instruction would evoke specific evoked related potentials (ERPs), and a template-
matching method based on discriminative spatial pattern (DSP) was employed to 
recognize these ERPs containing the intention of users. Nine subjects participated 
in the offline and online experiments using this novel paradigm. 

Results: The average accuracy of the offline experiment was 93.46% and the 
online average information transfer rate (ITR) was 120.95 bits/min. Notably, the 
highest online ITR achieved 177.5 bits/min.

Discussion: These results demonstrate the feasibility of using a weak and small 
number of stimuli to implement a friendly v-BCI. Furthermore, the proposed novel 
paradigm achieved higher ITR than traditional ones using ERPs as the controlled 
signal, which showed its superior performance and may have great potential of 
being widely used in various fields.
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1. Introduction

Brain-Computer Interfaces (BCIs), which provide a new 
communication pathway between humans and the outside world, 
and received great attention in recent years (Lebedev and Nicolelis, 
2006; Wolpaw, 2014). Among the various BCIs, the 
electroencephalogram (EEG) based BCI has become a popular 
solution in BCI research, which is considered non-invasiveness, 
low-cost, and more convenient to set up (Xu et al., 2013; Chen 
et  al., 2015). Notably, visual BCIs (v-BCIs) can achieve higher 
information transfer rate (ITR) than other EEG-BCIs, due to the 
high signal-noise rate (SNR) of visual evoked potentials (VEPs) 
(Nakanishi et al., 2017). However, although the current v-BCI has 
achieved superior performance (Han et  al., 2023), it is always 
applied in a laboratory environment. The weak friendliness of 
human-computer interaction is an important reason, which limits 
BCIs’ daily use in real life (Miao et al., 2020). For most traditional 
v-BCIs, the stimulus blocks and instructions are spatially 
overlapping. Therefore, they commonly need users to stare at the 
irritating flash stimulus to output commands, which inevitably 
brings out visual fatigue for users (Chen et al., 2015). In addition, 
most traditional v-BCIs commonly used large-size or a relatively 
large numbers of visual stimuli to attract users’ attention and elicit 
distinct EEG features (Xu et  al., 2018), which further brings a 
strong burden on users.

Recently, lateralized visual stimuli away from the central field 
of view has gained considerable interest in BCI studies because of 
the theory of retinotopic mapping (Yoshimura et al., 2011; Chen 
et  al., 2017). According to retina-cortical mapping, the spatial 
pattern of VEPs is closely related to the position of visual stimuli in 
the visual field (Wurtz and Kandel, 2000). That is, there is a spatial 
mapping relation between the position of visual stimuli and the 
gaze position. Therefore, retina-cortical-based BCIs always arrange 
lateralized visual stimuli spatially separated from instructions, 
which no longer request subjects to stare at the irritating flash 
stimulus and therefore reduce the visual burden on the users. 
However, stimuli away from instructions may evoke EEG responses 
with lower SNR and discriminability. To address this problem, 
current retina-cortical-based BCIs commonly increase the size or 
number of visual stimuli, which brings out visual burden on users. 
For instance, in 2018, Chen accomplished a four-instructions 
speller that identified by a single motion stimulus (Chen et  al., 
2018). The instructions were fixed around a vertical bar (6 0 32°× °.

), which appeared from left border of the central square and moved 
rightward. However, the size of the sliding stimuli had eccentricity 
with 6ϒ, even larger than the 4 4°× °  of the stimulation block in 
traditional v-BCIs (Chen et  al., 2015). In the same year, 
we developed a 32-command BCI system using very small lateral 
visual stimuli, and each stimuli only subtended 0 4. ϒ of the visual 
angle (Xu et al., 2018). The results of this study firstly demonstrated 
that the weak spatial evoked related potentials (ERPs) induced by 
small visual stimuli were also detectable for BCIs. For each 
command in this study, there was a set of left and right lateral visual 
stimuli flicking in different time sequences. That means two stimuli 
were used to code one command, which increased coding time and 
experimentation time. In 2021, we further designed a 16-command 
ERP-BCI with only one small visual stimulus. In this study, the 

spatial ERPs induced by a small visual stimulus was highly related 
to the distances and directions between the stimulus and the 16 
gazed positions (Zhou et  al., 2021). Inspired by these results, 
we believe that there is huge potential to design user-friendly and 
multi-instructions ERP-BCIs using tiny lateralized ERPs.

In this study, we designed a novel 3 3×  ERP-BCI paradigm using 
small and lateralized visual stimuli, and the weak stimuli located 
between instruction rows/columns flashed in a row-column 
paradigm. Each of the stimuli had a small size with 0.4° of visual 
angle. Meanwhile, this paradigm used only three visual stimuli to 
code nine instructions, which reduced intensity of single-round 
stimulation. Furthermore, we  conducted offline and online 
experiments with this novel paradigm, and used a template-matching 
method to recognize weak ERPs.

2. Method and materials

2.1. Participants

Nine healthy volunteers from Tianjin University (five males and 
four females, aged from 20 to 25 years) with normal or corrected-to-
normal vision participated in the offline and online experiments. 
They had read and signed informed consents which were approved 
by the Research Ethics Committee of Tianjin University before 
the experiment.

2.2. Experimental procedure

Before the experiment, subjects were seated 70 centimeters in 
front of the screen and they were told to try their best to avoid 
behavior such as blinking and body shaking during the experiment. 
The paradigm was presented on a 24-inch LCD computer monitor 
with a 1920 × 1080-pixel resolution and a 120 Hz refresh rate. During 
the experiment, the subjects were told only need to stare at the 
instruction rather than flickering stimuli, and their eyes were always 
at the same height as the center of the paradigm.

Four stimulus patterns of the offline experimental procedure 
are shown in the top panel of Figure 1. A 3 × 3 (each with a visual 
field of 1.64°× 1.64°) character matrix was presented in the center 
of the screen. Three small visual stimuli which only subtended 0.4ϒ 
of visual angle were located between instruction rows/columns and 
flashed in the row-column paradigm in the order of four stimulus 
patterns. Each of four kinds of stimulus patterns were composed 
of three stimuli, and were tagged with S1, S2, S3, and S4, 
respectively. These four patterns divided the character matrix into 
four areas (upper, lower, left and right) in the paradigm. The 
flowchart of the offline experiment is shown in the bottom panel 
of Figure 1. In this experiment, one session was divided into the 
stage of cue and the stage of flicker. Cueing duration lasted 500 ms 
for subjects to shift their point of view, subjects were told to stare 
at the characters cued with a specific symbol ‘∇’. Flashing process 
consisted of 5 trials in offline experiment. Each trial consisted of 4 
specific stimulus patterns which corresponded with the stimulus 
shown in the top panel of Figure 1. The stimulus onset asynchrony 
(SOA) between two consecutive stimulation was fixed at 100 ms, 
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including 30 ms presentation of stimulation and 70 ms blank 
without stimulus. Thus, one trial lasted 400 ms that consisted of 
four stimuli, and the process of flashing lasted 2 s that consisted of 
5 trials. In addition, the inter-session interval was fixed at 1 s, 
which allowed subjects’ activities such as blinking and avoided 
interference between each session.

In the offline experiment, data of 30 sessions were collected for 
each instruction which led to an experimental duration of 30 min 
for each subject. Subjects were told to take a short break to reduce 
visual fatigue between consecutive sessions. After the offline 
experiment, an online spelling task of randomly spelling nine 
characters twice was conducted to further evaluate the performance 
of the proposed ERP-BCI. All subjects were asked to make opinions 
on the comfort level of the proposed paradigm after completing 
character spelling.

2.3. Signal recording and pre-processing

In this study, the EEG data was recorded by the Neuroscan 
Synamps2 system with 64 electrodes. One referenced electrode was in 
the central area near Cz and one ground electrode was on the frontal 
lobe. The sampling rate of the system was set to 1,000 Hz and a 50 Hz 
notch filter was applied during the EEG acquisition. In the 
pre-processing, the EEG was firstly re-referenced to the average value 
of left and right mastoids M1, M2, and then filtered at 1–15 Hz by 
Chebyshev II filters. To make the data easy to calculate and store, the 
filtered EEG was down sampled at 500 Hz. This study used MetaBCI 
for realizing real-time high-speed data retrieving, data offline/online 
processing and output feedback. MetaBCI is a one-stop software for 
the construction of BCIs which was proposed as the first open-source 
software for BCIs in China.1

1 https://github.com/TBC-TJU/MetaBCI

2.4. Classify algorithm of 
character-by-character recognition

It has been demonstrated that Discriminative Spatial Pattern 
(DSP) could effectively identify the spatial feature of EEG evoked by 
very small stimuli (Xu et al., 2018; Zhou et al., 2021). Thus, this study 
used DSP for extracting and recognizing EEG features, which 
consisted of two major parts: (1) the construction of DSPs and (2) 
pattern matching. It is well known that DSP finds a projection matrix 
W, which extracts the spatial features and removes the common noise 
from EEG (Duda et  al., 2001). The projection matrix W can 
be obtained by maximizing the Fisher’s linear discriminant criterion 
as follows (Duda and Hart, 2006):
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where SB  indicates between-class scatter matrix and SW  
indicates within-class scatter matrix (Liao et  al., 2007). In the 
proposed paradigm, distinguishable neural response patterns 
could be elicited when gazing at each of nine instructions in each 
stimulus pattern. In other words, nine instructions could 
be  recognized in each of four stimulus patterns. Therefore, 
we calculated projection matrix W R i KK

i N NC C∈ = … = …( )×
1 4 1 9,   

of each stimulus patterns and then obtained training template 
C T

i N N
KX R ×∈ after filtering of noise removal, where WK

i  indicates 
the projection matrix of instruction K from stimulus pattern i and 

i
KX  is the average of training samples from the stimulus pattern 

i and instruction K, NC  is the number of channels and NT  is the 
number of time points.

In pattern matching, test sample Y RN NC T∈ ×  can be divided into 
four segments Yi according to the time windows of four stimulus 
patterns. Each segment data can be template-matched according to its 
stimulus pattern, then the decision value of specific characters ρK can 
be calculated by the W XK

i T
K

i


 and Y Wi K
i  as follows:

FIGURE 1

Stimulus patterns (top) and flowchart of experiment (bottom).
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And the predicted instruction of Y  is:

 { }max , 1,2,..,9Kk Kρ= =

  (3)

2.5. Information transfer rate

To further evaluate the performance of the proposed system, this 
study investigated the Information Transfer Rate (Wolpaw et  al., 
2000), which is defined as

 
( )2 2 2
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1

PITR N P P P
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where N  is the total number of system commands, P is the 
accuracy of target identification and T is the consuming time for each 
command outputting, which includes 500 ms for the subjects to shift 
their focus additionally.

3. Results and analysis

3.1. Analysis of ERPs with spatial specificity 
in the novel paradigm

Previous studies indicated that spatial features of ERPs commonly 
appeared at 100–200 ms after the presentation of stimuli (Chen et al., 
2018; Xu et al., 2018; Zhou et al., 2021). For one trial arranged in this 
paradigm, various stimuli presented at 0 ms, 100 ms, 200 ms, and 
300 ms corresponding to four stimulus patterns S1, S2, S3, and S4 
individually (Figure  1). Thus, timing windows of ERP responses, 

respectively, concentrated in 100–200 ms, 200–300 ms, 300–400 ms, 
and 400–500 ms corresponding to each of four stimulus patterns in 
one trial. In Figure 2, code ‘E’ among all characters was firstly chosen 
for analysis as its position which has an equal visual angle from all 
stimulus patterns. We  first investigated waveforms and typical 
topographies for code ‘E’ during 0–500 ms after the presentation of 
visual stimuli across nine subjects. ERP features at electrodes of PO7 
and PO8 were analyzed because of their stronger and more typical 
spatial responses than other electrodes (Chen et al., 2018). As shown 
in Figure 2, ERP responses reached the first wave crest around 120 ms 
that evoked by S1. Meanwhile, most signals in the central occipital 
region presented a positive amplitude in the topography at that 
moment, which is generally acknowledged as the responses evoked by 
stimulus located above the line of sight. Subsequently, during 
200–300 ms, potentials showed a negative variation, and obvious 
negative waves could be observed near 230 ms. Most signals in the 
central occipital region presented a negative amplitude in the 
topography at that moment. The polarities of most electrodes were 
observed inverted from 100–200  ms to 200–300 ms, which 
corresponded to ERP responses for S1 and S2, respectively. Then 
during 300–400 ms, ERP responses were concentrated in the right 
hemisphere of the brain in the view of the topography and the 
waveform at PO8. A laterally symmetric response could be found 
during 400–500 ms after S4, which were concentrated in the left 
hemisphere of the brain. The ERP responses with spatial specificity 
appeared after S3 and S4 showed contralateral maximal responses 
when the stimuli were located on the left of the visual field (stimulus 
pattern 3) and right of the visual field (stimulus pattern 4).

Furthermore, Figure  3 showed average waveforms across all 
subjects when gazing at each of nine instructions. For a clear 
presentation of results, the location of subgraphs in Figure 3 referenced 
the real position of the instruction in the character matrix in 
paradigm. It could be observed that the spatial features of ERPs at PO7 
and PO8 were similar when the subjects noted the specific characters 
in the same time window of S1 and S2. For characters A, B and C in 
the top row, stimuli were presented below the instruction in pattern 
of S1, and spatial responses concentrated during 100–200 ms after the 

FIGURE 2

Spatial response of character E in one trial, which contains four stimulus patterns S1, S2, S3, and S4. Four colors represent timing windows of spatial 
responses for four stimulus patterns.

https://doi.org/10.3389/fnins.2023.1178283
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org


Xiao et al. 10.3389/fnins.2023.1178283

Frontiers in Neuroscience 05 frontiersin.org

presentation of visual stimuli, meanwhile, electrodes of PO7 and PO8 
showed negative potentials and peaked around 170 ms. For characters 
D, E, F, G, H, and I  in the middle and bottom row, stimuli were 
presented above the instruction in pattern of S1, the polarities of PO7 
and PO8 were observed inverted in the same time window. These 
results were highly related to the position between instructions and 
visual stimuli. For stimulus pattern 1, visual stimuli divided the 
character matrix into upper and lower parts. Thus, visual stimuli were 
commonly located in the upper or lower visual field, which resulted 
in polarity-inverted when subjects gazed at some characters. Similarly, 
visual stimuli of stimulus pattern 2 also divided the character matrix 
into upper and lower parts. For responses of S2 during 200–300 ms, 
characters A, B, C, D, E and F in the top and middle row had similar 
waveform variation, which was different from characters G, H and 
I. For stimulus patterns 3 and 4 (EEG responses during 300–400 ms 
and 400–500 ms), visual stimuli divided the character matrix into left 
and right parts. Thus, visual stimuli were commonly located in the left 
or right visual field, which resulted in the lateralization spatial 
responses of the brain.

In order to indicate the characteristic of spatial responses for all 
instructions under four stimulus patterns, we further explored the brain 

topographies elicited by four stimulus patterns. Figure 4 showed the 
spatial responses at 120 ms and 170 ms after the stimulation of each 
stimulus pattern, because Figure 3 showed that the responses of those 
moments had stronger responses after one stimulation. For stimulus 
patterns 1 and 2, visual stimuli divided the character matrix into upper 
and lower parts, and the amplitude of most electrodes in the occipital 
region was reversed in polarity when subjects gazed at corresponding 
parts. The phenomenon was more significant at 120 ms but weak at 
170 ms after the presentation of stimulation. For stimulus patterns 3 and 
4, the visual stimuli divided instructions into left and right parts. When 
visual stimuli were presented to the left or right sides of instructions, 
maximum responses were elicited in the contralateral hemisphere, 
which could be  found at both 120 ms and 170 ms. At 120 ms, most 
electrodes of the occipital region performed lateralization of positive 
potentials, while at 170 ms, they performed negative potentials.

In addition, characters with similar positions around stimuli 
showed similar spatial responses. This was consistent with the 
performance of average waveforms shown in Figure 3. For example, 
in stimulus pattern 1 and stimulus pattern 2, which divided 
instructions into upper and lower parts, instructions D, E, and F 
performed similar spatial responses, as were located on the upper 

A B C

D E F

G H I

FIGURE 3

Average waveforms from electrodes of PO7 and PO8 when subjects gazed at nine instructions. Subfigures (A–I) correspond to real characters (A–I) 
respectively.
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(lower) side of the visual stimulus at the same time. While in stimulus 
pattern 3 and stimulus pattern 4, which divided instructions into left 
and right parts, characters B, E, and H showed similar spatial 
responses. In addition, it could be observed that the strength of spatial 
responses decreased with increasing distance between instructions 
and visual stimuli as shown in Figure 4.

Our analysis indicated that when gazing at different characters, 
ERPs with different spatial specificity could be evoked by four stimulus 
patterns which were composed of three tiny stimuli. Meanwhile, the 
characteristic of spatial response was mainly concentrated in the 
parietal and occipital region, which provided basic reference to 
electrode selection.

3.2. Classification results for different 
stimulus patterns

Based on the results of feature analysis in section 3.1, 21 electrodes 
(P1, P3, P5, P7, Pz, P2, P4, P6, P8, PO3, PO5, PO7, POz, PO4, PO6, 
PO8, O1, Oz, O2, CB1, CB2) in parietal and occipital region were 
selected for target identification. Figure 5 indicated the classification 
results for each of four stimulus patterns based on DSPs. The 
horizontal coordinate represents the repetition times of trials utilized 
in pattern matching. The nine-character classification accuracy 
increased with the repetition times for all stimulus patterns. 
Specifically, as shown in Figure 5A, the average accuracy of stimulus 
pattern 1 was 29.63%, 61.07%, 72.39%, 78.60%, 82.18% for 1 to 5 
repetitions, respectively. The highest individual accuracy achieved 
96.67% for Sub5 at 5 repetitions. In Figure 5B, the average accuracy of 
stimulus pattern 2, respectively, achieved 51.56%, 70.53%, 76.54%, 

80.49%, 83.25% for 1 to 5 repetitions with the highest individual 
accuracy of 95.19% for Sub7 at 5 repetitions. For Figures 5C,D, the 
average accuracy performed higher than the accuracy in Figures 5A,B, 
which achieved 89.42 and 84.49% after 5 repetitions, respectively. 
Overall, grand-accuracy of all stimulus patterns for 1 to 5 repetitions 
were higher than 11.11% (random level), which further demonstrated 
the divisibility of 9 characters in each of stimulus patterns.

3.3. Classification results for target 
identification in the novel paradigm

In pattern matching for target identification of nine-character 
matrix, classification results of four stimulus patterns in section 3.2 
were employed to joint determine the specific instruction. During 
the process of target character identification, we  constructed 
templates and spatial filters from training set for each of nine 
characters under each condition of four stimulus patterns, then 
used pattern matching to calculate the correlation between the 
template and test sample after spatial filtering, and lastly confirm 
the target character based on formula (2) and (3). Figure 6A showed 
the classification accuracies of all subjects in the offline experiment. 
The horizontal coordinate represents the repetition times of trials 
employed in classification, which corresponds to stimulus durations 
of 0.4 s, 0.8 s, 1.2 s, 1.6 s, and 2 s, respectively. It could be observed 
that the character accuracies increased with the repetition times, 
the average classification accuracies across nine participants were 
72.06%, 84.98%, 88.77%, 91.97%, and 93.46% for 1 (0.4 s stimulation 
duration) to 5 (2 s stimulation duration) repetition times. Most 
subjects performed well with accuracies between 60% and 100%, 

A

B

FIGURE 4

Spatial responses at 120 ms and 170 ms after stimulation of each stimulus patterns. Nine topographies correspond to nine instructions, and the red 
circles correspond to the stimulation locations. (A) Spatial responses at 120 ms. (B) Spatial responses at 170 ms.
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subject 5 reached the highest classification accuracy among all 
subjects of 83.7%, 95.19%, 97.78%, 98.89%, and 99.26% for 1 to 5 
repetition times. Seven of nine subjects could achieve accuracy over 
90% and four subjects achieved accuracy over 95%. Figure  6B 
showed offline character ITR for all subjects. The consuming time 
for each command outputting was composed of cue (0.5 s) and 
stimulus duration corresponding to repetition times. The average 
ITRs across nine subjects were 100.39 bits/min, 99.12 bits/min, 
83.31 bits/min, 73.11 bits/min, and 63.65 bits/min for 1 to 5 
repetition times. Among all subjects, the maximal ITR achieved 
135.97 bit/min for Sub5 for 1 repetition time. Notably, ITRs of four 
subjects out of nine achieved over 120 bits/min, which suggested 
the proposed v-BCI has the potential for high online performance.

To further evaluate the feasible of the proposed v-BCI, an online 
task of randomly spelling all characters was set up. For each subject, 
online repetition times were firstly determined according to the highest 
ITRs in the offline experiments. Then online test of randomly spelling 
all instructions twice was notified to each subject. Table 1 showed the 
performance of online test. It can be  illustrated that all subjects 
performed 1–2 repeated trials for one character selection. The average 
online ITR could achieve 120.95 bits/min, meanwhile, the highest ITR 
was 177.5 bits/min (Sub5) and the lowest ITR was 69.28 bits/min 
(Sub4) in the experiment. The online results were similar to that of the 
offline experiment. ITRs of five of nine subjects achieved over 100 bits/
min in the online test and all of the subjects achieved over 60 bits/min, 
which demonstrated the feasible of proposed v-BCI. These results 
demonstrated that this novel paradigm using small and few stimuli has 
the potential to achieve high performance BCI.

3.4. Fatigue level of subjects

Notably, we asked subjects for their opinions on the comfort level 
of the proposed paradigm. All of them considered the v-BCI 
performed friendly both in interaction comfort and performance. 
Table 2 showed the fatigue level (score: 1–5) by all subjects with an 
average score of 1.89. The highest fatigue score was 4 (Sub5) while the 
lowest score was 1 (Sub3, Sub4, and Sub6). These results demonstrated 
that the proposed paradigm has a friendly interaction mode. 
Compared with traditional v-BCI, the stimulus presented in our study 
was more natural for subjects to use, which made it possible to use out 
of the laboratory environment.

4. Discussion

Traditional v-BCIs such as P300-spellers (Farwell and Donchin, 
1988; Jin et al., 2011) and SSVEP-BCIs (Speller, 2015; Jiao et al., 2018) 
have achieved high ITR performance in previous studies. However, 
the unfriendly interactive mode of strong and complicated stimuli 
hinders their practical usage in real life. To address this problem, our 
study proposed a novel v-BCI which only used three weak stimuli to 
accomplish nine instructions controlling. The average classification 
accuracy and ITR in the online spelling test achieved 84.56% and 
120.95 bits/min across nine subjects, which suggested the proposed 
paradigm was a candidate for friendly v-BCI. From the perspective 
of practical application of the v-BCI, this study still exists something 
for improving the performance of the system.

A B

C D

FIGURE 5

Classification accuracy across all subjects of four stimulus patterns. (A) classification accuracy of stimulus pattern 1. (B) classification accuracy of 
stimulus pattern 2. (C) classification accuracy of stimulus pattern 3. (D) classification accuracy of stimulus pattern 4.
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On the one hand, paradigm designing was novel and effective, 
which could be  further optimized in future studies. We  have 
demonstrated the feasibility of character identification in each stimulus 
pattern and then employed these results for joint decisions. 
We  investigated the performance for four stimulus patterns at 5 
repetitions in Figure 5 and performed one-way repeated measures 
ANOVAs on classification accuracies among four stimulus patterns. As 
shown in Figure 7, the results manifested that there was a significant 
difference in character accuracy among different stimulus patterns (F 

(3, 24) =13.52, p < 0.0001). The accuracy of S3 was significantly higher 
than S1 (p < 0.0001), S2 (p < 0.001), and S4 (p < 0.01), meanwhile, 
among S1, S2, and S4, there was no significance of classification 
accuracy. According to these results, we could consider the superiority 
of stimulus pattern 3 in paradigm designing. Moreover, although there 
was no significance between S4 and the other patterns, the accuracy of 
it was still higher than S1 and S2. This may be  attributed to the 
difference between left and right hemispheres of the brain is higher 
than that between upper and lower hemispheres (Zhou et al., 2021).

On the other hand, the classification method aimed at this 
paradigm achieved high performance in online spelling. However, 
this method still has limitations when applied in complex 
environments. Specifically, when the number of system instructions 
becomes larger, the decoding strategy for each character in every 
situation has low efficiency because of constructing more templates 
and spatial filters. Thus, decreasing the number of decoding 
templates becomes significant. For this paradigm using 
characteristic of spatial features, the relative position and distance 

A

B

FIGURE 6

Performance for all subjects in offline experiment. (A) Character 
accuracy across all subjects. (B) ITR across all subjects.

TABLE 1 Performance of online spelling.

Repetition 
times

Accuracy % ITR bits/min

Sub1 2 (0.5 + 0.8 s) 83.33 92.41

Sub2 2 (0.5 + 0.8 s) 83.33 92.41

Sub3 2 (0.5 + 0.8 s) 94.44 122.88

Sub4 1 (0.5 + 0.4 s) 61.11 69.28

Sub5 1 (0.5 + 0.4 s) 94.44 177.5

Sub6 2 (0.5 + 0.8 s) 100 146.3

Sub7 1 (0.5 + 0.4 s) 88.89 156

Sub8 2 (0.5 + 0.8 s) 83.33 133.48

Sub9 1 (0.5 + 0.4 s) 72.22 98.29

Ave – 84.56 120.95

Std – 12.04 35.43

TABLE 2 Fatigue level of the proposed paradigm.

Subjects Fatigue level score

Sub1 2

Sub2 2

Sub3 1

Sub4 1

Sub5 4

Sub6 1

Sub7 2

Sub8 2

Sub9 2

Ave 1.89

Std 0.93

FIGURE 7

Classification accuracy of nine characters for four stimulus patterns 
at 5 repetitions. (****p < 0.0001, ***p < 0.001, **p < 0.01).
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between visual stimuli and the gazed character are two vital aspects 
of paradigm designing (Zhou et al., 2021). According to the analysis 
of spatial features in Figure 4, distinct spatial features of EEG were 
evoked by four stimulus patterns. The spatial responses of the gazed 
character located in rows or columns under four stimulus patterns 
were similar. Thus, we  could use some instructions to joint 
construct one template according to their relative position and 
distance between stimuli and instruction under different stimulus 
patterns. For stimulus pattern 1 and 2, the visual stimuli divided 
instructions into three rows (A, B, C), (D, E, F), and (G, H, I), which 
performed similar spatial responses in the analysis of spatial 
features. We tag these rows as R1, R2, and R3. For stimulus pattern 
3 and pattern 4, the visual stimuli divided instructions into three 
columns (A, D, G), (B, E, H) and (C, F, I), which were tagged as C1, 
C2, and C3. We first investigated the divisibility of row or column 
sequences under four stimulus patterns. As shown in Figure 8, the 
classification results showed variability between rows or between 
columns. For identification of rows in S1 and S2, R3 performed 
easily mixable with R1 and R2. This was possibly due to the position 
of the gazed character located underneath the stimuli, which was 

consistent with previous studies (Chen et  al., 2018; Zhou et  al., 
2021). For identification of columns in S3 and S4, the average 
accuracies were lower than rows, however, all identification 
accuracies of rows and columns were much higher than the random 
level for three-target classification (33%), which demonstrated the 
feasibility of employing row/column identification for one target 
recognition. Based on these results, each instruction of this 3 × 3 
character matrix could be determined by decoding rows or columns 
after four times of stimulus using four stimulus patterns, which was 
similar to the classical classification strategy used in P300-speller. 
The average accuracies across nine participants were 65.43%, 
77.08%, 82.67%, 86.26%, and 88.64% for 1 to 5 repetitions using this 
new algorithm. The highest accuracy was 97.78% for Sub5 and Sub7 
using 1 repetition of stimulus trial. To further evaluate the 
performance of this algorithm, Figure  9 shows the offline 
classification of two algorithms for recognition of each character 
(algorithm 1) vs. recognition of row-column (algorithm 1). 
One-way repeated measures ANOVAs were performed on 
classification accuracies between two algorithms. The results 
revealed that algorithm 1 performed better than algorithm 2 in each 

A B

C D

FIGURE 8

Confusion matrices of row-column classification at 5 repetitions for four stimulus patterns. (A) Confusion matrix for row identification (R1, R2, and R3) 
in stimulus pattern 1. (B) Confusion matrix for row identification (R1, R2, and R3) in stimulus pattern 2. (C) Confusion matrix for column identification 
(C1, C2, and C3) in stimulus pattern 3. (D) Confusion matrix for column identification (C1, C2, and C3) in stimulus pattern 4.
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repetition time (p < 0.001). However, although the classification of 
algorithm 2 was lower, it can also achieve 88.64% at 5 repetitions, 
which showed great performance as well. In addition, algorithm 2 
could significantly decrease the number of templates from 9 to 3, 
which showed great potential in a complex system with 
large instructions.

In addition to the advantages for above two aspects, this “weak” 
and “small amount” stimulus-based v-BCI also has a wider application 
prospect due to its friendliness of interaction, such as application of 
games based on BCIs. Meanwhile, the proposed BCI system could 
achieve high ITR performance in order to ensure that the game 
interaction is smooth.

5. Conclusion

This study proposed a novel v-BCI paradigm using weak and 
small number of stimuli to accomplish nine instructions controlling. 
The weak and few stimuli would reduce visual burden and 
experimental training time, meanwhile, it could also evoke ERPs with 
characteristics of both spatial and temporal features. A template-
matching method based on DSPs was employed to recognize ERPs 
containing the intention of users. Results of offline and online 
experiments across nine subjects showed that the average accuracy of 
offline experiment was 93.46% and the highest online ITR achieved 
177.5 bits/min, which demonstrated the feasibility to implement such 
a friendly v-BCI using this novel paradigm. Furthermore, the 
proposed paradigm achieved higher ITR than traditional ones using 

ERPs as the controlled signal, which showed its great potential of 
being widely used in various fields.
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