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Corneal ulcer is the most common symptom of corneal disease, which is one

of the main causes of corneal blindness. The accurate classification of corneal

ulcer has important clinical importance for the diagnosis and treatment of

the disease. To achieve this, we propose a deep learning method based

on multi-scale information fusion and label smoothing strategy. Firstly, the

proposed method utilizes the densely connected network (DenseNet121) as

backbone for feature extraction. Secondly, to fully integrate the shallow local

information and the deep global information and improve the classification

accuracy, we develop a multi-scale information fusion network (MIF-Net),

which uses multi-scale information for joint learning. Finally, to reduce

the influence of the inter-class similarity and intra-class diversity on the

feature representation, the learning strategy of label smoothing is introduced.

Compared with other state-of-the-art classification networks, the proposed

MIF-Net with label smoothing achieves high classification performance, which

reaches 87.07 and 83.84% for weighted-average recall (W_R) on the general

ulcer pattern and specific ulcer pattern, respectively. The proposed method

holds promise for corneal ulcer classification in fluorescein staining slit lamp

images, which can assist ophthalmologists in the objective and accurate

diagnosis of corneal ulcer.

KEYWORDS

corneal ulcer classification, multi-scale information fusion, label smoothing, deep
learning, fluorescein staining slit lamp images

Introduction

Corneal ulcer is a serious blinding eye disease, which is one of the main causes of
corneal blindness (Smith, 2004; Deswal et al., 2017; Lopes et al., 2019). In addition, it is
an inflammatory or more serious infectious corneal disease involving disruption of the
stroma epithelial layer, which can cause great pain to the patient and may cause severe
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vision loss or even blindness (Cohen et al., 1987; Diamond et al.,
1999; Manikandan et al., 2019).

Standardized screening, timely diagnosis and early
treatment are effective ways to reduce the blindness rate of
corneal ulcer. Fluorescent staining is often used to observe the
integrity of the ocular surface, especially the integrity of the
cornea. Therefore, fluorescent staining technology has become
a common tool to assist ophthalmologists in diagnosing corneal
ulcer, and can provide great convenience for the diagnosis and
treatment of corneal ulcer (Kaufman, 1960; Schweitzer, 1967;
Morgan and Carole, 2009; Kumar and Thirumalesh, 2013;
Zhang et al., 2018). The current corneal ulcer prevention and
treatment model is based on the ulcer’s general pattern and type
grade (TG) standards, using slit lamp microscopy combined
with fluorescent staining technology to examine the ocular
surface of high-risk groups (Wolffsohn and Purslow, 2003;
Khanal et al., 2008; Peterson and Wolffsohn, 2009). For the
ulcer’s general pattern, the diagnostic procedure for corneal
ulcer is based on the shape and distribution characteristics of
the corneal ulcer, which can be classified into three categories,
respectively, corresponding to point-like corneal ulcers, point-
flaky mixed corneal ulcers and flaky corneal ulcers (Smith,
2004; Deswal et al., 2017). While the TG grading method
has two components: (1) according to the specific pattern
of corneal ulcers, it is divided into five categories (type0–
type4), which is usually the first step for ophthalmologists to
diagnose underlying disease. (2) according to the location of
corneal ulcer in the cornea, it is divided into five categories
(grade0–grade4). The use of fluorescent stained images to
identify corneal ulcers plays an important role in formulating
treatment plans. However, due to differences in subjective
experience and professional knowledge, ophthalmologists have
certain differences in the recognition of corneal ulcers based
on fluorescent stained images. Therefore, it is very important
to study an objective and accurate automatic classification
method of corneal ulcers, which can assist ophthalmologists
in formulating individualized drug or surgical intervention
strategies.

In the past, many related works on automated or semi-
automated methods for corneal ulcers are mainly for the
segmentation of corneal ulcers, which is considered to be
a pixel-by-pixel classification. For example, Wolffsohn and
Peterson et al. applied the color extraction algorithm and edge
detection algorithm of the RGB system to automatically segment
the ulcer area (Wolffsohn and Purslow, 2003; Peterson and
Wolffsohn, 2009), while Pritchard et al. (2003) used threshold
technology to indirectly detect conjunctival hyperemia and
punctate corneal ulcers. Chun et al. (2014) used RGB and hue-
saturation-value (HSV) techniques to evaluate corneal staining
on 100 images. Deng et al. (2018b) successively used k-means
clustering, morphological operations, and region growth to
achieve automatic ulcer segmentation, and they also proposed
a simple linear iterative clustering (SLIC) based super-pixel

method (Deng et al., 2018a). In addition, Liu et al. used the
combined method of Otsu and Gaussian mixture modeling
(GMM) to segment the intracorneal ulcer area on 150 images.
In recent years, deep learning has received widespread global
attention, and its automated analysis of ophthalmic images has
also made a huge breakthrough (Liu et al., 2018; Peng et al., 2020,
2021, 2022a,b,c; Wang et al., 2020). Recently, some progress
has been made in the detection and segmentation of corneal
ulcers based on deep learning. For example, Sun et al. (2017)
proposed a patch-based deep convolutional neural network
to segment corneal ulcers. A recent study proposed a system
for automatically detecting corneal ulcer disease (Akram and
Debnath, 2019), which first uses the Haar cascade classifier
to detect and segment the eye part of the face, and then,
the convolutional neural network (CNN) is used to detect the
presence of corneal ulcer disease. If there is corneal ulcer, active
contour technology is used to locate and segment the ulcer area.

The above studies mainly focus on the segmentation of
corneal ulcer. Few studies involve the classification of corneal
ulcer, which is an important reference for ophthalmologists
to formulate treatment strategies. Therefore, the current paper
builds upon the previous successful models and proposes a
simple and effective methodology, which combines multi-scale
information fusion and label smoothing strategy to achieve two
classification patterns of corneal ulcer. The first is to realize the
classification of corneal ulcer according to the ulcer’s general
pattern, while the second is to achieve the type grading of
corneal ulcers according to the specific ulcer pattern. The
relevant images of corneal ulcer are shown in the Figure 1,
and a detailed description of the relevant symptoms and the
number of fluorescein staining images in each category is given
in Table 1. It can be seen from Figure 1 and Table 1 that it
is challenging to achieve accurate corneal ulcer classification
mainly due to the following two reasons: (1) Corneal ulcer
has complex pathological features and noise interference; (2)
Different types of corneal ulcers are similar in pathological shape
and distribution. In this study, for point-like corneal ulcers,
point-flaky mixed corneal ulcers and type1 corneal ulcers with
micro punctate, continuous down sampling of the pool layer in
CNN may lead to the loss of lower resolution features related
to category, which may lead to the decline of classification
performance. Previous studies have shown that some shallow
features can improve classification performance (Lee et al., 2015;
Wang et al., 2015; Ma et al., 2019), which has attracted our
attention. In addition, considering that the misclassification of
corneal ulcers may be caused by images of similar but different
categories in the dataset (Wan et al., 2021), we introduce label
smoothing in the cross-entropy loss, which can reduce the inter-
class similarity and intra-class differences (Müller et al., 2019).
In short, we develop a multi-scale information fusion network
with label smoothing strategy to achieve the classification of
corneal ulcer. The main contributions of this paper can be
summarized as follows:
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FIGURE 1

Eight examples of slit lamp images of corneal ulcers. Panels (a–c) represent point-like corneal ulcer, point-flaky mixed corneal ulcer, and flaky
corneal ulcer according to general ulcer pattern, while panels (d–h) are type0, type1, type2, type3, and type4 corneal ulcers according to
specific ulcer pattern.

TABLE 1 Symptoms and number of different types of corneal ulcers.

Ulcer pattern Categories Symptoms Num Total

General ulcer pattern Point-like corneal ulcers A large number of small ulcers are gathered and can be distributed
anywhere on the cornea.

358 712

Point-flaky mixed corneal
ulcers

Between punctate and lamellar corneal ulcers, there are both punctate
and lamellar ulcers in the cornea with irregular distribution.

263

Flaky corneal ulcers The ulcer area is usually bright green with clear borders. 91

Specific ulcer pattern Type0 No ulcer of the corneal epithelium. 36 712

Type1 Micro punctate. 78

Type2 Macro punctate. 40

Type3 Coalescent macro punctate. 10

Type4 Patch (>=1 mm). 548

“Num” and “Total” represent the number of fluorescein staining images in each category and total number of fluorescein stained images.

(1) To make full use of shallow edge information and deep
semantic information, a multi-scale information fuser is
designed to enhance feature expression capabilities, which
can improve the robustness of prediction results.

(2) Label smoothing strategy is introduced to reduce the
impact of the inter-class similarity and intra-class
differences between corneal ulcer images on feature
representation and guide the model to learn salient
features with category differences.

(3) Extensive experiments are conducted to evaluate the
effectiveness of the proposed MIF-Net and the results show
that the proposed MIF-Net outperforms other state-of-
the-art classification networks.

The remainder of this paper is organized as follows: The
proposed method for automatic corneal ulcer classification is
introduced in Section 2. Section 3 presents the experimental
results in detail. In section 4, we conclude this paper and
suggest future work.

Materials and methods

Overview

The proposed MIF-Net for corneal ulcer classification is
shown in Figure 2, which consists of three main parts: feature
extractor, multi-scale information fuser, and classifier with label
smoothing. Firstly, the feature extractor is used to extract spatial
features from the input cornea ulcer image. Then, the multi-
scale information fuser is adopted to fuse the classification
information from the two different layers of feature extractor.
Finally, the label smoothing strategy is applied to the final
corneal ulcer classification.

Feature extractor

To achieve corneal ulcer classification, a backbone network
needs to be constructed for feature extraction. We have

Frontiers in Neuroscience 03 frontiersin.org

https://doi.org/10.3389/fnins.2022.993234
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-16-993234 November 19, 2022 Time: 15:2 # 4

Lv et al. 10.3389/fnins.2022.993234

FIGURE 2

An overview of the proposed MIF-Net for corneal ulcer classification in slit lamp images. The MIF-Net consists of feature extractor, multi-scale
information fuser, and classifier, where the feature extractor, multi-scale information fuser, and classifier are in red, blue, and yellow dashed
boxes, respectively. “MP,” “GAP,” and “fc” represent max pooling operator, global average pooling operator, fully connected operator,
respectively.

firstly compared several common backbone networks in image
classification, including ResNet (He et al., 2016), DenseNet
(Huang et al., 2017), Inception (Ioffe and Szegedy, 2015;
Szegedy et al., 2016, 2017), EfficientNet (Tan and Le, 2019),
ResNext (Xie et al., 2017), VGGNet (Simonyan and Andrew,
2014). In addition, the above backbone networks have been
studied and analyzed in detail. Firstly, experimental results in
Tables 2, 3 show the performance of ResNet50 (He et al., 2016),
DenseNet121 (Huang et al., 2017), InceptionV3 (Szegedy et al.,
2016), ResNext50 (Xie et al., 2017), and VGG16 (Simonyan and
Andrew, 2014) is better and comparable. Secondly, compared
with ResNet50 (He et al., 2016), InceptionV3 (Szegedy et al.,
2016), ResNext50 (Xie et al., 2017), and VGG16 (Simonyan
and Andrew, 2014), DenseNet121 (Huang et al., 2017) uses
dense connections to encourage features refuse, reduce the
number of network parameters greatly, where each front layer
function is used as the input of the latter layer. Therefore,
considering the balance of model performance and simplicity,
we choose DenseNet121 as the backbone network for feature
extraction, where the global average pooling layer and the fully
connected layer in original version are removed. In addition,
many previous studies have shown transfer learning is an
effective strategy to speed up the training convergence and
improve the classification performance (Pan and Yang, 2010;
He et al., 2016; Huang et al., 2017; Tan et al., 2018). Therefore,
transfer learning is used to help model training in this study.

Multi-scale information fuser

As we know, deep networks have brought performance gains
in computer vision tasks, which can extract global feature with
deep semantic information. However, many empirical evidences
suggest that the performance improvement cannot be achieved
by simply stacking more layers (Shen et al., 2016). In addition,
most of convolutional neural networks (CNNs) based image
classification methods only use the final global feature extracted
by the feature extractor for classification, and the shallow local
feature does not directly participate in the network training,
which may lead to the neglect of some important details for
the classification of corneal ulcer. In addition, the current
classification, detection and segmentation networks usually use
convolutional neural networks to extract the characteristics
of objects through layer by layer abstraction. The deeper the
network is, the larger the receptive field is, the stronger the
semantic information representation ability is, and it is suitable
for processing large objects (Chen et al., 2017; George et al.,
2018). However, the lower the resolution of the feature map, the
weaker the geometric information representation ability is. In
the shallow layer of the network, the smaller the down sampling
multiple, the smaller the receptive field is, the ability to represent
geometric details is strong, and it is suitable for processing small
targets (Zhao et al., 2017; George et al., 2018). Although the
resolution is high, the ability to represent semantic information
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TABLE 2 The results of comparable experiments on general classification of corneal ulcers.

Methods W_R (%) W_P (%) W_F1 (%) Kappa (%) Parameters (M)

ResNet18 (He et al., 2016) 83.28± 2.49 83.20± 2.25 83.00± 2.43 76.72± 3.88 11.1781

ResNet34 (He et al., 2016) 83.98± 2.75 84.06± 2.76 83.80± 2.78 76.84± 1.20 21.2862

ResNet50 (He et al., 2016) 84.26± 2.31 84.32± 2.01 84.00± 2.21 78.03± 3.49 23.5142

DenseNet169 (Huang et al., 2017) 80.33± 2.31 70.58± 1.84 75.03± 1.90 66.15± 7.36 12.4895

InceptionResNetV2 (Ioffe and Szegedy, 2015) 83.98± 2.51 83.69± 2.54 83.56± 2.57 74.66± 2.17 54.3111

InceptionV3 (Szegedy et al., 2016) 84.68± 1.91 84.42± 2.09 84.19± 1.90 74.84± 4.82 21.7917

InceptionV4 (Szegedy et al., 2017) 82.29± 2.05 82.32± 2.07 82.19± 1.99 74.20± 1.67 41.1472

ResNxt50 (Xie et al., 2017) 84.82± 2.19 84.67± 2.16 84.57± 2.04 78.63± 1.94 22.9861

SE_ResNet50 (Hu et al., 2018) 85.96± 2.40 86.83± 0.92 86.56± 0.97 77.50± 1.76 26.0452

SE_ResNext50 (Hu et al., 2018) 83.71± 1.08 83.33± 1.44 83.03± 1.11 74.35± 2.11 25.5170

VGG16 (Szegedy et al., 2016) 84.69± 1.96 84.34± 2.07 84.38± 1.95 79.06± 3.57 134.2637

EfficientNetB2 (Ioffe and Szegedy, 2015) 81.88± 2.24 81.64± 2.77 80.87± 2.83 72.91± 4.91 7.7095

EfficientNetB4 (Ioffe and Szegedy, 2015) 81.75± 1.94 81.70± 2.47 80.99± 2.57 73.19± 6.14 17.5594

LmNet (Wan et al., 2021) 85.52± 2.24 85.64± 2.34 85.17± 2.25 78.71± 3.25 23.6875

Backbone 84.39± 4.05 84.38± 4.28 84.25± 4.24 78.42± 6.31 6.9569

Proposed 87.07± 1.98 86.93± 2.15 86.82± 2.07 81.49± 3.25 6.9577

Bold values indicate the best performance.

TABLE 3 The results of comparable experiments on specific classification of corneal ulcers.

Methods W_R (%) W_P (%) W_F1 (%) Kappa (%) Parameters (M)

ResNet18 (He et al., 2016) 81.88± 1.82 74.82± 3.94 77.76± 2.76 53.23± 9.08 11.1781

ResNet34 (He et al., 2016) 80.19± 1.38 72.85± 2.95 75.17± 3.14 44.15± 23.62 21.2862

ResNet50 (He et al., 2016) 81.18± 0.51 72.98± 1.73 76.49± 0.79 54.25± 5.25 23.5142

DenseNet169 (Huang et al., 2017) 80.77± 1.41 73.24± 2.09 75.84± 2.39 64.95± 10.54 12.4895

InceptionResNetV2 (Ioffe and Szegedy, 2015) 81.88± 1.57 76.32± 5.42 78.26± 3.79 53.06± 16.65 54.3111

InceptionV3 (Szegedy et al., 2016) 81.74± 1.93 77.52± 3.75 79.13± 2.59 63.11± 8.05 21.7917

InceptionV4 (Szegedy et al., 2017) 81.74± 1.11 78.22± 3.95 79.30± 2.40 63.00± 10.40 41.1472

ResNxt50 (Xie et al., 2017) 82.02± 2.18 77.66± 4.31 78.95± 3.72 62.29± 9.21 22.9861

SE_ResNet50 (Hu et al., 2018) 81.46± 2.58 76.98± 4.16 78.71± 3.36 57.47± 12.53 26.0452

SE_ResNext50 (Hu et al., 2018) 81.87± 1.94 78.25± 6.68 79.04± 4.25 54.99± 21.31 25.5170

VGG16 (Szegedy et al., 2016) 81.74± 0.56 75.69± 4.08 78.17± 2.10 57.20± 14.30 134.2637

EfficientNetB2 (Ioffe and Szegedy, 2015) 81.17± 1.87 73.05± 2.45 76.30± 2.28 51.04± 10.19 7.7095

EfficientNetB4 (Ioffe and Szegedy, 2015) 81.88± 1.48 75.18± 4.80 78.12± 3.34 58.37± 11.86 17.5594

LmNet (Wan et al., 2021) 82.42± 0.89 74.68± 2.30 78.23± 1.09 61.60± 8.97 23.6875

Backbone 81.45± 1.48 74.88± 4.10 77.28± 2.32 55.39± 12.17 6.9569

Proposed 83.84± 1.61 78.32± 2.26 80.52± 2.25 72.06± 6.75 6.9577

Bold values indicate the best performance.

is weak. Based the above theory and analysis, the challenge for
corneal ulcer classification in this study that different categories
of corneal ulcers present lesions of different shapes and sizes
can just correspond to the deep and shallow features of the
convolution neural network. For example, for point-like corneal
ulcers and point-flaky mixed corneal ulcers and type1 corneal
ulcers with micro punctate, the feature map is continuously
down-sampled through the pooling layer in the CNN, which
may lead to the loss of lower resolution features related to
the category, so it is very important to retain shallow feature

information. For flaky corneal ulcers and type2, type3, type4
corneal ulcers with macro punctate or lager patch, the high-
level semantic information is more conducive to improving
the classification accuracy due to its relatively large target size.
Therefore, inspired by the deep supervised learning and multi-
scale feature fusion strategy, which can combine the shallow
edge information and deep semantic information to improve
the classification performance, we design a new multi-scale
information fuser to improve performance with a small increase
in the number of model parameters, which is shown in Figure 2.
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As can be seen from Figure 2, the feature maps of the second
and fourth stages of DenseNet121 are fed to two global average
pooling layers, respectively, and then the fully connected layers
are used to convert them into probability distributions. Finally,
we fuse these two predictions to generate the final prediction
as shown in Equation 1. Therefore, predictions generated from
different levels can supervise the model training.

P = f (P1, P2) (1)

where P1 and P2 are the prediction results of the second
and fourth stages of DenseNet121, P is the corresponding
information fusion results. In addition, f ( · ) denotes the
information fusion operation.

Label smoothing strategy

As can be observed from Figure 1 and Table 1, corneal ulcer
images have the characteristics of large intra-class diversity and
high inter-class similarity to a certain extent. The traditional
cross-entropy loss function only calculates the loss that the
predicted value is the real class, which may lead to poor
classification performance of the model in this study due to
inter-class similarity and intra-class difference. Therefore, we
introduce label smoothing strategy into the cross-entropy loss
function to reduce the similarity between classes and difference
within classes and improve the generalization of the model,
which can alleviate the overconfidence problem caused by the
traditional cross-entropy loss function.

Suppose D is a classification dataset with M samples (xi, yi)

(i = 1, 2, . . ., M), where xi and yi represent an input image and
its corresponding category label, respectively. A standard multi-
classification problem is to predict the probability of the input
image xi, belonging to category k (yi = k). The category k is
encoded by one-hot labels as a vector t = (0, 0, . . ., 0, 1, 0, . . .,
0), where only tk is 1 and all others are 0. This characteristic
encourages the model to learn in the direction with the greatest
difference between the correct label and the wrong label, which
means only the loss of the correct label position is calculated
in the optimization process of the model. However, when the
training data is small, and the inter-class similarity and intra-
class differences is relatively large, it may cause the network to
be overfitting (Wan et al., 2021). To solve the above problems
and inspired by previous study (Szegedy et al., 2017; Müller
et al., 2019), label smoothing is introduced in this study. It is
a regularization strategy, which mainly adds noise through soft
one-hot to reduce the weight of the true label category and
slightly increases the penalty for the wrong label category in
the training of the model, and ultimately reduces the risk of
overfitting. The label smoothing strategy used in this study is
as follows:

t
′

= t∗ (1−ε)+I∗
ε

N
(2)

where t and t
′

represent the one-hot labels before and after label
smoothing. ε is a random number between 0.1 and 0.2, which
can be regarded as noise introduced in the fixed distribution. I
is a matrix with the same dimension as t, and its element values
are all one. N is the total number of categories.

Loss function

In this study, we propose a multi-scale information fusion
network (MIF-Net), which takes the original cornea ulcer
images as input. In addition, considering the similarity between
classes and differences within classes, label smoothing strategy is
used in network optimization. Based on the analysis, the cross-
entropy loss function based on label smoothing strategy is used
and defined as follow:

L = −
1
m

∑m

i = 1

∑K

k = 1
f
(
ti = k

)
∗ log

(
p
(
k
∣∣ xi
))

+
(
1−f

(
ti = k

))
∗ log(1−p(k|xi)) (3)

where m is the number of samples in per mini-batch, ti is the
class label of the input image xi. f ( · ) is an indicator function,
which is one if ti equals k (k = 1, 2, . . ., K).

Experiments and results

In this section, we first introduce the experimental dataset
in detail. Then, the experimental setup will be described,
including imaging processing, the parameter settings in the
training phase and evaluation metrics in the testing phase.
Finally, we will give the detailed experimental results and the
corresponding analysis.

Dataset

In this study, the SUSTech-SYSU public dataset (Deng et al.,
2020) is used to evaluate the proposed MIF-Net, which contains
a total of 712 fluorescein staining images with ground truth
annotated in image-wise by three experienced ophthalmologists
from Zhongshan Ophthalmic Center at Sun Yat-sen University.
The fluorescein staining image with a resolution of 2592× 1728
pixels contains only one cornea, which is completely presented
in the image, roughly in the center of the visual field. The
labeling of corneal ulcers classification is based on the symptoms
described in Table 1. It can be seen from Table 1 that the
category distribution is unbalanced, where most cornea ulcer
data are point-like corneal ulcers, point-flaky mixed corneal
ulcers, and type4 corneal ulcers and the data of several other
corneal ulcers is relatively few. To evaluate the effectiveness
of the proposed MIF-Net, a 5-fold cross-validation strategy is
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adopted, where the whole dataset is randomly divided into 5
subsets of the almost same size according to the proportion of
the number of each category.

Experimental setup

Image processing
To reduce the computational cost and improve the

computational efficiency of the model, all the images are resized
to 320 × 320 by bilinear interpolation and normalized to Lopes
et al. (2019). In addition, online data augmentation, including
random rotation 30◦, horizontal flipping, and vertical flipping,
is adopted to prevent over-fitting and improve the robust ability
of the model.

Parameter setting
The proposed MIF-Net is performed on the public platform

Pytorch. We use A NVIDIA GTX Titan X GPU with 12GB
memory to train the model with back-propagation algorithm by
minimizing the loss function as illustrated in Equation 3. The
Adam was used as the optimizer, where both initial learning rate
and weight decay are set to 0.0001. The batch size and epoch are
set to 16 and 50, respectively. To ensure fairness, all the networks
in this study are trained with same optimization schemes and we
save the best model on validation set. The code of the proposed
MIF-Net will be released in: https://github.com/linquanlv0915/
MIF-Net.

Evaluation metrics
Considering the category imbalance of the dataset shown

in Table 1 and to comprehensively and fairly evaluate the
classification performance of different methods, four common
evaluation indicators are used (Peng et al., 2021, 2022b),
including weighted-average recall (W_R), weighted-average
precision (W_P), weighted-average F1 score (W_F1), Kappa
index (McHugh, 2012).

Results

In this study, we propose a classification network named
MIF-Net with label smoothing for two classification patterns
of corneal ulcer, including general ulcer pattern and specific
ulcer pattern. In our experiments, we evaluate performance of
the proposed method on the 712 fluorescein staining images by
using 5-fold cross-validation strategy, which randomly divided
the whole dataset into 5 subsets according to the proportion
of the number of each category. In each experiment, model
was trained with 4 subsets and test on the remaining one
subset. The experiments were repeated 5 times with each of
the 5 subsets used exactly once as the testing set and the
other four subsets as training set and the final experimental
results were averaged over all the experiments. Next, a series

of comparison experiments and ablation experiments are
presented and analyzed in detailed. For convenience, the basic
DenseNet121 pretrained on ImageNet is called Backbone.

Results on general ulcer pattern
As can be seen from Table 1, the corneal ulcers can be

divided into three categories according to the general ulcer
pattern, namely point-like corneal ulcers, point-flaky mixed
corneal ulcers and flaky corneal ulcers. Table 2 shows the
quantitative results of different methods. We compare the
proposed method with other excellent CNN based classification
networks, including ResNet18 (He et al., 2016), ResNet34 (He
et al., 2016), ResNet50 (He et al., 2016), DenseNet169 (Huang
et al., 2017), InceptionResNetV2 (Ioffe and Szegedy, 2015),
InceptionV3 (Szegedy et al., 2016), InceptionV4 (Szegedy et al.,
2017), ResNext50 (Xie et al., 2017), SE_ResNet50 (Hu et al.,
2018), SE_ResNext50 (Hu et al., 2018), VGG16 (Simonyan
and Andrew, 2014), EfficientNetB2 (Tan and Le, 2019), and
EfficientNetB4 (Tan and Le, 2019). It can be seen from Table 2
that our method achieves superior performance in term of all
evaluation metrics.

First, compared with Backbone, the performance of the
proposed method has been greatly improved, which improves
the W_R, W_P, W_F1, and Kappa by 3.92, 3.02, 3.05, and
3.91%, respectively, and achieves 87.07% for W_R, 86.93%
for W_P, 86.82% for W_F1, and 81.49% for Kappa. Then,
compared with other state-of-the-art classification networks,
our MIF-Net with label smoothing gets an overall improvement
in terms of all indicators with comparable or less model
complexity. For example, compared with the best performance
among the comparison classification networks (SE_ResNet50),
the proposed method with less model parameters improves the
W_R, W_P, W_F1, and Kappa by 1.29, 0.12, 0.30, and 5.15%,
respectively. In addition, compared with EfficientNetB2 with
comparable model parameters, our proposed method has also
made great improvement in terms of all evaluation metrics. It
is worth noting that the proposed method is also compared
with a recent study on multi-scale feature fusion and label
smoothing, which is proposed for remote sensing classification
and is named LmNet (Wan et al., 2021). LmNet takes pre-
trained ResNext50 as backbone and combines channel attention,
multi-scale feature fusion and label smoothing. As can be seen
from Table 2, the proposed MIF-Net with label smoothing
outperforms LmNet on all metrics, which improves the W_R by
1.75%. Moreover, the model complexity of our method is less
than that of LmNet. These results demonstrate the effectiveness
of the proposed method in the general classification pattern of
corneal ulcers.

Results on specific ulcer pattern
It can be seen from Table 1, the corneal ulcers can

be divided into five categories according to the specific
ulcer pattern, namely type0, type1, type2, type3, and type4,
respectively. Similar to the general ulcer pattern, a series
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TABLE 4 The results of ablation experiments on general classification of corneal ulcers.

Methods W_R (%) W_P (%) W_F1 (%) Kappa (%) Parameters (M)

Backbone 84.39± 4.05 84.38± 4.28 84.25± 4.24 78.42± 6.31 6.9569

Backbone + Fusion_add_234 85.52± 2.80 85.37± 3.01 85.24± 2.87 78.69± 4.91 6.9592

Backbone + Fusion_add_34 85.94± 2.27 85.7± 2.02 85.50± 2.01 80.26± 1.77 6.9585

Backbone + Fusion_add_24 86.36± 2.70 86.71± 2.92 86.28± 2.67 80.80± 3.11 6.9577

Backbone + Fusion_max_234 85.25± 2.22 85.18± 2.43 84.82± 2.18 79.28± 4.34 6.9592

Backbone + Fusion_max_34 85.24± 2.96 85.04± 2.86 85.07± 2.93 79.92± 3.31 6.9585

Backbone + Fusion_max_24 84.69± 2.99 84.57± 2.80 84.49± 2.95 78.74± 6.67 6.9577

Backbone + Fusion_Concatenation_234 85.23± 3.61 85.15± 3.32 85.02± 3.37 80.29± 3.16 6.9577

Backbone + Fusion_Concatenation _34 84.96± 3.58 84.94± 3.21 84.64± 3.51 79.67± 5.97 6.9585

Backbone + Fusion_Concatenation _24 85.38± 3.79 84.85± 4.07 84.63± 4.17 78.58± 8.71 6.9592

Backbone + LS 86.21± 3.55 86.15± 3.40 86.07± 3.50 80.15± 6.49 6.9577

Bold values indicate the best performance.

TABLE 5 The results of ablation experiments on specific classification of corneal ulcers.

Methods W_R (%) W_P (%) W_F1 (%) Kappa (%) Parameters (M)

Backbone 81.45± 1.48 74.88± 4.10 77.28± 2.32 55.39± 12.17 6.9569

Backbone + Fusion_add_24 82.44± 1.23 75.96± 2.10 79.11± 1.22 60.54± 8.74 6.9577

Backbone + LS 83.00± 1.29 77.68± 2.34 79.88± 1.63 65.85± 6.24 6.9577

Bold values indicate the best performance.

of comparison experiments with the other state-of-the-art
classification networks are conducted and the quantitative
results are illustrated in Table 3. As can be observed from
Table 3, the performance of ResNet34 is the worst, while the
performance of ResNext50 is the second best. In addition,
compared to the Backbone, our proposed method gets an overall
improvement in term of all evaluation indicators and improves
the W_R, W_P, W_F1, and Kappa by 2.93, 4.59, 4.19, and
30.10%, respectively. It can be seen from Table 3 that the
performance of the proposed method is better than other CNNs
based classification networks, which achieves 83.84% for W_R,
78.32% for W_P, 80.52% for W_F1, and 72.06% for Kappa,
respectively. Similarly, we also compare the proposed method
with LmNet (Wan et al., 2021). As can be observed from
Table 3, compared to LmNet, our proposed method achieves
better performance, which improves the W_R, W_P, W_F1,
and Kappa by 2.93, 3.64, 2.93, and 16.98%, respectively. The
experimental results prove the effectiveness of the proposed
method for the specific classification pattern of corneal ulcers
in slit lamp images.

Ablation experiments

Ablation study for multi-scale information fuser
As can be seen from Figure 2, we propose a simple and

effective multi-scale information strategy in this study. In
this section, we explore the influence of different information
fusion strategies on the corneal ulcer classification and

conduct the ablation experiments as shown in Table 4, where
“Backbone + Fusion_add_234” denotes we fuse the predictions
of second, third and fourth stages of DenseNet121 by addition
operation to generate the final prediction and the meaning of
the others is similar. In particular, “Backbone + Fusion_add_24”
is our proposed fusion strategy in this study. Taking the general
classification of corneal ulcers for example, it can be seen
from Table 4 that compared to the Backbone, the model’s
performance with all multi-scale information fusion strategies
can get an overall improvement in terms of all metrics, which
proves multi-scale information fusion can improve the model’s
classification performance in this study. It is worth noting that
the information fusion based on addition operation performs
better than information fusion based on maximum operation
and concatenation operation as show in Table 4. Firstly, for
the corneal ulcer classification of general pattern, compared to
Backbone, the performance of “Backbone + Fusion_add_24”
improves by 2.33, 2.76, 2.41, and 3.03% for W_R, W_P, W_F1,
and Kappa, respectively. In addition, for the corneal ulcer
classification of specific pattern, the introduction of multi-
scale information fusion based on addition also achieves better
classification performance. As shown in Table 5, compared
with the Backbone, the W_R, W_P, W_F1, and Kappa increase
from 81.45, 74.88, 77.28, and 55.39% to 82.44, 75.96, 79.11,
and 60.54%, respectively, which benefits from the fact that
multi-scale infusion fusion can fully integrate shallow detailed
information and deep semantic information to improve the
multi-scale feature representation ability of the model. These
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FIGURE 3

Visualization results of CAM. Panels (a,e) are the original images, where the ulcer-related pathologies are in red boxes. Panels (b,c,f,g) are the
heat maps of the second and fourth stages of the proposed MIF-Net, while the panels (d,h) is the heat maps of the fourth stage of Backbone.

results indicate the effectiveness of the proposed multi-scale
information fuser.

Ablation study for label smoothing strategy
It can be observed from Tables 4, 5, the introduction of

label smoothing strategy (Backbone + LS) also gets an overall
improvement in terms of all evaluation indexes for two corneal
ulcer classification tasks. Taking the corneal ulcer classification
of general pattern for example, compared with the Backbone,
the W_R, W_P, W_F1, and Kappa of the Backbone+LS increase
by 2.16, 2.10, 2.16, and 2.21%, respectively, which may benefit
the fact that the introduction of label smoothing can reduce the
impact of similarity between classes and intra-class difference on
classification performance. The results prove the effectiveness of
label smoothing strategy in this study.

Conclusion and discussion

Accurate corneal ulcer classification is still a challenging task
due to its complex pathology, noise interference and the similar
pathological morphology and distribution of different types of
corneal ulcer. In this study, to tackle these problems, a novel
classification network named MIF-Net with label smoothing is
proposed for corneal ulcer classification. Firstly, to avoid the
loss of lower resolution features related to category caused by
down sampling, a multi-scale information fuser is designed
to fully integrate shallow local information and depth global
features to improve the multi-scale information representation
ability of the model. Then, to reduce the influence of inter-class
similarity and intra-class diversity on feature representation,
another learning strategy named label smoothing is developed to
improve the generalization of the model, which is a modification
of the loss function. The ablation experiments show that both
multi-scale information fuser and label smoothing strategy

can improve the classification performance. Compared with
other state-of-the-art CNN-based classification networks, the
classification performance of the proposed MIF-Net with label
smoothing has been improved, as shown in Tables 2, 3.

To further illustrate the effectiveness of the proposed MIF-
Net and increase the interpretability of CNN, we apply the “class
activation mapping” technology (Zhou et al., 2016) to obtain the
heat maps of fluorescein staining images with different corneal
ulcer categories for the qualitative analysis, which calculates
the convolutional outputs of the second and fourth stages and
visualizes the class-discriminative regions concerned by the
network. As can be seen from Figures 3a,b,e,f, the features
extracted by the proposed method in the shallow layer are local
detailed information, while the features extracted from the last
layer are global semantic information as shown in Figures 3c,g.
In addition, it can be observed from Figures 3a,c–e,g,h that
compared to Backbone, our method can focus on the location
of key information related to different corneal ulcer categories,
which may benefit from multi-scale information fusion and label
smoothing strategy. These results demonstrate that compared
with Backbone, the proposed method can adaptively focus
on target-related area of corneal ulcer images and efficiently
improve the classification performance of corneal ulcer.

In conclusion, the proposed MIF-Net with label smoothing
holds promise for corneal ulcer classification in slit lamp images.
We believe that our proposed method can also be applied to
other medical image classification tasks, which requires further
exploration and verification. However, there is still a limitation
in this study that all comparisons between the proposed method
and other classification networks are based on the limited data
from SUSTech-SYSU dataset. We believe that if more data
are available, the performance of our method will be further
improved. Therefore, in the near future, we will collect more
fluorescein staining images of corneal ulcers to further evaluate
the performance of the proposed method and develop relevant
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semi-supervised algorithms based on MIF-Net to reduce the
dependence on labeled data.
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