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With the development of intelligent manufacturing technology, robots have 
become more widespread in the field of milling processing. When milling 
difficult-to-machine alloy materials, the localized high temperature and large 
temperature gradient at the front face of the tool lead to shortened tool life 
and poor machining quality. The existing temperature field reconstruction 
methods have many assumptions, large arithmetic volume and long solution 
time. In this paper, an inverse heat conduction problem solution model based 
on Gated Convolutional Recurrent Neural Network (CNN-GRU) is proposed for 
reconstructing the temperature field of the tool during milling. In order to ensure 
the speed and accuracy of the reconstruction, we propose to utilize the inverse 
heat conduction problem solution model constructed by knowledge distillation 
(KD) and compression acceleration, which achieves a significant reduction of 
the training time with a small loss of optimality and ensures the accuracy and 
efficiency of the prediction model. With different levels of random noise added 
to the model input data, CNN-GRU  +  KD is noise-resistant and still shows good 
robustness and stability under noisy data. The temperature field reconstruction 
of the milling tool is carried out for three different working conditions, and the 
curve fitting excellence under the three conditions is 0.97 at the highest, and 
the root mean square error is 1.43°C at the minimum, respectively, and the 
experimental results show that the model is feasible and effective in carrying 
out the temperature field reconstruction of the milling tool and is of great 
significance in improving the accuracy of the milling machining robot.
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1 Introduction

In the era of Industry 4.0, China’s manufacturing industry is undergoing a profound 
transformation, and the use of robotics is becoming increasingly important in intelligent 
manufacturing. Intelligent manufacturing relies on multifunctional sensors to perceive the 
production environment (Cheng et  al., 2016; Javaid et  al., 2021). Production equipment 
autonomously learns through sensor-based and data-driven methods. This enables adaptive 
machining in changing environments. Ultimately, intelligent control achieves the desired 
outcomes (Lee et al., 2015). As one of the important machining methods in the manufacturing 
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industry, milling processing has a broad prospect for the use of robots. 
In the use of robots, the most important issue is the processing quality 
and processing accuracy. In milling machining, localized high 
temperatures and strong time-varying temperature gradients are 
mainly concentrated at the boundary of the tool heat transfer system, 
i.e., the cutting region. Localized high temperatures impact tool life 
and can stimulate the chemical activity of the material being removed. 
This leads to material oxidation, rapid corrosion, and adhesion and 
diffusion between the material and the tool. Consequently, these 
effects degrade the machining accuracy and quality of the workpiece 
(Korkmaz and Gupta, 2024). In addition, the high temperature of the 
cutting area will also cause localized thermal deformation of the tool 
tip, which is one of the main reasons for the reduction of machining 
accuracy. Therefore, the localized high temperature in the cutting area 
and the strong time-varying temperature gradient will lead to the 
shortening of tool life, the reduction of workpiece machining quality, 
and the reduction of machining efficiency.

Due to the interference of cutting fluid and chips, existing sensing 
technology cannot directly measure the temperature field inside the 
cutting area (Alammari et al., 2024). Sensors can only be placed near 
the tool-chip contact area to obtain limited temperature data outside 
the cutting zone. Metal cutting is a thermodynamic coupling process 
with significant changes in material elastic–plastic deformation and 
contact area friction. These changes cause strong non-uniformity in 
the tool temperature field over time and space. A single or a few 
measurement points cannot accurately describe the actual processing 
conditions. Therefore, studying tool temperature field reconstruction 
during milling is crucial for extending tool life and improving 
machining accuracy.

Currently, there is still some difficulty in accurately measuring the 
temperature field online for the cutting region, and physical methods 
based on infrared thermography, artificial thermocouples and 
embedded thermocouples (Cichosz et al., 2023; Leonidas et al., 2022; 
Longbottom and Lanham, 2005) can only measure a limited number 
of in-situ temperatures near the cutting region or the approximate 
temperature field close to the location of the cutting region. In recent 
years, computational reconstruction methods for modeling the 
temperature field of tools have gained widespread attention. These 
methods bypass physical limitations to obtain temperature data at any 
location of interest. Current modeling techniques are mainly 
categorized into analytical modeling, numerical simulation based on 
cutting mechanisms, and inverse heat conduction modeling, which 
combines physical measurements with model-solving methods. The 
inverse heat conduction problem (IHCP) is part of the “mathematical 
physics inverse problem” field. A positive problem in physics research 
can be described by mathematical equations, where given equations 
and parameters, the output can be determined from a known input. 
Early studies simplified tool models and the cutting process, often 
treating the tool as a one- or two-dimensional model and the cutting 
process as steady-state. In these cases, analytical methods were 
combined with IHCP to directly compute mathematical expressions 
for the relationship between unknown quantities and measured values 
(Murio, 1981).

Nowadays, more and more researchers are focusing on reducing 
the complex three-dimensional structure of the tool with transient 
cutting process (Oommen and Srinivasan, 2022), for example, Some 
scholars (Liang et al., 2013) proposed a three-dimensional inverse heat 

transfer model based on an improved conjugate gradient method, 
which can quantitatively calculate the temperature of the tool chip 
contact area in dry turning. Some other researchers (Carvalho et al., 
2006) used the golden section iterative method to solve the inverse 
heat conduction problem, and used the finite volume method to 
construct a three-dimensional model of the turning tool, which takes 
into account the thermal properties of the material as affected by 
temperature as well as the convective heat transfer losses to realize the 
temperature field reconstruction calculation.

In recent years, with the advancement of artificial intelligence 
algorithms and machine learning technology, artificial neural 
network models based on data relations have been widely used in 
inverse thermal problem solving. For example, the application of 
algorithms such as physical information neural network (PINN; 
Qian et  al., 2023), nonlinear autoregressive exogenous input 
neural network (NARX; Chen and Pan, 2023), convolutional 
neural network (CNN; Kim and Lee, 2020), and multidomain 
physical information neural network (M-PINN; Zhang et  al., 
2022), etc., has made a certain contribution to the solution of the 
inverse heat conduction problem. Researchers (Zhang and Wang, 
2024) have used deep neural networks to characterize and 
approximate partial differential equations (PDEs) in the forward 
problem style. They proposed an optimization algorithm that 
uses sequence-to-sequence (Seq2Seq) stacking with the gated 
recurrent unit (GRU) model. It improves the solving of these 
equations by stacking GRU modules to capture their evolution 
over time. It also has strong generalization ability.

There is still a wide range of prospects for the fusion of artificial 
neural network models. For example, CNN struggles to capture 
temporal features, while GRU struggles to capture spatial features. 
Combining CNN and GRU might allow their strengths to complement 
each other, enabling the CNN-GRU model to effectively capture 
spatio-temporal features, thereby improving the model’s accuracy and 
generalization performance.

This paper proposes a CNN-GRU based milling tool heat transfer 
model with knowledge distillation compression acceleration. The model 
reconstructs the milling tool temperature field under three different 
working conditions. A self-built milling temperature data acquisition 
system collects real-time temperature data from multiple points on the 
back face of the milling cutter. This system uses a temperature 
measurement tool embedded with a thin-film thermocouple array and a 
multi-channel signal acquisition device. By analyzing the relationship 
between machining parameters, the temperature at four measurement 
points on the milling tool, and the temperature in the cutting area, we use 
machining parameters and multi-point temperatures as input features. 
The temperature boundary conditions in the cutting area serve as 
prediction labels. The GRU is introduced to the convolutional neural 
network (CNN) to extract multi-dimensional feature information, aiming 
to improve reconstruction accuracy and efficiency. We  then apply a 
knowledge distillation strategy to compress and accelerate the CNN-GRU 
model. This approach reduces computation time while maintaining high 
prediction performance and accuracy, ensuring efficient temperature 
field reconstruction.

The rest of this study is organized as follows: section 2 reviews the 
work related to this study, section 3 describes the proposed method in 
detail, section 4 reports the experimental results and analysis, and 
section 5 concludes this study.
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The contributions of this paper are as follows:

 1 CNN-GRU-based solution model for inverse heat transfer 
problem: a solution model for inverse heat transfer problem 
based on convolutional gated recurrent network (CNN-GRU) 
to predict the temperature boundary conditions in the cutting 
region of the tool is proposed. The model can well utilize the 
machining parameters in milling processing, the characteristics 
of the multi-point temperature of the milling tool back face, 
thus significantly improving the accuracy and efficiency of the 
milling temperature field reconstruction.

 2 KD compression-accelerated model for solving inverse heat 
conduction problem: the constructed CNN-GRU model is 
compressed and accelerated using the knowledge distillation 
strategy. Compared with the model without KD acceleration, 
the model can substantially accelerate the training time with 
the least loss of goodness-of-fit, and has strong noise immunity.

 3 A transient heat conduction model of milling tool is 
constructed, and the temperature field reconstruction of 
milling tool is carried out for three different working 
conditions, and the tests under the three working conditions 
are carried out in order to check its application ability in the 
reconstruction of milling temperature field.

2 Related work

Currently, deep learning techniques have been successfully 
applied to real-world scenarios, solving challenging problems like 
predicting the lifetime of relays and batteries. Constructing prediction 
models with artificial neural networks has broad applications in 
solving inverse heat transfer problems (Cortés et al., 2007; Wang et al., 
2023; Kamyab et al., 2022). Additionally, methods for compressing 
and accelerating deep learning models have enhanced the efficiency 
and applicability of these techniques in real-time temperature field 
reconstruction. Integrating these advanced algorithms significantly 
improves the precision and speed of temperature field predictions 
during milling. This makes them indispensable for optimizing 
machining operations.

2.1 Shallow artificial neural network 
approach

Shallow artificial neural network methods were among the first 
techniques applied to the solution of inverse heat transfer problems. 
These methods utilize a simple hierarchical structure for data 
processing and prediction by simulating the way neurons in the brain 
work. Despite the simplicity of their structure, shallow neural 
networks have demonstrated their effectiveness and feasibility in 
solving specific problems, such as in the area of predicting lifespan.

Combining Back Propagation Neural Networks (BPNNs) with 
time-series data analysis methods has been utilized to predict the 
remaining life of cooling fans (Lixin et al., 2016). Based on the time 
series data analysis of historical data information to obtain the future 
trend of the data, the prediction error is adjusted using BPNN to 
ensure the accuracy of the prediction results. A single BPNN will face 
the problem of weight local optimization, i.e., overfitting, during 

training, and in recent years a large number of scholars have combined 
BPNN with other machine learning methods to improve the 
model accuracy.

Radial Basis Function Networks (RBFNs) are widely used in 
various fields due to their advantages of having outputs independent 
of initial weights and shorter training times. A gray RBFN-based 
prediction model (Li et al., 2009) for life and reliability of constant 
stress accelerated life testing has been developed and compared with 
traditional single Backpropagation Neural Networks (BPNNs). 
Experimental results demonstrate that the accuracy of the gray RBFN 
model surpasses that of the BPNN.

The shallow artificial neural network model has a high dependence 
on large-scale data, and the shallow model is prone to overfitting 
phenomenon during the training process, especially when the training 
data is small or the data dimension is high. In practice, the sensitivity 
of shallow artificial neural networks to data quality and noise may lead 
to a decrease in the robustness of the model.

2.2 Deep artificial neural network methods

With the improvement of computational power and the 
development of deep learning technology, deep artificial neural 
network methods have demonstrated powerful performance in 
solving complex problems. Deep neural networks are able to better 
capture complex patterns and higher-order features in the data 
through multilayer nonlinear transformations, which significantly 
improves the predictive ability of the model.

A deep learning method combining sparse stacked self-encoders 
(Stacked Sparse AEs, SSAEs) with Backpropagation Neural Networks 
(BPNNs) has been proposed (He et al., 2021). This method uses tool 
temperature measurements from temperature sensors to predict tool 
wear. When compared to BPNN and SVM models that rely on 
manually extracted time-frequency domain features, this approach 
demonstrates high prediction accuracy and stability.

A time window method for obtaining samples and a multivariate 
equipment life prediction method based on deep Convolutional Neural 
Networks (CNNs) have been proposed (Li et al., 2018), focusing on 
feature extraction. To avoid filtering out effective information by the 
pooling layer, the pooling layer was removed when constructing the 
network model. Additionally, a deep CNN method for bearing residual 
life prediction has been introduced (Ren et al., 2018), which combines 
spectral principal energy vectors into a feature map. This method extracts 
one-dimensional vectors and inputs them into the deep learning model 
through a multilayer CNN structure, demonstrating that its prediction 
accuracy meets the required standards.

Furthermore, the problem of predicting the remaining life of 
batteries using deep learning has been explored (Zhang Y. et al., 2018). 
Long Short-Term Memory (LSTM) networks are used to learn the 
long-term dependencies between the capacity degradation of 
lithium-ion batteries. LSTM employs backward error propagation for 
adaptive optimization and uses the dropout regularization technique 
to address the overfitting problem. This method exhibits better 
learning and generalization abilities compared to support vector 
machines and traditional recurrent neural networks.

The deep artificial neural network method has high accuracy for 
prediction problems such as lifetime prediction, but there is still a lot 
of room for improvement in efficiency, and there are some limitations 
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in the application of inverse heat conduction solving problems and 
temperature field reconstruction.

2.3 Deep learning model compression and 
acceleration method

Neural network pruning is an important method to achieve 
network model compression and acceleration, and its working 
principle is mainly to cut off the weights and model branches that are 
not important when the neural network is working, to get a small 
model, from achieving the compression and acceleration of the model.

The ThiNet pruning method (Luo et  al., 2017) differs from 
traditional pruning methods by treating network pruning as a 
reconstruction optimization problem. This approach determines the 
pruning strategy for the convolutional kernel of the current layer 
based on statistical information computed from the reconstruction 
differences between the inputs and outputs of the subsequent layer.

In addition to network pruning, other lightweight network design 
methods have been developed. Group point-by-point convolution 
(Zhang X. et al., 2018) performs grouped convolution operations to 
reduce the computational loss associated with point-by-point 
convolution operations. To enable grouped convolution to capture 
features computed by other groups, a mixing operation is introduced 
to reintegrate features from different groups, allowing the new group 
to contain features from other groups as well.

Automatic machine learning algorithms (AutoML) have also been 
widely used in lightweight neural network design. Some researchers 
(He et al., 2018) proposed AutoML for Model Compression (AMC), 
which utilizes reinforcement learning to efficiently sample the design 
space and learn compression strategies with better compression ratios 
to maintain model performance while reducing human intervention 
in the model. and maintain model performance while reducing 
human intervention in the model.

Due to the large model capacity difference between the teacher 
model and the student model, which leads to a “generation gap” 
between the student model and the teacher model, Wang Y. et al. 
(2018) pioneered a teacher-assistant-assisted knowledge distillation 
method, which utilizes the discriminator of the generative adversarial 
network as the teacher-assistant. They regarded the student model as 
a generator, and guided by the discriminator, the student model 
generated a feature distribution similar to that of the teacher’s model, 
thus assisting the student model in learning. Some researchers (Cui 
et  al., 2017) proposed a novel mutual distillation method, which 
allowed two groups of untrained student models to start learning and 
solve the task together, i.e., the teacher and the student models were 
trained and updated at the same time.

According to the above findings, knowledge distillation, a deep 
learning model compression and acceleration strategy, has been 
widely applied and developed, but little research has been reported on 
the application of knowledge distillation techniques in the field of heat 
conduction inverse problem solving.

2.4 Temperature field reconstruction

Temperature field reconstruction is a key step in solving inverse 
heat transfer problems, through which accurate reconstruction of the 

temperature field can lead to a better understanding of the heat 
transfer process and improve the thermal performance of materials 
and devices. In recent years, temperature field reconstruction 
techniques combining advanced algorithms and neural network 
methods have made significant progress.

An enhanced Bayesian backpropagation neural network based on 
Kalman filtering has been proposed (Deng and Hwang, 2007), 
applying the Kalman filtering algorithm to improve the weak 
generalization ability of the backpropagation algorithm in 
approximating nonlinear functions. This enhancement improves the 
performance of the Bayesian backpropagation network in solving the 
inverse heat conduction problem, and it has been compared with 
backpropagation networks optimized using other mature algorithms, 
such as GMB and LMB.

In another study, the volumetric heat capacity function of solid 
materials with temperature has been solved using a backpropagation 
neural network combined with a radial basis function neural network 
based on full-history information (Czél et al., 2013). Some researchers 
(Wang H. et al., 2018) proposed a heat flux estimation algorithm based 
on a linear artificial neural network for identifying a finite shock 
response under a linear dynamic system.

In conclusion, temperature field reconstruction plays an important 
role in the solution of inverse heat conduction problems. By introducing 
neural networks and other intelligent algorithms, researchers have made 
many breakthroughs in improving the reconstruction accuracy and 
computational efficiency. These methods not only enrich the means of 
solving inverse problems theoretically, but also demonstrate a strong 
potential in practical applications, providing new ideas for the solution of 
complex heat conduction problems.

3 Methods

3.1 Acquisition of data sets

In metal cutting, the temperature of the tool is mainly affected by 
the integrated heat source of the three deformation zones, in which 
the heat is mainly transferred to the tool through the cutting area, and 

FIGURE 1

Image of the cutting area of the tool with radial depth of cut (ae) of 
0.2  mm and axial depth of cut (ap) of 8  mm.

https://doi.org/10.3389/fnbot.2024.1448482
https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org


Ma et al. 10.3389/fnbot.2024.1448482

Frontiers in Neurorobotics 05 frontiersin.org

the cutting area of the tool can be regarded as the boundary of the tool 
heat conduction system. The cutting region of the tool generally 
includes: the tool-chip contact region and the tool-worker contact 
region, when the tool back angle is large, the cutting time is short and 
the cutting speed is small, and the back face of the tool does not 
undergo intense wear, the tool-worker contact region can be regarded 
as a part of the tool-chip contact region (Jaspers et al., 1998), and at 
this time, the tool-chip contact region is the tool’s cutting region. The 
front face of the tool can be  photographed using an electron 
microscope, and the wear area of the main cutting edge attachment is 
the tool-chip contact area. Figure 1 shows the image of the cutting area 
of the tool with radial depth of cut (ae) of 0.2 mm and axial depth of 
cut (ap) of 8 mm.

In this test, a temperature measuring tool embedded with a thin-
film thermocouple (TFTC) developed by this group was used for end 
milling Inconel 718 nickel-based high-temperature alloy workpiece, 
and according to the requirements of the test, the size of the workpiece 
was designed to be 50 mm × 20 mm × 10 mm. In the design of the test 
for end milling Inconel 718, the comprehensive consideration of the 
theory of heat transfer of metal cutting was taken into account, and 
the spindle speed (r/min), feed rate (mm/min), and radial milling 
depth (mm), which have an important influence on milling 
temperature, were taken as test variable factors. The spindle speed (r/
min), feed rate (mm/min), and radial milling depth (mm), which have 
an important influence on the milling temperature, are taken as the 
test variable factors. After determining the test variables, a full factorial 
design of experiments (DOE) was used to ensure that all levels of each 
test variable were tested at least once. Figure  2 shows a physical 
diagram of a transient milling multi-point temperature 
measurement toolholder.

The end milling test was conducted using the constructed test 
platform and test program, and the temperature data corresponding 
to the four temperature measurement points of the milling tool were 
recorded and saved. According to the actual processing requirements, 
when reconstructing the temperature field of the milling process tool, 

only the temperature field reconstruction of the tool during the 
cutting process needs to be  considered, without the need to 
reconstruct the temperature field of the retracting process after the 
completion of machining, so this paper in the subsequent processing 
of data in the process of selecting the cut in to the cut out of the 
retracting tool before the start of the temperature reduction moment 
to be  recorded. In the end milling process, the tool is often 
accompanied by violent vibration, so the collected temperature data 
will have a certain noise level, and the data need to be filtered.

The inverse heat conduction problem of the tool heat 
conduction model refers to the fact that one of the parameters in 
the control equations, initial conditions, thermophysical 
parameters, and all boundary conditions of the tool heat conduction 
is in a missing state, and the unknown parameters need to be solved 
in reverse by measuring the physical signals by other methods. The 
inverse heat conduction problem in this paper belongs to the first 
type of margin estimation inverse problem, where the temperature 
on the boundary of the tool heat conduction system is estimated 
from the temperature sensor measurement results. The temperature 
on the boundary of the tool heat transfer system cannot 
be measured by physical methods or the measurement accuracy is 
poor, and is generally obtained using simulation methods. By 
constructing a local numerical simulation model of the milling 
process, the Inconel 718 end milling simulation model is operated 
and set up in complete control of the full factorial test parameters 
and machining time, and the simulation model is adjusted and 
corrected by the results of the actual sensor measurements and 
comparison of the chip morphology. The test simulation was 
completed using a cutting model with the required accuracy to 
obtain temperature data on the boundary of the tool heat 
transfer system.

The simulation model is adjusted and calibrated according to the 
test results, and after the accuracy meets the requirements, the average 
temperature of the cutting area of the tool is derived from the cloud 
diagram of the simulation results, and the other 26 sets of temperature 
curves can also be obtained by the simulation model, which provides 
the data sample set of the training model for the subsequent inverse 
heat conduction problem solving.

3.2 Construction of gated convolutional 
recurrent network model

The traditional one-dimensional CNN may ignore the time series 
features in the input data, resulting in the loss of some important time 
series information, in order to solve this problem, GRU can be introduced 
on the basis of one-dimensional CNN to simultaneously extract the 
multi-dimensional feature information as well as the temporal 
characteristics of the time series. Gated Convolutional Recurrent Neural 
Network (CNN-GRU) is a kind of neural network that combines the 
features of both CNN and GRU models, and is usually used to process 
time-series data, text, speech, and video, etc. The workflow of CNN-GRU 
is firstly, the input data undergoes a series of Convolution and pooling 
operations to extract the spatial dimension information in the data, and 
then the local features after the convolution operation are input into the 
GRU for sequence modeling, the GRU will dynamically update the 
hidden state according to the feature sequences of the input data, 
obtaining the long-term dependencies in the input data, and perform the 

FIGURE 2

Milling multi-point temperature measurement toolholder.
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task of output prediction according to the hidden state of the GRU 
network, and the final output is performed through a fully connected 
layer. Using CNN-GRU as a model for solving the inverse heat transfer 
problem can directly establish the nonlinear data relationship between the 
machining parameters, the temperature of the back face of the milling 
cutter and the temperature of the cutting area. The CNN effectively 
captures the spatial information and combines with the GRU network to 
model the long-term dependence in the sequence to realize the rapid 
solution of the nonlinear inverse heat transfer problem.

The prediction process based on the CNN-GRU model is shown 
in Figure 3 as follows:

 (1) Preprocess the original dataset with data normalization and 
dataset division;

 (2) Construct the CNN-GRU model;
 (3) Use the validation set to verify the model accuracy and save the 

model with the required accuracy;
 (4) Test the CNN-GRU model with the test set to obtain the final 

temperature prediction results on the cutting area of the tool.

As the original data set milling temperature and machining 
parameters and other types of data have different scales and value 
ranges, which makes some features weight update process will 
be  affected by the larger and ignore some other features, 
normalization can eliminate this effect so that all features have the 
same scale. In addition, in this case, the difference in the scale of the 
features will affect the training and convergence of the model, if there 

is a large difference in the scale of the features, then the step size of 
the update in the gradient descent process may be affected by the 
difference in the size of the gradient, which will lead to a slower 
convergence speed. By normalization, the direction of gradient 
descent can be made consistent, accelerating the convergence speed 
of the model. There are many methods of normalization such as 
Min-Max Scaling, Z-score Standardization, Softmax Normalization 
etc. According to the data type choose the Min-Max Scaling method 
for data normalization, which is a common normalization method to 
scale the data to between [−1,1], the formula is shown as Equation (1):

 
min

max min

ix xx
x x

∗ −
=

−  
(1)

where x* represents the normalized data, xi represents the 
observed value at moment i, and xmin and xmax are the minimum and 
maximum values in the data, respectively.

The predictions of the model on the test set are restored after the 
model training using inverse normalization, which is formulated as 
Equation (2):

 ( )max min minx x x x x∗= − +  (2)

where x inverse normalized value, x* normalized value of the 
prediction result, and, xmin, xmax are the minimum and maximum 
values in the data, respectively.

FIGURE 3

Prediction process based on the CNN-GRU model.
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To determine the model structure, this study employs Mean 
Squared Error (MSE) and R-squared (R2) as evaluation metrics. The 
formulas for these metrics are as Equations (3, 4):
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where n represents the total number of samples, i denotes the 
current sample, ŷi is the predicted value for the ith sample, and yi is the 
true value for the ith sample. A smaller MSE indicates that the model’s 
predictions are closer to the true values, signifying better 
model performance.
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Where n represents the total number of samples, i denotes the 
current sample, ŷi is the predicted value for the ith sample, yi is the true 
value for the ith sample, ȳi represents the mean of the true values yi. 
The range of R2 is [0,1], with a higher R2 indicating better 
model performance.

In the inverse heat transfer problem solving model based on 
deep learning, effective data samples are the key to develop the 
model to accurately predict the boundary temperature conditions 
in the cutting region, among the 27 sets of full factorial test 
samples, the 24th set of test data is extracted as the test set data, 
and 80% of the remaining data is treated as the training set, and 
20% is treated as the validation set. The machining parameters 
and the temperature at multiple points on the back face of the 
milling cutter are chosen as input features, and the temperature 
boundary conditions on the milling cutter cutting region are used 
as prediction labels. The compiled language for the neural 
network is Python 3.7, the model is built using the PyTorch deep 
learning framework, the operating system is 64-bit Windows 10, 
and the GPU is an NVIDIA GTX 1050Ti graphics card.

Among them, the parameters of the model are shown in Table 1, 
and the overall structure of the CNN-GRU model built in this paper 
is shown in Figure 4.

In order to confirm the validity and accuracy of the models, this 
paper compares the constructed CNN-GRU models with CNN, GRU, 
and LSTM networks, using MSE as the Loss function and R2 as the 
evaluation index of model error. All models use the dataset delineated 
in the previous section, and the parameter details of each model are 
shown in Table 2, and the training Epoch and batch size of all models 
are kept the same in order to ensure the scientific nature of 
model comparison.

The Loss function curves for the training process of each 
model are shown in Figure 5A. The figure illustrates that, for the 

TABLE 1 CNN-GRU model parameters.

Model parameters Numerical values

CNN Layers 2

CNN convolutional kernel size 4

Number of Convolutional Kernels First layer 132, second layer 164

Number of GRU layers 2

Number of GRU neural units First layer 50, second layer 50

Total number of neurons in the model 117,157

FIGURE 4

General structure of CNN-GRU model.
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FIGURE 5

Performance comparison of different models. (A) The Loss function curves for each model training process. (B) Fit curves for each model on the test set.

same number of training iterations (150), the CNN model 
stabilizes its Loss value at approximately the 120th iteration, 
making it the slowest to converge among the models. In contrast, 
the LSTM and GRU models stabilize around the 90th iteration. 
Notably, the CNN-GRU model exhibits a smooth trend and 
stabilizes as early as the 45th iteration, demonstrating the fastest 
convergence speed among all the models.

During 150 training sessions, the final LOSS value of the 
CNN-GRU model is 2.57 × 10−3, the final LOSS value of the CNN 
model is 6.37 × 10−3, the final LOSS value of the LSTM model is 
5.3 × 10−3, and the final LOSS value of the GRU model is 
6.82 × 10−3. In comparison, the CNN-GRU model exhibits better 
learning ability and fitting effect, and the evaluation indexes of 
each model are shown in Table 3.

The fitting curves of each model on the test set are shown in 
Figure 5B, from which it can be seen that the prediction curves 
of the CNN-GRU model are the closest to the real value, and 
compared with other models, it can predict the temperature trend 
on the cutting area of the tool more efficiently, especially in the 
position of the peaks and valleys of the best fitting, which further 
verifies that the prediction results of the CNN-GRU model are 
more in line with the practical requirements.

3.3 Temperature boundary condition 
estimation model based on knowledge 
distillation with gated convolutional 
recurrent networks

Knowledge distillation is an instructor-student training structure 
that typically utilizes a student model with a simpler network structure 
to learn the knowledge provided by an instructor model that has been 
trained with a more complex network structure; this approach trades 
a slight performance loss for faster computation and smaller model 
parameters. Knowledge distillation works by training the student 
model with both the predictions of the teacher model (soft labeling) 
and the real data (hard labeling), and calculating the weighted total 
loss of the student model on both the soft and hard labels, essentially 
“migrating” the knowledge learned by the teacher model to the 
student model. The structure of the knowledge distillation strategy 
used in this paper is shown in Figure 6.

The specific knowledge distillation strategy process is as follows:

 (1) The raw data that has been preprocessed is input to both the 
teacher model and the student model, the teacher model is the 
CNN-GRU model constructed in the previous section, and the 
student model is a small model with a single CNN layer and a 
single GRU layer.

 (2) The output of the teacher model is softened using the Softmax 
function with temperature coefficient T. The processed labels 
are used as soft labels.

 (3) Use the same Softmax function with temperature coefficient T 
to soften the results of the student model output, and process 
the labels of the student output and the soft labels of the teacher 
model output in the previous step through the distillation loss 
function LOSSsoft to obtain the distillation loss function 
between the student model and the teacher model.

 (4) Process the unsoftened student model output labels with the 
real hard labels through the student loss function LOSShard to 
get the student loss.

TABLE 2 Parameter details for each model.

Network 
model

Epoch Batch 
size

Total 
number 

of 
neurons 

in the 
model

Single 
training 
time(s)

LSTM 150 50 65,389 3.72

GRU 150 50 53,283 1.67

CNN 150 50 78,633 4.03

CNN-GRU 150 50 117,157 6.8
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 (5) The distillation loss and the student loss are weighted to obtain 
the total loss, and the gradient of each parameter is updated in 
the backpropagation process.

The following are the calculation formulas involved in the 
knowledge distillation operation process:

Knowledge distillation soft labeling calculation formula as 
Equation (5):
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where T is the distillation temperature coefficient, used to control 
the “hardness” of the soft label. When T is larger, the soft label 
distribution area is uniform, more softened, when T is smaller, the soft 
label distribution closer to the hard label.

Distillation loss of the loss function LOSSsoft formula is as 
Equation (6):
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where k is the total number of samples, pi(ui,T) is the ith output of 
the teacher model at temperature coefficient T, and pi(zi,T) is the ith 
output of the student model at temperature coefficient T.

The loss function LOSShard for student loss is formulated as 
Equation (7):
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where yi7is a vector of hard labels representing the class i output 
of the unsoftened student model.

The total loss of knowledge distillation can be expressed as 
Equation (8):

 ( )1total hardsoftLOSS LOSS LOSSλ λ= + −  (8)

where λ are hyperparameters, which are fixed constants that can 
be empirically tuned to the reference or dynamically adjusted.

Based on the above knowledge distillation strategy for model 
optimization design of the constructed CNN-GRU teacher model, the 
first step is to construct a simple CNN-GRU student model, and with 

reference to the structure of the teacher model with 2 layers of CNN 
layers plus 2 layers of GRU layers, the student model structure is 
designed as a 1-layer CNN layer plus 1 layer of GRU layer structure. 
In order to determine the optimal student model total neuron number, 
the student models with total neuron number of 10, 20, 30, 40, 50, 60, 
70, 80, and 90% of the teacher’s model were designed, and the gradient 
descent training was performed on each model using the same 
training, validation, and test sets, and the training Epoch and batch 
sizes were consistent with those of the teacher’s model. The learning 
ability and single-step training time of each student model not trained 
by the knowledge distillation strategy are first compared to the true 
values, and the comparison of the prediction results of each percentage 
of student models is shown in Figure 7A.

As can be seen from the figure, the goodness of fit of the student 
model gradually increases with the increase of the total number of 
neurons before the knowledge guidance of the teacher’s model, and the 
goodness of fit tends to stabilize when the ratio of the student model to 
the teacher’s model is 60%, which indicates that the closer the student 
model is to the teacher’s model, the better the ability to learn the data, 
however, due to the structural limitation of the student model, the 
simple model structure is not enough to accurately reflect the complex 
nonlinear relationship between the input data and the output data. 
However, due to the structural limitations of the student model, the 
simple model structure is not enough to accurately reflect the complex 
nonlinear relationship between the input data and the output data, 
although the goodness of fit of the student model to the teacher’s model 
still fluctuates slightly after the ratio of the student model to the teacher’s 
model is more than 60%, but the overall learning ability does not 
improve much. The single-step training time consumed by the student 
model also becomes more with the increase of the total number of 
neurons, and the rate of change of the single-step training time 
consumed increases when the ratio of the student model to the teacher’s 
model is 70%, which demonstrates that the closer the number of 
neurons of the student model is to that of the teacher’s model, the slower 
the model’s inference is, and the more hardware resources it occupies.

Then, using the knowledge distillation strategy, the teacher model 
trained in the previous section is used to “guide the training” of the 
above student models of different sizes, so as to transfer the knowledge 
learned from the teacher model to the student model. In order to 
avoid random errors, the distillation temperature coefficient T is set 
to [1,10], T takes an integer, the total loss weighting factor λ is set to 
[0.1,0.9], λ retains one decimal place, and the distillation effect of the 
model under the parameter combinations of T and λ is compared one 
by one, and it is finally determined that T = 7, λ = 0.8. The comparison 
of the prediction results of various proportions of the students’ models 
after the distillation is shown in Figure 7B.

As can be seen from the figure, the student models (CNN-GRU + KD) 
guided by the teacher’s model all have a better improvement in the 
goodness-of-fit, and the R2 shows a smooth trend and stabilizes around 
0.96 when the percentage of the student model to the teacher’s model is 
60%, which results in a longer single-step training time than that of the 
original model after the distillation before the original model is longer, 
when the percentage is more than 80%, the single-step training time of 
the model is close to that of the teacher model. Therefore, considering 
the goodness of fit of the student model and the single-step training time, 
the total number of neurons of the student model is determined to 
be 60% of the teacher model, and the network parameters of the student 
model are shown in Table  4. A comparison of the performance 

TABLE 3 Evaluation indicators for each model.

Model MSE R2

CNN 6.37 × 10−3 0.89

LSTM 5.3 × 10−3 0.93

GRU 6.82 × 10−3 0.88

CNN-GRU 2.57 × 10−3 0.98
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TABLE 4 Network parameters of the student model.

Model parameter Numerical values

CNN Layers 1

CNN convolutional kernel size 4

Number of convolution kernels 148

GRU layers 1

Number of GRU neural units 90

Total number of neurons in the model 70,170

improvement of the model before and after acceleration by the 
knowledge distillation strategy is shown in Figure 7C.

From Figure 7C, it can be seen that the CNN-GRU + KD model 
accelerated based on the knowledge distillation strategy has an accuracy 

of 0.96, which compares with the teacher’s model although there is some 
performance loss (loss of 2%), but it improves the prediction accuracy by 
5% over the student’s model of 0.91, and the training time of the 
CNN-GRU + KD as usual reduces by 44.1% compared with the teacher’s 
model, which proves that the acceleration of the knowledge distillation 
strategy is feasibility of the compression model.

4 Experimental result and analysis

4.1 Model noise resistance test

In 3.3, the model accuracy and computation time have been 
discussed, and the results show that he CNN-GRU+KD model 
achieves significant time acceleration with minimal loss in 
accuracy compared to the teacher model, making it more suitable 

FIGURE 6

Structure of knowledge distillation strategy.

FIGURE 7

Comparison of model performance before and after adding knowledge distillation. (A) Comparison of student model training results for each scale. 
(B) Comparison of student model predictions for each scale after knowledge distillation. (C) Comparison of model performance improvement before 
and after acceleration of knowledge distillation strategy.
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for the rapid provision of necessary data for fast temperature 
field reconstruction.

In addition to model accuracy and computation time, the model’s 
noise immunity to data noise is especially critical in the solution of the 
inverse heat conduction problem, because the inverse heat conduction 
problem is essentially an “unsettled” problem, which is more sensitive to 
the noise of the signal, and therefore the model’s noise immunity needs 
to be tested. The CNN-GRU + KD after knowledge distillation is tested 
with the teacher model and the student model on the dataset with noise 
level 0Kσ = , noise level 10Kσ = , and noise level 10Kσ = , respectively, 
and the results are shown in Figures  8A–I. Table  5 shows the MSE 
computed by the student model, the teacher model, and the 
CNN-GRU + KD Model on the test set under the noise level of these 
three sets of data.

As can be seen from the learning effects of the above three models 
at different noise levels, the student model with fewer model 
parameters, simple structure, and no knowledge distillation training 
performs the worst as the noise level increases, and has been severely 

distorted at noise level 10Kσ = . The teacher model, on the other 
hand, can still learn the trend of real data in noisy data due to its 
complex model structure and more model parameters, and shows 
better noise immunity, which can be attributed to the dimensionality 
reduction of the noisy data by multilayer convolutional pooling, thus 
compressing the random noise information. Thus the CNN-GRU + KD 
trained based on the teacher model learns the better noise immunity 
of the teacher model and shows better robustness compared to the 
student model, and the stability of the CNN-GRU + KD is still 
satisfactory even in the case of high noise level.

4.2 Simulation reconstruction

In the milling process, the heat in the milling cutter is mainly 
transferred in three ways: the mutual transfer of heat between the tool-
workpiece-chips in the cutting area, the convective heat transfer between 
the tool-stem-air, and the thermal radiation heat transfer in the high 

FIGURE 8

Test set fitting curves for the three models at different noise levels. (A) Noise level 0K=σ  student model fit curve on test set. (B) Noise level 0K=σ  
teacher model fit curve on test set. (C) Noise level 0K=σ  CNN-GRU  +  KD model fit curve on test set. (D) Noise level 5K=σ  student model fit curve 
on test set. (E) Noise level 5K=σ  teacher model fit curve on test set. (F) Noise level 5K=σ  CNN-GRU  +  KD model fit curve on test set. (G) Noise 
level 10K=σ  student model fit curve on test set. (H) Noise level 10K=σ  teacher model fit curve on test set. (I) Noise level 10K=σ  CNN-GRU  +  KD 
model fit curve on test set.
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temperature region, because the radiation area of the high temperature 
region in the process of metal cutting is generally very small, so the 
thermal radiation heat transfer is generally negligible. Therefore, before 
constructing the transient heat transfer model of double-edged milling 
cutter, if only simplified two-dimensional or three-dimensional modeling 
for the milling cutter will greatly affect the accuracy of the heat transfer 
model, should be three-dimensional modeling of the cutting system as a 
whole, including inserts, shanks, bolts, etc. This paper in accordance with 
the actual tool as a whole to establish a three-dimensional geometric 
model shown in Figure 9, and in accordance with Figure 1 in the cutting 
area of the tool cutting region image of the model tool cutting area 
location for detailed division.

The tool cutting area is defined as F1, the tool-stem-bolt contact area 
is defined as F2, and the contact area between the cutting system and the 
air is defined as F3. The heat flow inside the system during the whole 
milling process can be understood as follows: the cutting heat enters into 
the overall cutting system from the tool cutting area, and then transfers to 
the tool stem and bolt through the tool-stem-bolt contact area, and the 
heat dissipation is realized by convective heat transfer with the 
surrounding air in the contact area of the cutting system and the air. The 
cutting system in contact with the air through the convective heat transfer 
with the surrounding air to achieve heat dissipation, this process is a 
complex, three-dimensional, transient heat transfer process, the control 
equation of heat transfer can be expressed as Equation (9):

 
, 0t t t t

T T T Tk k k c t
x x y y z z t

ρ
 ∂ ∂ ∂ ∂ ∂ ∂ ∂   + + = >    ∂ ∂ ∂ ∂ ∂ ∂ ∂      

(9)

where T represents the transient temperature at the internal point of 
the tool heat transfer model, (x,y,z,t) are the spatial and temporal variables 
of the tool heat transfer model, and kt and ct represent the specific heat 
capacity and thermal conductivity of the material and ρ the 
material density.

Based on the proposed CNN-GRU + KD model, the actual 
measured temperature of the back face of the milling cutter and the 
machining parameters are inputted into the model to predict the 
temperature boundary value on the cutting area of the milling cutter, 
and the estimated temperature boundary conditions are inputted into 
the transient heat transfer model of the milling cutter to realize the 
reconstruction of the tool temperature field during the milling process. 
In this paper, the tool temperature field reconstruction is carried out 
for different rotational speeds under the feed rate f = 0.075 mm/z per 
tooth, radial depth of cut (ae) of 0.2 mm, and the milling mode is dry 
cutting and reverse milling. According to the temperature boundary 
conditions prediction results and double-edged milling cutter transient 
heat conduction model combination of the milling process tool 
temperature field reconstruction, respectively, take 4 s, 8 s, 12 s to draw 
the temperature field of the pre-milling, mid-term, the end of the 
milling period, the results are shown in Figures 10A–I.

In order to verify the accuracy of the milling process tool 
temperature field reconstruction model, the milling cutter transient 
heat transfer finite element calculation results corresponding to the 
location of the thin-film thermocouple sensor temperature 
measurement point of the unit temperature reconstruction curve 
exported and compared with the sensor’s actual measurement of the 
milling temperature curve, the results of the reconstruction of the 
temperature and the measured temperature comparison results in 
different working conditions are shown in Figures 10J–L.

As can be seen from Figures 10A–I, in the pre-milling process, 
the tool cutting area produces a large amount of cutting heat, which 
will spread around to form a temperature gradient, with the cutting 
process heat generation and dissipation to reach an equilibrium 
state, the tool near the cutting area near the temperature distribution 
gradually tends to stabilize, while the tool distal space on the tool is 
still part of the region’s temperature field distribution in the change, 
because this part of the is farther from the cutting region, the heat 
conduction is slower, and it takes longer to reach the thermal steady 
state. In addition, it can be seen that there is a large temperature 
gradient at the tip of the milling cutter, the temperature gradient 
distribution on the front face is very uneven, and the high 
temperature region is mainly concentrated in the vicinity of the 
cutting area and the temperature increases with time.

From Figures  10J–L, it can be  seen that the reconstructed 
temperature curve of the milling process fits well with the temperature 
curves of the four temperature measurement points. Subject to the 
actual measurement temperature of the sensor, the fit between the 
reconstructed temperature curves of the four temperature 
measurement points at the locations of the above three conditions and 
the actual measurement temperature curves of the sensor is as high as 
0.97, and the fit is as low as 0.92, with the fit above 0.9, which proves 
that there is a good fitting relationship between the reconstructed 
temperature curve There is a good fitting relationship between the 
reconstructed temperature curve and the actual measured temperature 
curve of the sensor. The Root Mean Square Error (RMSE) was chosen 
as the evaluation index for calculating the error between the 
reconstructed temperature profile and the actual measured 
temperature profile, and the formula of RMSE is as Equation (10):
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TABLE 5 MSE of the three models at different data noise levels.

Noise level Model CNN-
GRU  +  KD

Student 
model

Teacher 
model

0Kσ = 6.42 × 10−3 2.57 × 10−3 2.85 × 10−3

5Kσ = 7.89 × 10−3 3.02 × 10−3 3.52 × 10−3

10Kσ = 1.69 × 10−2 3.95 × 10−3 4.47 × 10−3

FIGURE 9

Three-dimensional schematic diagram of the tool-shaft-bolt cutting 
system.
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where n represents the data points, 10Kσ =  represents the 
measured temperature value of the sensor at time i moment, and iy



 
represents the modeled temperature result at time i moment.

The RMSE between the reconstructed temperature curve at the 
temperature measurement point when the spindle speed N = 509 r/min 
and the actual temperature curve measured by the sensor is 1.85, 1.98, 

FIGURE 10

Temperature field reconstruction results for three different operating conditions. a. Tool Temperature Field Reconstruction Results for Case N  =  382  r/
min, f  =  0.075  mm/z, ae  =  0.2  mm. (A) t  =  4  s. (B) t  =  8  s. (C) t  =  12  s. b. Tool Temperature Field Reconstruction Results for Case N  =  509  r/min, 
f  =  0.075  mm/z, ae  =  0.2  mm. (D) t  =  4  s. (E) t  =  8  s. (F) t  =  12  s. c. Tool Temperature Field Reconstruction Results for Case N  =  636  r/min, f  =  0.075  mm/z, 
ae  =  0.2  mm. (G) t  =  4  s. (H) t  =  8  s. (I) t  =  12  s. (J) N  =  382  r/min, f  =  0.075  mm/z, ae  =  0.2  mm Reconstruction temperature vs. measured temperature. 
(K) N  =  509  r/min, f  =  0.075  mm/z, ae  =  0.2  mm Reconstruction temperature vs. measured temperature. (L) N  =  636  r/min, f  =  0.075  mm/z, ae  =  0.2  mm 
Reconstruction temperature vs. measured temperature.
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1.62, and 1.43°C; the RMSE between the reconstructed temperature 
curve at the temperature measurement point when the spindle speed 
N = 636 r/min and the actual temperature curve measured by the sensor 
is 4.51, 2.89, 3.68, and 3.56°C, which is in the acceptable range. The above 
calculations prove the accuracy and feasibility of the tool temperature 
field reconstruction method for milling process based on the inverse heat 
conduction problem used in this paper.

5 Conclusion

In this paper, a solution model for the inverse heat transfer 
problem based on a convolutional gated recurrent network to predict 
the temperature boundary conditions in the cutting region of the tool 
is proposed. And the CNN-GRU model that will be built is compressed 
and accelerated using the knowledge distillation strategy, and the big 
model that will be built is considered as the teacher model, and the 
small CNN-GRU is designed, which is considered as the student 
model. The goodness-of-fit of the CNN-GRU + KD model trained by 
the teacher model guidance is 0.96, and the single-step training time 
of the model is reduced by 44.1% compared to the teacher model. 
Compared to than the student model without teacher model guidance, 
the accuracy of the CNN-GRU + KD model increased by 5% and the 
mean square error decreased by 55%. By adding different levels of 
random noise to the model input data, the CNN-GRU + KD model 
learns the noise-resistant ability of the teacher model and still shows 
good robustness and stability under noisy data.

The transient heat transfer model of the tool is constructed, and 
all the surface areas of the model are divided into three major areas, 
namely, the tool cutting area F1, the tool-shank-bolt contact area F2, 
and the contact area between the cutting system and the air F3, 
according to the actual situation, and the boundary conditions on 
each area are defined according to the theory of heat transfer. Based 
on the CNN-GRU + KD model predicted temperature boundary 
conditions in the tool cutting region, combined with the tool 
transient heat conduction model, the temperature field of the milling 
cutter was reconstructed for three different working conditions, and 
the reconstructed temperature curves of the milling process at the 
location of the temperature measurement points and the temperature 
curves of the sensors were calculated for the goodness-of-fit and the 
root-mean-square error, and the goodness-of-fit of curves in the 
three working conditions was the highest of 0.97. The minimum root 
mean square error is 1.43°C, which are in the acceptable range, and 
the reconstruction of tool temperature field in milling process 
is realized.

Based on the results of this paper, future research could further 
enhance the CNN-GRU+KD model for predicting temperature 
boundary conditions in the tool cutting region. One promising 
direction is to integrating intuitionistic fuzzy approaches, as 
demonstrated by Versaci and La Foresta (2024) in energy management. 
Fuzzy systems could more effectively handle the uncertainty and noise 
inherent in temperature data. By integrating fuzzy rules based on 
operator experience, the CNN-GRU model could become more 

versatile and adaptable to various milling scenarios, thereby improving 
the robustness and adaptability of the CNN-GRU+KD model under 
different operating conditions. Combining intuitionistic fuzzy 
approaches with the CNN-GRU+KD model could lead to even greater 
performance improvements, particularly in situations where real-time 
decision-making and noise immunity are critical.

Data availability statement

The data that support the finding of this study are available from 
the corresponding author upon reasonable request.

Author contributions

FM: Writing – original draft, Investigation, Methodology, Writing 
– review & editing. HW: Conceptualization, Writing – original draft, 
Visualization. ME: Validation, Writing – review & editing. XW: 
Investigation, Writing – original draft. YC: Funding acquisition, 
Writing – review & editing. JY: Funding acquisition, Supervision, 
Writing – original draft, Writing – review & editing.

Funding

The author(s) declare that financial support was received for the 
research, authorship, and/or publication of this article. This work was 
supported by National Natural Science Foundation of China (Nos. 
52275407, 52175379, 51905071, 52072056, and 52305449), the 
Applied Basic Research Program (Youth Project) of Liaoning 
Province (2023JH2/101600060), the Project of Department of 
Education of Liaoning Province, China (Nos. LJKZ0473, LJKZ0483, 
and LJKQZ20222336), the Doctoral Research Foundation of Liaoning 
Province (2019-BS-043), and the Key Laboratory of Precision and 
Special Processing of Ministry of Education, and the Dalian 
University of Technology (JMTZ201902).

Conflict of interest

ZS was employed by Angang Heavy Machinery Co., Ltd.
The remaining authors declare that the research was conducted in 

the absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the 
authors and do not necessarily represent those of their affiliated 
organizations, or those of the publisher, the editors and the 
reviewers. Any product that may be evaluated in this article, or 
claim that may be made by its manufacturer, is not guaranteed or 
endorsed by the publisher.

References
Alammari, Y., Weng, J., Saelzer, J., and Biermann, D. (2024). Transient Temperature 

at Tool–Chip Interface during Initial Period of Chip Formation in Orthogonal Cutting 
of Inconel 718. Materials 17:2232. doi: 10.3390/ma17102232

Carvalho, S. R. E., Silva, S. L., Machado, A. R., and Guimaraes, G. (2006). Temperature 
determination at the chip–tool interface using an inverse thermal model considering the tool 
and tool holder. J. Mater. Process. Technol. 179, 97–104. doi: 10.1016/j.jmatprotec.2006.03.086

https://doi.org/10.3389/fnbot.2024.1448482
https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org
https://doi.org/10.3390/ma17102232
https://doi.org/10.1016/j.jmatprotec.2006.03.086


Ma et al. 10.3389/fnbot.2024.1448482

Frontiers in Neurorobotics 15 frontiersin.org

Chen, C., and Pan, Z. (2023). A neural network-based method for real-time inversion 
of nonlinear heat transfer problems. Energies 16:7819. doi: 10.3390/en16237819

Cheng, G J, Liu, L T, Qiang, X J, and Liu, Ye (2016). “Industry 4.0 development and 
application of intelligent manufacturing.” in 2016 international conference on 
information system and artificial intelligence (ISAI). IEEE. pp. 407–410. doi: 10.1109/
ISAI.2016.0092

Cichosz, P., Karolczak, P., and Waszczuk, K. (2023). Review of cutting temperature 
measurement methods. Materials 16:6365. doi: 10.3390/ma16196365

Cortés, O, Urquiza, G, Hernandez, J A, and Cruz, Marco A. (2007) “Artificial neural 
networks for inverse heat transfer problems.” in IEEE Electronics, Robotics and 
Automotive Mechanics Conference, 2007. pp.  198–201. doi: 10.1109/
CERMA.2007.4367685

Cui, J, Kingsbury, B, Ramabhadran, B, Saon, George, Sercu, Tom, Audhkhasi, Kartik, 
et al. (2017). “Knowledge distillation across ensembles of multilingual models for low-
resource languages.” in 2017 IEEE International Conference on Acoustics, Speech and 
Signal Processing (ICASSP). IEEE. pp. 4825–4829. doi: 10.1109/icassp.2017.7953073

Czél, B., Woodbury, K. A., and Gróf, G. (2013). Inverse identification of temperature-
dependent volumetric heat capacity by neural networks. Int. J. Thermophys. 34, 284–305. 
doi: 10.1007/s10765-013-1410-6

Deng, S., and Hwang, Y. (2007). Solution of inverse heat conduction problems using 
Kalman filter-enhanced Bayesian back propagation neural network data fusion. Int. J. 
Heat Mass Transf. 50, 2089–2100. doi: 10.1016/j.ijheatmasstransfer.2006.11.019

He, Y, Lin, J, Liu, Z, Wang, Hanrui, Li, Li-Jia, and Han, Song (2018). “Amc: Automl for 
model compression and acceleration on mobile devices.” in Proceedings of the European 
conference on computer vision (ECCV). 2018. pp.  784–800. doi: 
10.1007/978-3-030-01234-2_48

He, Z., Shi, T., Xuan, J., and Li, T. (2021). Research on tool wear predicti-on based on 
temperature signals and deep learning. Wear 478-479:203902. doi: 10.1016/j.
wear.2021.203902

Jaspers, S. P. F. C., Dautzenberg, J. H., and Taminiau, D. A. (1998). Temperature 
measurement in orthogonal metal cutting. Int. J. Adv. Manuf. Technol. 14, 7–12. doi: 
10.1007/BF01179411

Javaid, M., Haleem, A., Singh, R. P., Rab, S., and Suman, R. (2021). Significance of 
sensors for industry 4.0: roles, capabilities, and applications. SensorsInt. 2:100110. doi: 
10.1016/j.sintl.2021.100110

Kamyab, S., Azimifar, Z., Sabzi, R., and Fieguth, P. (2022). Deep learning methods for 
inverse problems. PeerJ Comp. Sci. 8:e951. doi: 10.7717/peerj-cs.951

Kim, J., and Lee, C. (2020). Prediction of turbulent heat transfer using convolutional 
neural networks. J. Fluid Mech. 882:A18. doi: 10.1017/jfm.2019.814

Korkmaz, M. E., and Gupta, M. K. (2024). A state of the art on cryogenic cooling and 
its applications in the machining of difficult-to-machine alloys. Materials 17:2057. doi: 
10.3390/ma17092057

Lee, K. M., Cheng, K., Ding, H., Kazmer, D. O., Lin, W., Luo, R. C., et al. (2015). Guest 
editorial introduction to the focused section on mechatronics for intelligent 
manufacturing. IEEE/ASM-E Trans. Mech. 20, 1001–1004. doi: 10.1109/
TMECH.2015.2422214

Leonidas, E., Ayvar-Soberanis, S., Laalej, H., Fitzpatrick, S., and Willmott, J. R. (2022). 
A comparative review of thermocouple and infrared radiation temperature measurement 
methods during the machining of metals. Sensors 22:4693. doi: 10.3390/s22134693

Li, X., Ding, Q., and Sun, J. Q. (2018). Remaining useful life estimation in prognostics 
using deep convolution neural networks. Reliab. Eng. Syst. Saf. 172, 1–11. doi: 10.1016/j.
ress.2017.11.021

Li, S, Li, X, and Jiang, T. (2009) “A prediction method of life and reliability for CSAL-T using 
Grey RBF neural networks” in 2009 16th International Conference on Industrial Engineering 
and Engineering Management. IEEE. pp. 699–703. doi: 10.1109/ICIEEM.2009.5344500

Liang, L., Xu, H., and Ke, Z. (2013). An improved three-dimensional invers-e heat 
conduction procedure to determine the tool-chip interface temperature in dry turning. 
Int. J. Therm. Sci. 64, 152–161. doi: 10.1016/j.ijthermalsci.2012.08.012

Lixin, W, Zhenhuan, W, Yudong, F, and Guoan, Yang (2016). “Remaining life 
predictions of fan based on time series analysis and BP neural networks.” in 2016 IEEE 
Information Technology, Networking, Electronic and Automation Control Conference, 
2016. pp. 607–611. doi: 10.1109/ITNEC.2016.7560432

Longbottom, J. M., and Lanham, J. D. (2005). Cutting temperature measurement while 
machining–a review. Aircr. Eng. Aerosp. Technol. 77, 122–130. doi: 
10.1108/00022660510585956

Luo, J H, Wu, J, and Lin, W. (2017). “Thinet: a filter level pruning method for deep 
neural network compression” in Proceedings of the IEEE International Conference On 
Computer Vision. 2017. pp. 5058–5066. doi: 10.1109/ICCV.2017.541

Murio, D. A. (1981). The mollification method and the numerical solution of an inverse 
heat conduction problem. SIAM J. Sci. Stat. Comput. 2, 17–34. doi: 10.1137/0902003

Oommen, V., and Srinivasan, B. (2022). Solving inverse heat transfer problems 
without surrogate models: a fast, data-sparse, physics informed neural network 
approach. J. Comput. Inf. Sci. Eng. 22:041012. doi: 10.1115/1.4053800

Qian, W., Hui, X., Wang, B., Zhang, Z., Lin, Y., and Yang, S. (2023). Physics-informed 
neural network for inverse heat conduction problem. Heat Trans. Res. 54, 65–76. doi: 
10.1615/HeatTransRes.2022042173

Ren, L., Sun, Y., Wang, H., and Zhang, L. (2018). Prediction of bearing remaining 
useful life with deep convolution neural network. IEEE Access 6, 13041–13049. doi: 
10.1109/ACCESS.2018.2804930

Versaci, M., and La Foresta, F. (2024). Fuzzy approach for managing renewable energy 
flows for DC-microgrid with composite PV-WT generators and energy storage system. 
Energies, 17:402. doi: 10.3390/en17020402

Wang, Y, Xu, C, Xu, C, and Tao, Dacheng (2018). “Adversarial learning of portable 
student networks.” in Proceedings of the AAAI conference on artificial intelligence. 2018, 
32(1): 4260–4267. doi: 10.1609/aaai.v32i1.11667

Wang, Z., Yang, L., Lin, H., Zhao, G., Liu, Z., and Song, X. (2023). Distributed 
deep learning optimization of heat equation inverse problem solvers. IEEE Trans. 
Comp. Aided Design Integ. Circ. Syst. 42, 4831–4843. doi: 10.1109/
TCAD.2023.3296370

Wang, H., Yang, Q., Zhu, X., Zhou, P., and Yang, K. (2018). Inverse estimation of heat 
flux using linear artificial neural networks. Int. J. Therm. Sci. 132, 478–485. doi: 
10.1016/j.ijthermalsci.2018.04.034

Zhang, B., Wu, G., Gu, Y., Wang, X., and Wang, F. (2022). Multi-domain physics-
informed neural network for solving forward and inverse problems of steady-state heat 
conduction in multilayer media. Phys. Fluids 34:116116. doi: 10.1063/5.0116038

Zhang, Y., Xiong, R., He, H., and Pecht, M. G. (2018). Long short-term m-emory 
recurrent neural network for remaining useful life prediction of lithium-i-on batteries. 
IEEE Trans. Veh. Technol. 67, 5695–5705. doi: 10.1109/TVT.2018.2805189

Zhang, Z., and Wang, Q. (2024). Sequence-to-sequence stacked gate recurrent unit 
networks for approximating the forward problem of partial differential equations. IEEE 
Access, 12, 61795–61809. doi: 10.1109/ACCESS.2024.3395517

Zhang, X, Zhou, X, Lin, M, and Sun, Jian (2018). “Shufflenet: an extremely efficient convol-
utional neural network for mobile devices.” in Proceedings of the IEEE Conference on Computer 
Vision and Pattern Recognition. 2018. pp. 6848–6856. doi: 10.1109/cvpr.2018.00716

https://doi.org/10.3389/fnbot.2024.1448482
https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org
https://doi.org/10.3390/en16237819
https://doi.org/10.1109/ISAI.2016.0092
https://doi.org/10.1109/ISAI.2016.0092
https://doi.org/10.3390/ma16196365
https://doi.org/10.1109/CERMA.2007.4367685
https://doi.org/10.1109/CERMA.2007.4367685
https://doi.org/10.1109/icassp.2017.7953073
https://doi.org/10.1007/s10765-013-1410-6
https://doi.org/10.1016/j.ijheatmasstransfer.2006.11.019
https://doi.org/10.1007/978-3-030-01234-2_48
https://doi.org/10.1016/j.wear.2021.203902
https://doi.org/10.1016/j.wear.2021.203902
https://doi.org/10.1007/BF01179411
https://doi.org/10.1016/j.sintl.2021.100110
https://doi.org/10.7717/peerj-cs.951
https://doi.org/10.1017/jfm.2019.814
https://doi.org/10.3390/ma17092057
https://doi.org/10.1109/TMECH.2015.2422214
https://doi.org/10.1109/TMECH.2015.2422214
https://doi.org/10.3390/s22134693
https://doi.org/10.1016/j.ress.2017.11.021
https://doi.org/10.1016/j.ress.2017.11.021
https://doi.org/10.1109/ICIEEM.2009.5344500
https://doi.org/10.1016/j.ijthermalsci.2012.08.012
https://doi.org/10.1109/ITNEC.2016.7560432
https://doi.org/10.1108/00022660510585956
https://doi.org/10.1109/ICCV.2017.541
https://doi.org/10.1137/0902003
https://doi.org/10.1115/1.4053800
https://doi.org/10.1615/HeatTransRes.2022042173
https://doi.org/10.1109/ACCESS.2018.2804930
https://doi.org/10.3390/en17020402
https://doi.org/10.1609/aaai.v32i1.11667
https://doi.org/10.1109/TCAD.2023.3296370
https://doi.org/10.1109/TCAD.2023.3296370
https://doi.org/10.1016/j.ijthermalsci.2018.04.034
https://doi.org/10.1063/5.0116038
https://doi.org/10.1109/TVT.2018.2805189
https://doi.org/10.1109/ACCESS.2024.3395517
https://doi.org/10.1109/cvpr.2018.00716

	Fast reconstruction of milling temperature field based on CNN-GRU machine learning models
	1 Introduction
	2 Related work
	2.1 Shallow artificial neural network approach
	2.2 Deep artificial neural network methods
	2.3 Deep learning model compression and acceleration method
	2.4 Temperature field reconstruction

	3 Methods
	3.1 Acquisition of data sets
	3.2 Construction of gated convolutional recurrent network model
	3.3 Temperature boundary condition estimation model based on knowledge distillation with gated convolutional recurrent networks

	4 Experimental result and analysis
	4.1 Model noise resistance test
	4.2 Simulation reconstruction

	5 Conclusion

	References

