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The future computing beyond von Neumann era relies heavily on emerging
devices that can extensively harness material and device physics to bring novel
functionalities and can perform power-efficient and real time computing for
artificial intelligence (AI) tasks. Additionally, brain-like computing demands large
scale integration of synapses and neurons in practical circuits that requires the
nanotechnology to support this hardware development, and all these should
come at an affordable process complexity and cost to bring the solutions close to
market rather soon. For bringing AI closer to quantum computing and space
technologies, additional requirements are operation at cryogenic temperatures
and radiation hardening. Considering all these requirements, nanoelectronic
devices utilizing ferroic ordering has emerged as one promising alternative.
The current review discusses the basic architectures of spintronic and
ferroelectric devices for their integration in neuromorphic and analog memory
applications, ferromagnetic and ferroelectric domain structures and control of
their dynamics for reliable multibit memory operation, synaptic and neuronal
leaky-integrate-and-fire (LIF) functions, concluding with their large-scale
integration possibilities, challenges and future research directions.
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Introduction

The future of computing beyond ComplementaryMetal Oxide Semiconductor (CMOS)
era requires extensive use of material and device physics to perform computation at the
atomic level (Manipatruni, 2018; Chen, 2022). Development of neuromorphic computing
hardware, that is devices with bio-plausible functionalities for implementing neural network
operations in hardware, requires different kinds of volatile and non-volatile memories to
implement synaptic and neuronal functionalities. While synaptic plasticity, runtime weight
update and supervised learning require well-controlled, multilevel conductance in
nanoscale devices with long and short-term synaptic potentiation and depression,
neuronal leaky-integrate-and-fire (LIF) activity demands accumulative nature of
switching from one conductance state to the other and a finite decay rate of
conductance states to return to its previous condition rather quickly.

For achieving multilevel conductance states, different physical phenomenon has been
actively investigated by the scientists. This includes resistive random-access memories
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(RRAMs), phase-change memories (PCMs), conduction bridge
memories (CBRAMs), magnetic random-access memories
(MRAMs), ferroelectric random-access memories (FeRAMs) and
so on (Xia, 2019; Ielmini, 2020; Majumdar, 2022b). Each technology
provides some advantages and some challenges in terms of
operational voltage requirement, speed, scalability, reliability,
endurance, yield, manufacturability, cost etc. and no single
technology has so far been able to provide solutions for all the
requirements for high-performance memories and in-memory-
computing (IMC). In the current review article, we will focus on
the last two categories of emerging CMOS-compatible memories,
i.e., MRAMs and FeRAMs as multilevel memories and their
implementation in certain application areas that shows utilization
of ferroic ordering can have significant advantage in non-volatile
memory (NVM) and neuromorphic hardware development,
operating down to deep cryogenic temperature.

Ferromagnetic (FM) and ferroelectric (FE) material based
programmable memory devices can represent multiple
conductance states due to their switchable polarization and
internal domain structures that can be programmed controllably
utilizing magnetic or electric field. These switched polarization states
can retain their polarization after the applied field is withdrawn, and
thus they can work as multi-level memory and synaptic devices for
implementing neuromorphic functionalities. The multi-domain
switching dynamics of FM or FE thin films are fundamentally
different from most other memristive devices that involves
electroforming processes and significant ion motion (in case of
RRAMs or CBRAMs) or switching between crystalline and
amorphous phases (like PCMs). Analog resistive states in FM or
FE thin film devices are due to the non-coherent switching of the
polarized domains, with polarization up and down states
representing device On and Off states and mixed polarization
phases leading to intermediate conductance states. Based on
device architectures and operating principles, large conductance
range, fast switching, programmable retention and power efficiency
can be achieved in Ferroic devices. In particular, devices with
ferromagnetic ordering can provide excellent endurance and
more energy-efficient writing, due to the spin-based nature of
magnetization switching with no charge movements in MRAMs
(Grollier, 2020) while ferroelectric field-effect transistor (FeFET)
technology offer large dynamic conductance range, analog operation
and excellent CMOS compatibility (Jerry, 2017; Mulaosmanovic,
2017; Khan, 2020).

Traditionally, spintronic MRAMs and FeRAMs have been
implemented as binary memory components. However, due to
growing interest in neuromorphic device functionalities, it is of
high relevance to investigate their multi-domain switching
properties for replicating synaptic plasticity and membrane
potential modulation for neuronic functionalities. Interestingly,
the multidomain switching mechanisms of ferroic materials has
resemblance with biological neural systems, like accumulative and
stochastic nature of switching, providing the very promising
possibilities for incorporating both short- and long-term memory
operations that can be utilized to develop bio-realistic hardware
primitives.

In addition to the need for multibit storage and computing,
memories operating at cryogenic temperatures are becoming critical
components for high performance computing (HPC), quantum

technologies, space and superconducting electronics. For HPC,
one significant demand is memories with capacities for handling
of larger and faster data systems for applications such as data
analytics and machine learning. Computing at cryogenic
temperature has the potential to provide these functionalities
through improvements in cycling time, power consumption, and
higher compute density.

For quantum computers, there are three major components,
quantum bits or qubits, a control processor, and a memory block. In
the present-day quantum computers, a conventional computer
operating at room temperature is used as the control processor.
Long cables connect the qubits to the control processor. Although
working satisfactorily for a small number of qubits, scalability of this
architecture to even a few hundreds of qubits would be a big
challenge due to the requirement of a large number of cables to
maintain a connection between the room-temperature control
processor and the qubits at cryogenic temperature. One way of
circumventing the scaling issue is to place the control processor at a
temperature close to that of the qubits. However, when the control
processor is at 4 K or below, types of memories that can be used in
conjunction with quantum computers, also become limited.
Interconnects between the room-temperature memories and the
cryogenic control processor would cause a significant thermal
leakage and could generate thermal noise that is large enough to
destroy the quantum states of the noise-sensitive qubits. This
necessitates use of cryogenic memories compatible with the
control processors (Wang, 2020a). Space technologies
additionally require radiation hardening of the memory
components to operate without degradation or failure under
harsh space conditions.

Considering the needs for high-performance multi-level storage
and processing at cryogenic temperatures, devices harnessing ferroic
ordering can provide an excellent solution (Grollier, 2020). In the
current review, we focus our discussions on reliable reproduction
and stability of multilevel states that could lead to successful
implementations of neural functionalities. In ferroic components,
high endurance is a general feature that is linked to the non-
destructive nature of the multidomain switching. However, in
actual practice, limited endurance is observed often due to
various factors like structural defects, grain and phase
boundaries, dislocations and disorders in the thin film materials
that lead to unwanted charge and ion migration, vacancy and trap
related charging of devices during frequent field cycling and
eventually cause early breakdowns. It has been observed in recent
studies (Hur, 2022; Bohuslavskyi, 2024) that lowering the operating
temperature can successfully circumvent many such leakage current
issues and can prolong the device lifetimes. Additionally, higher
spin-polarization (Garcia, 2004; Majumdar, 2008) and stability of
mixed polarization states in ferromagnets at cryogenic temperatures
(Majumdar, 2012a) cause better analog device performance. It can
be, therefore predicted that, ferroic-based analog memory devices
could provide a promising pathway toward implementation of
energy efficient neuro-inspired computing hardware with
potential advantages of high endurance and reliability, especially
at cryogenic temperatures. Although some of the ferroic materials
based NVM devices have larger cell areas than RRAMs and PCMs,
their rich device physics can be utilized to compute with smaller
number of components in large and complex neural circuits.

Frontiers in Nanotechnology frontiersin.org02

Majumdar 10.3389/fnano.2024.1371386

https://www.frontiersin.org/journals/nanotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fnano.2024.1371386


Digital electronics vs
neuromrphic hardware

Digital electronic components like memories and logic devices
operate in “1” and “0” states, where state “1” generally represents
presence of a charge or current and state “0” represents absence of it.
In the rapidly evolving landscape of semiconductor technology, the
demand for high-performance, energy-efficient, and non-volatile
memory solutions (NVMs) has grown exponentially. NVMs play a
pivotal role in modern electronics, serving as storage elements for
data retention even when power is switched off. Traditional NVMs,
like flash memory, have been widely adopted for their non-volatile
characteristics but currently they are facing limitations in terms of
scalability, energy efficiency and endurance. In ferromagnetic or
ferroelectric components, an external magnetic or electric field
respectively controls the direction of electron spins or electric
dipoles and play a major role in determining device “1” and “0”
states. In both kind of devices, with ferroic ordering, “up” or “down”
spin states or electric polarization states are rather easy to control
and maintain. Therefore, ferroic ordering based binary memories
became a matured technology like magnetic or ferroelectric
random-access memories in these domains.

For neuromorphic or analog computing applications, it is still
possible to use binary memories. However, we must keep in mind
that similar to biological synapses in the brain, synaptic weights in
neural networks are analog in nature rather than binary and hence to
replicate a synapse, multiple memory devices are needed to store one
single synaptic weight. This increases the area footprint, required
read/write energy, and complicates the circuits. To avoid such issues,
it is therefore, of utmost importance to store multiple bits of

information in the single cell of memories. By utilizing the
multidomain structures of ferromagnetic or ferroelectric thin
films, it is possible to have reasonable control over multi-
conductance states that can make these devices suitable as
analog, volatile or non-volatile memories and synapses with
programmable plasticity, i.e., long or short-term retention
properties of multiple conductance states that can be tuned by
the input pulse parameters. Figure 1 shows a biological neural
network, the mechanism of synaptic weight change in biological
systems and its electronic counterpart that is implemented in
crossbar arrays of synaptic weight elements and neuron dynamics
using a leaky-integrate-fire (LIF) neuron model.

One key challenge of analog memory, however, is reproducibility
and retention of the intermediate states, especially in scaled devices.
Due to inherent randomness in domain switching in ferroic devices,
we observe a finite distribution of intermediate states under identical
pulse programming condition that restricts their bit resolution. At
room temperature, higher mobility of ferroic domains together with
other defect related effects like movement of trapped charges and
vacancies thus make control of analog states even more challenging.
At deep cryogenic temperature, on the other hand, lack of thermal
energy makes the domain rotation more restricted leading to less bit
flips and effectivelymore control over the intermediate mixed domain
states in the ferroic devices. In previous works, with ferromagnetic
half-metal-based spin-valves (Majumdar, 2006; Majumdar, 2012b),
and magnetic tunnel junctions (MTJ) (Garcia, 2004), sizable
resistance switching effects were observed at 4K that decayed
substantially with increase in temperature. Even with higher spin-
polarized electrodes (Majumdar, 2008; Angervo, 2022), no
performance improvements at 300 K were observed. Better

FIGURE 1
Schematic representation of a biological neural network and its electronic counterpart. (A) A biological synapse and it is response to electrical
impulses arriving from the neurons. (B)A biological neuron cell body. (C) Synapse and (D) neuron characteristics. The neuron activation is influenced by its
membrane potential, with multiple incoming spikes accumulating and increasing the potential to eventually cross a threshold and fire. These dynamics
can be described using a leaky integrate-fire (LIF) neuron model. Neurons are interconnected by synapses, which in electronic circuits can be
integrated into crossbar devices with multiple, programmable conductance states. Spike timing dependence plasticity (STDP) and pulse driven
potentiation and depression of a synapse help to obtain bio-plausible learning based on synaptic plasticity. (E) A schematic of a neural network and it is
hardware implementation in (F) crossbar arrays of synaptic weight elements and neurons.
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performance of such devices at cryogenic temperatures were
considered a bottleneck at that time. Now, in the age of high-
performance computing, quantum computing and space
technologies, when memories working at deep cryogenic

temperatures are becoming a major focus for development, these
works can provide an important design clue about how we can take
advantage of ferroic ordering at low temperatures to design most
efficient analog memory and neuromorphic systems.

FIGURE 2
(A) Schematic diagram of a spin-valve architecture for parallel and antiparallel alignments of the two ferromagnetic electrodes showing spin
dependent scattering at the two electrodes. (B) Change in electrical resistance of the spin valve due to forward and reverse sweeping of the magnetic
fields. (C) Schematic diagram showing spin polarized tunneling of carriers between the two ferromagnetic electrodes with different spin resolved density
of states. Adapted from Majumdar 2017, 2018a.

FIGURE 3
Schematic diagram of different MRAM structures and their operating principles. Schematics of (A) conventional MRAM architecture wheremagnetic
field is used for writing, (B) spin-transfer-torque MRAM where spin polarized current is used for writing (C) and spin-orbit torque MRAM (SOT MRAM)
where two separate read and write paths are used and (D) spin-toque nano oscillators (STNO) where a dc current causes precision of the magnetic layer
producing spin-transfer torque which upon passing through a GMR/TMR layer produces an oscillating voltage.
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Physics of spintronic devices for analog
memory and neuromorphic computing

Spintronic devices can work as binary resistive switching or
memristive devices by storing digital or analog information in their
magnetic domain textures (Finocchio, 2021). Among spintronic

devices, magnetic tunnel junctions (MTJs) are extensively studied
that exhibited reliable memory read and write performances in
device dimension down to tens of nanometers (Ikegawa, 2020).
MTJs have mostly been used to work as binary memory with high
accuracy and thermal stability, ultrafast operation and nearly infinite
endurance. However, having controllable multilevel conductance in

FIGURE 4
Magnetic domain imaging using photoemission electron microscopy (PEEM), with magnetic contrast from x-ray magnetic circular dichroism
(XMCD) technique (XMCD-PEEM) at 40 K. The images were taken from La0.5Sr0.5MnO3 thin films of 20 nm thickness. In order to study the local magnetic
switching of the magnetic domains in the films, XMCD-PEEM images were recorded in a varying magnetic field between +10 mT (A) to −10 mT (I). The
results show that at saturated magnetization states, the samples are homogeneously magnetized. However, when the in-plane magnetic field was
varied between the saturation values, a clear domain wall formation between parallel and antiparallelly aligned domains of the LSMO film surface was
seen. With further increase of magnetic fields, more and more domains changed their orientation resulting in sharp change in magnetic contrast image.
Adapted from Majumdar 2024. (A–F) represents XMCD images under different magnetic fields showing gradual magnetic domain rotaion.

FIGURE 5
X-ray pole figures of the (1 1 0) reflection at 2θ = 32.76° of as deposited LSMO films deposited on MgO, STO and NGO substrates using deposition
parameters shown in Table 1. Reproduced with permission from Majumdar 2012a.
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FIGURE 6
Representative spin neuron and weight functions. (A) Schematic of the perceptron, part of the artificial neural network; (B) schematic of the MgO/
CoFeB/W structure and an optical image of the patterned Hall bar device with the measurement configuration; (C) representative Hall resistance
determined by the position of the current-driven DW; and (D) corresponding MOKE images for each state (marked as blue numbers). The light and dark
gray colors in the MOKE images represent the +z and −z magnetization domains, respectively; (E) typical LTP/LTD functions of the Hall resistance
modulated by potentiation/depression training pulses ±12 V in amplitude with a fixed pulse width of 50 ms; (F) corresponding MOKE images for each
state (marked by blue numbers for potentiation and red for depression). (Figure reproduced with permission from Yang, 2021).

FIGURE 7
Schematics of Ferroelectric memory devices consisting of (A) one-transistor-one-capacitor (1T1C) cell known as FeRAM where the non-volatile
data storage takes place in the ferroelectric capacitor while the MOSFET acts as a switch, (B) one-transistor FeFETmemories where the ferroelectric layer
is integrated in theMOSFET gate stack. In FeFETs FE polarization charge determines devices On, Off and non-volatility of polarization charges determines
memory properties and (C) an FTJ, analogous to an MTJ, where change in the direction of FE polarization in the ultrathin FE tunnel barrier,
sandwiched between twometals with different work functions, causes an asymmetric barrier potential. This results in modifications of barrier heights for
the tunneling electrons for the two-polarization direction, causing resistive switching. (D–F) Schematics of the corresponding device band diagrams.
Figure reproduced from Majumdar 2022a.
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MTJs is possible based on the controllable switching properties of
magnetic moments of the ferromagnetic “free electrode” of an
MTJ. In the following sections, we will discuss analog
conductivity in spintronic components due to possibilities of
information storage based on ferromagnetic domain wall
motions. However, before going to the details of multilevel data
storage, we need to discuss the common spintronic device
architectures, operation principles and potential for integration in
a scalable technology and then discuss their properties that makes
them suitable as analog memories and synaptic weight elements.

Spin-Valves and Magnetic Tunnel Junctions (MTJs): Spin
valves are devices where a non-magnetic thin film is sandwiched
between two FM electrodes with different coercive fields HC1 and
HC2. When a spin valve is placed in an external magnetic field (H),
the magnetic domains of the two ferromagnetic electrodes aligns
themselves as per their coercive fields (HC) and their net spin
direction become either parallelly (P) or antiparallelly (AP)
aligned (as shown schematically in Figure 2A). When H is
between the coercive fields of the electrodes, i.e., HC1 <H < HC2,
the two electrodes reach an antiparallel alignment. Once H is higher
than both the coercive fields, H > HC1 and HC2, the two electrodes
attain a parallel configuration. The spin polarized carriers entering
the device through one of the FM electrodes leave the device through
the counter electrode and in the transit, they face spin dependent
scattering within the device. When the two FMs are parallelly
aligned, one of the spin directions can pass without suffering

significant scattering leading to a device low resistance (ON)
state while for antiparallel alignment, both spin directions suffer
significant scattering leading to a high resistance (OFF) state, as
shown schematically in Figure 2B. The change in resistance arising
from this resistance bi-stability gives rise to the giant
magnetoresistance ratio (GMR) in spin-valves.

GMR � Rhigh − Rlow

Rlow
(1)

The two FM electrodes inject and detect spin polarized carriers
while the non-magnetic spacer decouples the two FM electrodes to
ensure independent switching of their magnetic moments.
Simultaneously, the spacer should allow unhindered transport of
spin polarized carriers. Based on the applied magnetic field,
electrical resistance of a spin valve switches between high and
low resistance states leading to GMR effect. GMR is defined in
Equation 1, where the Rhigh and Rlow is the high and low resistance of
the spin valve respectively. A magnetic tunnel junction (MTJ) is a
similar architecture as a spin valve, however the non-magnetic
spacer in an MTJ is an ultrathin layer of an insulating material
(typically <5 nm) through which spin polarized carriers can
quantum mechanically tunnel from one electrode to the counter
electrode (Figure 2C). The magnetoresistance, thus obtained in an
MTJ, is known as tunneling magnetoresistance (TMR). In an MTJ,
one electrode’s magnetization is generally fixed known as the pinned
layer while the other electrode’s magnetization can rotate freely. This

FIGURE 8
Multiple conductance states due to complete or partial polarization rotation in ferroelectric devices. (A) Memristive behaviour from FTJs upon
programming with different voltages. When scanning between −4 V and +4 V, the devices showed large On/Off ratio of >104, however for operation
within smaller voltage range, the device started showing reduced resistance switching, indicating partial FE domain rotation. (B) Electrical data of (A)
further verified by piezo-force microscope data showing partial domain rotation, shown by bright and dark regions. (C) Analog nature of drain
current switching in FeFETs with hybrid FE/DE gate layer. Inset showing the FeFET schematics. (D–G) Polycrystalline ferroelectricmorphology dependent
domain switching dynamics where low temperature annealing led to bigger crystallites separated by wide grain boundaries, as shown in the image (D)
using AFM compared to the film with higher annealing temperature, shown in the image (G). The low temp annealed film domain switching dynamics
could only be fitted with nucleation limited switching (NLS) model (E) only when applying larger electric fields compared to the high temperature
annealed films (F), concludingmicrostructure dependence of analog conductance in FTJs. (Figure reproduced fromMajumdar, 2019a; Majumdar, 2019b;
Majumdar, 2023; Majumdar, 2021).
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layer is called free layer. In Jullier’s formalism (Julliere, 1975), TMR
is defined as

TMR � 2P1P2

1 − P1P2
(2)

In this formalism, it is assumed that spin-polarized carriers
travel from one spin polarized electrode to the other without
suffering any spin flip and P1 and P2 represent spin polarization
of electrode 1 and 2, respectively. P is defined as

P � N ↑( ) −N ↓( )
N ↑( ) +N ↓( ) (3)

whereN(↑) andN(↓) represents density of states at the Fermi level of
the up (↑) and down (↓) spin carriers. TMR can also be calculated
using the tunneling currents, as shown in Eq. 4, where G↑↑ and G↑↓
represent the junction conductance for the parallel and anti-parallel
configuration of the electrodes respectively,

TMR � G↑↑ − G↑↓

G↑↓
(4)

However, it is important to note that in all these formalisms,
only the effect of the electrodes have been considered. In reality, the
interface between the electrodes and the barrier plays a vital role
(Majumdar, 2011; Majumdar, 2018a). Spin scattering, trapping,
filtering effects at the interfaces are significant in most practical
devices and often determine the critical parameters like device
performance over large temperature range, reliability, endurance,

yield, etc. Also, for multilevel memories, internal magnetic domain
structures of the ferromagnetic thin films, based on their fabrication
processes, substrate-induced strain states etc. need to be analyzed
carefully. Additionally, based on the magnetic memory component
architecture, like the spin-transfer-torque MRAM (STT-MRAM),
spin-orbit-torque MRAM (SOT-MRAM) or magnetic nano
oscillators (Figure 3), different readout current and switching
functionalities can be obtained.

Spin-transfer torque MRAM (STT-MRAM): One of the most
common spintronic memory components is STT-MRAM. STT
magnetization switching, first reported by Berger (Berger, 1996)
and Slonczwski (Slonczwski, 1996), arises due to an interaction
between magnetization and a spin-polarized current. Here, an
exchange of angular momentum between the spins of local
magnetic moment and free electrons passing through MTJs gives
rise to large magnetoresistance (MR) effect, as shown in Figure 3B.
When the two electrodes switch from AP to P configuration,
electrons flow from the pinned layer to the free layer. Electrons
passing through the pinned layer have the same spin direction as
that of the magnetization in the pinned layer and therefore the
current is spin polarized. This spin-polarized current exerts STT on
the magnetization of the free layer, forcing the magnetization of the
free layer to switch. In the reverse switching process, electrons flow
from the free layer to the pinned layer. When the electrons pass
through the free layer, the electrons with the same spin direction as
that of the magnetization in the pinned layer pass through, however,
the electrons with the opposite spin direction are reflected at the
boundary of barrier and the pinned layer and injected back into the

FIGURE 9
Synaptic potentiation and depression due to different applied pulse trains. (A) Plot of normalized conductance vs normalized pulse number for
100 ns and 20 ns pulse trains in an FTJ synapse device showing improvement in linearity for excitationwith shorter pulses. (B) STDP of FTJ synapses when
pulses of 3 V amplitude and 100 ns duration was applied with pre and post synaptic pulse delay varying between 100 ns and 20 ns range. (C) Synaptic
potentiation and depression due to application of symmetric and identical pulse trains of 0.8 V magnitude. (D) Neuronal leaky-integrate-and-fire
(LIF) response from an FTJ showing under excitation with identical subthreshold pulses (of 1 V magnitude), polarization switching happens after
accumulating certain number of pulses. (E) oscillatory current response in an FTJ neuron when excited with 0.8 V pulses. (F) neuronal current oscillation
frequency depending on excitation pulse magnitude.

Frontiers in Nanotechnology frontiersin.org08

Majumdar 10.3389/fnano.2024.1371386

https://www.frontiersin.org/journals/nanotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fnano.2024.1371386


free layer. This reflected current exerts STT on the magnetization of
the free layer, and eventually switch the magnetization of the free
layer. STT switching on all-metallic spin valve structures with a Cu
spacer was reported by Katine et al. (Katine et al., 2000) rather than
the MTJs with MgO barrier. The critical properties for operational
suitability of an STT-MRAM cell for a particular memory design and
node are its resistance, TMR value, switching current and thermal
stability. One key challenge for STT-MRAM being the simultaneous
achievement of low switching current and high thermal stability
(Kawahara, 2012).

Spin-orbit torque MRAM (SoT-MRAM): In a spin-orbit-
torque MRAM (SOT-MRAM) cell, the main mechanism is the
spin–orbit torque (SOT) working on the principle of spin hall
effect. In SOT MRAM technology, a charge current passing
through the heavy metal electrode of the MTJ results in spin
accumulation in the free-layer of the MTJ due to the spin-orbit
interaction. This causes reversal of the free-layer magnetization to
either P or AP state, based on the current direction relative to the
free-layer easy axis. SOTs unique switching mechanism is reflected

in an advantage over STT-MRAM cell due to its separate paths for
read and write operation, as shown in Figure 3C. These paths can
be optimized independently leading to the possibility to get
improvement in write current and write latency in SOT-MRAM
cell. Moreover, SOT-MRAMs show more symmetric write
operation due to its spin hall effect switching mechanism,
compared to STT-MRAM and offer a lower resistance write
path than STT-MRAM to allow faster write operations without
effecting dielectric breakdown of SOT-MRAM. The transient
analysis at the cell level shows pulse width of 5 ns can be
adopted for both STT and SOT to work in the precisional
regime. STT-MRAM architecture is nearly 50% area-efficient
and 74% leakage power-efficient, compared to SOT-MRAM.
However, SOT-MRAM cells are 4× faster and more reliable in
terms of read disturbance and dielectric breakdown compared to
STT-MRAMs. At the architectural level SOT-MRAM found to be
performing more efficiently than the STT-MRAM in terms of read/
write energy, read/write latency at the expense of marginal increase
in chip-area and leakage-power dissipation (Saha, 2022).

FIGURE 10
(A, B) P-V characteristics of HZO devices at fixedmagnitude of 10 Vpp and different frequencies of 500 Hz, 5 kHz and 25 kHz at 300 K and 4 K. (C, D)
P-V characteristics with the critical pulse amplitudes (close to breakdown) of 14 Vpp at different frequencies at 75 K and 4 K. 2Pr as high as 150 µCcm−2

wasmeasured at 4 K and 75 K. (E) 2Pr as a function of temperature T at 10 Vpp and different frequencies. (F) (Top) The polarization as a function of cycling
with 10 Vpp at 100 kHz at 500 Hz frequency for 300 K, 75 K, and 4 K (circles). Additionally, 300 K data for 7.5 Vpp measured using the same
frequency. (Bottom) The evolution of Vc+ and Vc-as function of switching cycles for different temperatures. Adapted from Bohuslavskyi 2024.
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FIGURE 11
Schematic representation of an MRAM based weighted spin torque nano-oscillators (WSTNO). (A) WSTNO consists of two MRAM memories as
weights and a larger nanopillar as an STNO. The MRAMs work as non-volatile weight elements and the STNO work to transfer non-linear function of the
neuron. (B) Schematic of the equivalent circuit of the demonstrated system. The input voltages, V1 and V2 are multiplied by the MRAM conductance and
used to excite the STNO. The STNO current is converted non-linearly into an oscillating output power. (C, D) Schematics of two layers with 3 inputs
and 3 outputs each demonstrating the scaling of the suggested neuromorphic circuit consisting of a crossbar array of MRAMs and STNOs at the output of
each layer. The number of inputs, outputs and layers can be scaled, increasing the footprint linearly. Reproduced with permission from Böhnert 2023.

FIGURE 12
(A) Channel currents in analog FeFET device over multiple pulsed switching cycles showing reproducible intermediate state switching. (B)
Distribution of the 12 conductance states of the FeFET device over multiple cycles of weight update. (C) Schematic diagram of the vector matrix
multiplication (VMM) architecture using FeFET based crossbar arrays where programming voltage pulses are used as input to the rows connecting the
gate terminals and current outputs are extracted from the columns connecting the drain current terminals. The synaptic weight is indicated by the
conductance of each FeFET (gij). The current output from the crossbar is the product of the input voltage (Vi) and FeFET channel conductance (gij). (D–E)
Schematic illustration of MNIST handwritten dataset (D) and its classification operation in a multi-layer perceptron based deep neural network.
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Spin-torque Nano-oscillators (STNO): While the previously
discussed MRAM cells can serve excellently as electronic synapses
due to their memory properties arising from FM domain structures,
other spintronic structures can provide biological neuron-like
functionalities (Torrejon, 2017). Spin-torque nanoscale oscillators
(STNO) are junctions like spin-valves or MTJs that combine STT
and GMR or TMR effects (schematics shown in Figure 3D) to
produce oscillating outputs. An injected dc current through the MTJ
stack, turns the output current into spin polarized current, that
generates the magnetic excitation modes of the free FM layer due to
STT. This magnetization dynamics is converted into voltage
oscillations utilizing GMR or TMR effect, thus producing an
oscillatory electrical signal. The electrical signals are directly
linked to the dynamics of the magnetization of the free FM layer
and to the MR properties of the junction stack. Magnetization
precision frequencies may vary from hundreds of megahertz to
several tens of gigahertz resulting in radio-frequency oscillations of
up to tens of millivolts, that can be detected bymeasuring the voltage
across the junction. STNOs are ultra-small footprint devices where
the lateral size can be scaled down to 10 nm limiting the power
consumption to 1 μW (Sato, 2014). As additional advantage, STNOs
are tunable with a rate depending on themagnetic mode (considered
from 10 MHz/mA up to 1 GHz/mA) and agile (from 1 ms down to
1 ns relaxation time), CMOS compatible and radiation hard. These
specificities make them promising candidates for integration in
future radio frequency and space electronic systems. Like the
frequency of biological neurons, STNO frequencies are highly
sensitive to the magnetization dynamics of neighboring
oscillators that are coupled to them (Slavin, 2009; Housang,
2016). Finally, the fabrication process for STNO technologies is
identical to the STT-MRAMs, making it possible to fabricate the
neurons and synaptic devices in same process steps (Grimaldi,
2014), which is of vital importance for reducing fabrication
complexity and cost.

Physics of ferromagnetic materials for
cryogenic analog memory and
neuromorphic computing

The field of spintronics witnessed many fascinating materials
and device architectures exhibiting novel physics that lead to
miniaturization of computer memories to an unprecedented level.
Introduction of semiconductors in the field of spintronics has also
substantially contributed to versatile multifunctional spin devices
for future memory and logic operations. In this section, we discuss

the sensitive and complex world of magnetic domains in thin FM
thin films that need to be properly understood and controlled in
order to implement them in memory and neuromorphic devices,
particularly when they are used in more demanding applications
where maintaining data integrity is essential.

Magnetic domain and domain dynamics: All the synaptic and
neuronal functionalities like linearly programmable synaptic
plasticity, long and short-term potentiation and depression (LTP,
STP, LTD, STD, respectively), LIF neuron firing and recovery etc.
depend strongly on the magnetic and magneto-transport properties
of the FM material. To have an in-depth understanding of MR
effects, we have to focus on the spin structures at the nanoscale,
which includes domain walls, vortices, skyrmions etc. (Malik, 2020).
These complex spin structures arise due to the competition between
different energy contributions such as magneto-crystalline
anisotropy, magnetoelastic coupling, shape-induced anisotropy or
dipole interactions in magnetic materials. Magnetic domain
structures and their dynamics is of vital importance for
controlling analog memory programming and data retention in
spintronic memories. Based on magnetic thin film properties, such
as strain, microstructures, grain and phase boundaries etc., magnetic
domain structures can vary greatly opening a vast design space for
proper control of domain dynamics for their application in memory
and neuromorphic hardware. As an example, we focus on half-
metallic manganite thin films of La0.67Sr0.33MnO3 (LSMO)
(Majumdar, 2013) and evaluate the role of different fabrication
parameters, such as substrate-induced strain, temperature, growth
rate etc. on the magnetic domain structures and their proper control.

Magnetic domain configuration of a FM thin film depends
strongly the balance of the anisotropy energies, as mentioned
above. Strain on the crystal lattice is one the most critical factors
in determining domain configuration. Magnetoelastic effects
associated with substrate induced compressive strain results in
perpendicular magnetic anisotropy in FM thin films (Wang,
2014; Wang, 2018). From the measured magnetization vs
magnetic field (M-H) curves and magnetic force microscope
(MFM) imaging, magnetization reversal at 4 K in LSMO
nanowires was shown-by Malik et al. and the effective magnetic
anisotropy constant (Keff) was calculated (Endo, 2010). With
decreasing temperature, Keff increases indicating the enhancement
of the magnetoelastic energy at low temperature. Magnetic domains
of LSMO thin films are found mobile at 300 K, that eventually settles
into a labyrinthine-like pattern. However, at 4 K, they enter a
randomly distributed state, that is attributed to the larger
saturation magnetization (MS) and Keff at low temperature.
Domain imaging showed how domain reversal at different

TABLE 1 Sample numbers, deposition parameters and approximate thicknesses (from Majumdar, 2012a).

Sample Temperature(℃) No.of pulses Frequency(Hz) Approximate thickness(nm)

S1 780 10,000 5 400

S2 780 5,000 5 200

S3 780 10,000 10 400

S4 780 15,000 10 500

S5 700 5,000 10 200
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magnetic fields occur at low temperatures. For the external magnetic
fields exceeding 0.7 T, the LSMO was fully saturated, exhibiting a
mono-domain state. At 0.5 T, domains with downwards
magnetization started to nucleate. As the field further decreases,
the down domain size expanded further, and the volume ratio of up
domains shrank. In the absence of external magnetic field, almost
equally populated up and down domains were formed, confirming
the demagnetization state. In a La0.5Sr0.5MnO3 thin film, at the
boundary of ferro- and antiferromagnetic phases, Majumdar et al.
(Majumdar, 2024) measured magnetization reversal using
photoemission electron microscopy (PEEM), with magnetic
contrast from x-ray magnetic circular dichroism (XMCD),
known as XMCD-PEEM. These data provided an in-depth
understanding of the magnetic domain structures and their
reversal at cryogenic temperatures. As shown in Figure 4, due to
sweeping magnetic field, XMCD-PEEM image revealed how the
magnetic domain rotation happens in La0.5Sr0.5MnO3 thin film at
40 K. The full red or blue states represent magnetic saturation in up
or down direction i.e., all electronic spin states being aligned parallel
to the external magnetic field direction. Upon withdrawing the field,
the saturated state continued in these films, representing the non-
volatility of the “1” and “0” states. Application of fields of a few mT
resulted in mixed domain phase, showing how the intermediate
states appear in the film and their evolution happens due to
increasing field strength. The dynamics of the up and down
polarized magnetic domains were studied by sweeping the
magnetic fields from positive to negative value and back. The red
part in the image (A), representing the fully up-polarized domains,
remained in their programmed state when the magnetic field in
withdrawn (B). Upon field reversal, white parts started to appear
(C-D) showing the mixtures of orientations leading to nearly
depolarized states in some local areas while the appearance of the
blue parts represented existence of some down-polarized domains in
the predominant up-polarized matrix. Upon increasing the reverse
field strength, the blue area started increasing, eventually consuming
the entire area (E-I). The stability of these domains was checked by
imaging the domains over extended period after withdrawing the
magnetic field and interestingly it was found that some domains are
more pinned and can retain their orientation for hours after
removing the field. All the intermediate states were found
reproducible. However, the magnetic history of these samples
was important in exactly determining their mixed
polarization states.

In order to address the finite retention of mixed polarization
phase, domain reversal dynamics and their stabilization needs more
in-depth study and analysis. Clarification of domain pinning
mechanism through naturally occurring or artificially engineered
pinning sites is an important subject that needs discussion in this
direction. Lecoeur et al. (Lecoeur, 1997) studied the effect of epitaxial
and polycrystalline films on the magnetic domain reversal and MR
effects of FM thin films and their results demonstrate that the
presence of microcracks can effectively manipulate the domain
structure in LSMO films. In the polycrystalline thin films,
formation of domain structures is largely influenced by the grain
structure. The average coercive field Hc was found to be more than
twice as large as that of a single crystal film.

A Kerr-microscope study of the magnetic thin films showed that
in polycrystalline films the grains switch mostly independently; each

in a narrow range of fields but the distribution of switching fields
becomes quite large while considering macroscopic area leading to a
higher coercivity of the film. In the smaller grains, M is mostly
uniform, however, in larger grains, domain walls were found to be
involved in the reversal process. Effects of grain-boundaries on the
magnetoresistance properties of perovskite manganite films was also
studied by Gupta et al. (Gupta, 1996), that showed large MR over a
wide temperature range down to 5 K can be obtained in
polycrystalline films, which can be explained in terms of
switching of magnetic domains in the grains and disorder-
induced canting of Mn spins in the grain-boundary region.
However, in epitaxial LSMO films, magnetization occurs by
rotation and domain-wall movement over large areas unlike in
the polycrystalline samples. A domain wall can cross a grain-
boundary and its motion can get impeded by surface defects
such as scratches. Large low-field MR in polycrystalline films is a
result of tunneling of electrons through grain boundary.

Fabrication process control for reliable
analog operation

Magnetic domain structures, their motion and stability can be
engineered through control of nanofabrication process
parameters. For instance, in LSMO films, prepared by pulsed
laser deposition technique, substrate-induced strain and
different deposition parameters can modify the high and low
angle grain-boundaries (Figure 5) affecting the magnetization
reversal dynamics and analog response (Majumdar, 2012a). For
instance, films grown on single crystal MgO substrates contained
higher number of structural defects compared to those on SrTiO3

(STO) and NdGaO3 (NGO) substrates leading to higher
polycrystallinity in the films. Also, lower deposition rate and
thicker films resulted in more polycrystallinity and grain
boundaries that caused broader magnetic transition (Figure 5),
deposition parameters are shown in Table 1. This was attributed to
large lattice mismatch (9%) between the substrate and the LSMO
film. The LSMO films deposited on STO and NGO showed sharper
magnetic transition due to lower effect of substrate induced strain.
The MR effect measured up to 300 mT field, clearly showed two
contributions, one due to grain boundary tunneling and the other
due to colossal MR effect. In addition to the substrates, lower
pulsed laser frequency, higher deposition temperature and
increasing film thickness led to more structural defects in the
films, causing broader magnetic transition.

Hawley et al. (Hawley, 2000) studied the stability of the magnetic
domain structures in LSMO films grown at 750°C and 800°C. Scanning
tunneling and magnetic force microscopy was used to image the film
microstructure and domain structures as a function of in-planemagnetic
field strength. With increasing field strength, the maze-like domain
structures in the film were found to become striped domains with
reduced out-of-plane magnetization and decreased wall spacing that
confirm parallel alignment of in-plane spin polarization. After removal
of the field, the stripe domains remained, however, the wall spacing, and
z-component of polarization was found to return to the original value. It
was found that magnetic structure of the film with a thin insulating cap
layer was reversible, suggesting pinning of the domain walls by the
capping layer.
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Spintronic synapses: Utilizing this magnetic domain formation
and their reversal dynamics in ultrathin FM films, spintronic
components with analog and multiple bit storage elements and
synaptic weight elements can be fabricated. Previous studies
reported that magnetic devices can have promising performance
as memristors by storing analog information in their magnetic
domains and textures (Sharad, 2012). A spintronic memristor
was shown by Wang et al. (Wang, 2009) based on magnetic
domain wall displacement of a (Yamaguchi, 2004) in a spin-
valve. Also, domain wall motion based memristors has been
experimentally demonstrated in MTJs (Chanthboula, 2011;
Lequeux, 2016). Position of the domain walls in these spintronic
memristors determine the lower or higher resistance states (Grollier,
2003). SOT switching in an antiferromagnet–ferromagnet bilayer
has also demonstrated memristive behavior (Miron, 2011; Liu, 2012;
Fukami, 2016a; Fukami, 2016b). The variation in switching currents
among the magnetic domains with varying exchange-bias
magnitudes and directions at the antiferromagnet–ferromagnet
interface results in memristive behavior in these structures
(Kurenkov, 2017). Thus by harnessing the materials physics, one
can design programmable domain features and dynamics.
(Marcovic 2020).

Spintronic neurons: In addition to the MTJ-based technology,
other types of neurons, based on domain-walls and skyrmion-based
neurons have also been reported in literature. Sharad et al. proposed
magnetic solitons (Sharad, 2012), that can be manipulated and
moved over large distances with spin torques and spin–orbit
torques (Yamanouchi, 2004; Thomas, 2010; Woo, 2016). These
devices take advantage of the fundamentally stochastic nature of
the domain wall motion, their depinning andmagnetic nanotextures
(Hayashi, 2006; Hayward, 2015; Zázvorka, 2019). Simulations show
that cumulative nature of domain wall motion or skyrmion
accumulation (Li, 2017; Pinna, 2018; Zázvorka, 2019) and
switching can give rise to LIF kind of neuronal activity.

In a recent work, Yang et al. (Yang, 2021) studied a complete spin-
based integrated neural network by electrically connecting spin
synapses (named, spin-S) and spin neurons (named, spin-N) and
evaluated their performance for a pattern classification task, as
shown in Figure 6. A stack structure of MgO/CoFeB/W was used in
the experiments and theHall resistance of the device was determined by
the position of the current-driven DW motion. A very linear and
symmetric weight update in these spin-S devices were attributed to the
uniform shifts of the DW due to application of the pulse train of ±12 V
of 50 ms duration with a y-axis magnetic field of −80 Oe. It was further
observed that a precise weight can be achieved by means of the stripe
domains, where domain width can be controlled by material parameter
engineering, including perpendicular magnetic anisotropy, dipole
energy, Dzyaloshinskii–Moriya interaction, and pinning densities. A
high classification accuracy of over 93% was achieved only using the
optimization of spin-S and spin-N components without further support
of additional software or circuit optimization, proving in terms of
synaptic weight update linearity, symmetry, and stability, spintronic
components can achieve quite promising performance.

Böhnert et al. (Böhnert, 2023) have demonstrated weighted spin
torque nano oscillator (WSTNO) as a programmable building block
for neuromorphic computing. The WSTNO circuit used two types
of spintronic devices, MTJs as synapses and non-linear STNOs
acting as a neuron. The nonlinear output based on the weighted sum

of the inputs is demonstrated using threeMTJs. The STNO shows an
output power more than 3 μW and frequencies of 240 MHz. Both
types of MTJs are fabricated using single fabrication process,
compatible with monolithic CMOS integration, paving ways for
complex neuromorphic computing systems.

Physics of ferroelectric devices for
neuromorphic computing

Most of the materials and device physics related to domain
formation and reversal for ferromagnetic components can be almost
directly applied to ferroelectric components, except for the fact that
ferroelectric devices being charge based devices, does not possess infinite
endurance, especially in scaled ultrathin capacitor-based structures.
However, ferroelectric devices bring the advantage of compatibility
with existing CMOS fabrication facilities, especially high-k oxides like
hafnia-based systems and large On/Off resistive switching, making their
control over analog states more robust and reproducible. Additionally,
the rich physics of FE polarization switching, polarization retention and
relaxation in FTJ and FeFET architectures opens an avenue for
designing dense, low-power, analog spiking neurons and synapses,
similar to their biological counterparts with minimum number of
components.

FeRAM, FTJs and FeFETs:
Figure 7 shows schematics of different ferroelectric device

architectures and their working principles. Traditional FeRAMs
consist of a FE capacitor in series with a MOS transistor that
stores the memory in terms of FE polarization charge with the
MOS transistor acting as a switch. Although a matured technology
due to its robust operation, high operating voltage, destructive
readout and large footprint of FeRAMs pose challenges for their
integration in dense memory arrays.

Ferroelectric tunnel junctions (FTJ): In an FTJ, analogous to
an MTJ, two different metal or semiconducting electrodes are
separated by an ultrathin layer (1–5 nm) of FE film. However, in
an FTJ, the barrier plays the major role as the FE barrier is the active
component unlike the passive barrier in an MTJ. In a sweeping
electric field, the FE polarization direction in the barrier switches
between up or down directions depending on the electric field
polarity. Metallic electrodes in FTJs provide the mobile charge
carriers to screen the FE bound polarization charges providing
the stabilization of FE polarization. Based on the direction of FE
polarization in the tunnel barrier, charge carriers are either
accumulated or depleted from the FE-electrode interface.
Junctions with different metal electrodes on either side of the FE
causes an asymmetric screening effect, producing an asymmetric
barrier potential in the FTJ. Thus, polarization switching induced
modification in the mean tunnel barrier height causes the electrical
resistance of FTJs to switch between high and low states. This results
in device Off and On states, respectively and this phenomenon is
known as the tunneling electroresistance (TER) effect (Kohlstedt,
2005; Tsymbal, 2006; Gruverman, 2009). TER is defined as,

TER � Rhigh − Rlow

Rlow
(5)

Where Rhigh and Rlow are the junction resistance in device Off
and On states, respectively. In earlier reports, FTJs with two metal
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electrodes are mainly reported. However, studies found that one
semiconducting electrode at one end of the FE is capable of leading
to larger resistive switching effect due to the Schottky barrier
formation at the FE/semiconductor interface (Majumdar, 2018b;
Majumdar, 2019a). When the polarization direction moves away
from the semiconductor interface, the formed Schottky barrier adds
to the effective barrier width, in addition to change in barrier height
of the FTJs, causing a larger TER effect.

Besides the crucial role of electrodes in determination of
barrier height asymmetry (Maksymovych, 2009), charge
screening at the electrode-FE interface also affects the long-
term stability of FE polarization that determines the non-
volatile and volatile data retention of the FTJs. For an
electronic synapse, stability of FE polarization can affect the
long or short-term potentiation (LTP, STP) and depression
(LTD, STD) characteristics. Similar to MTJs, FTJs were mostly
used as a bistable resistive switching memory. However,
Chanthboula et al. (Chanthboula, 2011) first demonstrated that
FTJs not only work as a binary memory, but programmable
control of partial switching of FE domains can lead to multiple
intermediate resistance states. In large area devices, multiple FE
domains are formed to maintain an energetically stable
configuration. Control of a mixed domain phase in these
devices with coexisting up and down domains is therefore
comparatively straight forward. However, with device scaling
down, number of FE domains involved approach from multiple
to a few-domain limit and a precise control over intermediate
states becomes a challenge. For devices with ultrathin FE films,
another important consideration is the interface quality of the FE
films with its electrodes. In oxide FE based FTJs, in addition to the
FE polarization reversal induced resistive switching, multiple
other conduction phenomenon can be observed such as
electric-field-enhanced reversible migration of oxygen vacancies
(Garcia, 2014; Qin, 2016), filamentary conduction and so on.
Defects inside the FE film and at the interface cause charge
trapping sites, which, over multiple field cycling builds up
significantly, causing the device to operate with less On/Off
ratio and eventually to fail due to breakdown. In neural
network applications, especially for DNN training operation,
this is a challenge where 109 cycles of on-off cycles are
expected from the synaptic weight elements. Therefore, while
designing large-scale networks with nanoscale FE memories,
control of interface quality and FE domain dynamics, needs to
be considered carefully. Also, for synaptic weight elements,
switching and relaxation timescales, are of vital importance. A
proper design of material stack and device configuration can create
an extremely energy efficient and versatile hardware neural
network based on FE devices.

Ferroelectric field effect transistors (FeFETs): A FeFET is
analogous to a metal-oxide-semiconductor field effect transistor
(MOSFET), where the gate dielectric layer of the MOSFET is
replaced by a FE material. In a FeFET, an applied gate bias
polarizes the FE layer, and the net FE polarization pointing
towards or away from the MOSFET channel. With the
polarization direction pointing toward the channel, electrons
accumulate at the semiconductor-FE interface in n-type
semiconductors, causing in increased conductivity in the channel,
that leads to the device On state. On the other hand, when the

polarization direction points away from the channel, a depletion of
electrons at the FE-semiconductor interface causes the drain-source
current to decrease and leading to device Off state. For a FeFET with
p-type semiconductor channel, a reverse voltage polarity and
therefore FE polarization determines the On and Off states.

In order to operate the FeFET with full polarization switching
and thus having the full memory window (MW) available, a gate bias
higher than 5 V magnitude is generally needed. However, in a
CMOS-integrated circuit, one critical consideration is to keep the
access transistors small that poses limitation on the maximum
available programming voltage. This opens the design space with
novel materials, electrodes, designed interfaces and device
architecture for maximizing the memory performance within low
operating voltage limit. For analog memories, a large number of
stable intermediate states are needed using a relatively lower
programming gate bias that causes partial polarization rotation of
the FE and leaving a mixture of up and down polarized domains in
the gate stack. This mixed polarization phase can neither fully
accumulate nor deplete the semiconductor channel, causing
intermediate conductance levels. One observed challenge for the
partially polarized states is their instability in comparison to the fully
polarized states. Additionally, there exists a history dependence of
the intermediate states that requires different programming and
erasing protocols while designing analog memory circuits with
the FeFETs.

Physics of ferroelectric materials for
cryogenic analog memory and
neuromorphic computing

As the most researched CMOS back-end-of-line (BEOL)
compatible ferroelectric in the recent times, we discuss the
physics of FE Zr-doped HfO2 (HZO) system. However, we also
discuss other single and polycrystalline FE material due to lack of
enough experimental data on Hafnia-based systems. The origin of
ferroelectricity in HZO have been discussed in detail in literature
(Kim 2019; Onaya 2019). Here, we focus our discussion mainly on
the polarization switching and FE domain dynamics, together with
the polarization relaxation mechanism. The transient switching
dynamics of FE components decides the synaptic and neuronal
functionalities of these devices and therefore it is of vital importance
to understand and master their proper control.

Ferroelectric materials belong to the broad class of dielectric
materials where a net electric polarization arises due to a broken
centrosymmetric phase of the crystal lattice and the net polarization
can be switched using an external electric field. The net polarization
in a FE material changes non-linearly under an electric field. When
an external electric field exceeds a certain field, the net polarization
of the FE suddenly increases reaching a saturation polarization (PS)
eventually. Upon withdrawal of the electric field, the net polarization
is maintained at a non-zero value, called the remnant polarization
(Pr). On reversing the polarity of the applied field, the polarization
direction rotates to the opposite direction, reaches a zero value at the
coercive field (EC) and eventually reaches the negative Ps value. Pr, Ps
and EC are the critical parameters for FEmaterials. When the electric
field is high enough to saturate the FE polarization, the P-E
hysteresis loop is wider, and the loop is called a FE major
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loop. However, when the applied field is not enough to reach Ps, the
P-E hysteresis loop narrows, leading to a FE minor loop. The
trajectories and dynamics of the major and minor loops are vital
parameters for designing stable analog operation of the memories. It
is found that long-term retention can readily be obtained for a device
reaching its FEmajor loop (Majumdar 2019a). Therefore, depending
on the applied programming voltage, pulsing scheme etc., a non-
volatile or a volatile memory performance can be achieved.

In FE devices, there are multiple mechanisms in addition to
polarization switching that leads to performance degradation. One
such effect is imprint, and another is fatigue. When the switching of
one polarization direction is more favored compared to the other
and the hysteresis loop is asymmetric along the electric field axis,
i.e., the +EC and -EC values are different for polarization switching,
the FE components are known to have an imprint effect. This is
analogous to magnetic exchange-bias effect in FM films. FE-
electrode interface and structural defects in the FE play a major
role in imprint effect. Fatigue in FE components appear due to
repeated switching cycles causing charge trapping, leakage currents
or structural degradation in the FE due to bias stress especially
arising from high current due to oxygen vacancy movement inside
the film. Fatigue results in loss of PS and Pr values. Device endurance
properties strongly depend on the fatigue properties. However,
devices can sometimes recover from fatigue states upon
withdrawal of the field.

Ferroelectric domain dynamics

In polycrystalline ferroelectric thin films, polarization switching
is generally inhomogeneous. The switching mechanism can be
explained by nucleation-limited-switching (NLS) model
(Tagantsev, 2002) where polarization reversal takes place through
independent switching kinetics of different areas in the film. The
normalized area of reversed polarization, S can be approximated as a
function of time t and voltage V as,

S± t,V( ) � 1
2
∓ arctan

log tmean V( )( ) − log t( )
Γ V( ) (6)

assuming a Lorentzian distribution of the logarithm of mean
nucleation times (tmean) for each applied voltage pulse V with
width Γ(V) and centred at log(tmean(V)). When considering a
one-to-one correspondence between the ferroelectric domain
configuration and the FTJ resistance R, the fraction of domains
with upward polarization (S) and with downward polarization (1−S)
can be expressed using a parallel circuit model,

1
R
� 1 − S

ROn
+ S
ROf f

(7)

where the lowest resistance ROn and the highest resistance ROff

represent fully downward (S = 0) and fully upward (S = 1)
ferroelectric states. (Boyn, 2017; Ma, 2020) From the
experimental Resistance–Voltage hysteresis loops (Figure 8), the
normalized switched area as a function of programming pulse
duration can be calculated at different pulse amplitudes by
plotting R as a function of pulse duration and by fitting with the
NLS model. From the fitted tmean values, it was found in different FE
systems (Boyn, 2017; Majumdar, 2021) that the switching time

depends exponentially on the electric field as described by the
Merz law. (Merz, 1954) Depending on the polycrystalline film
morphology (Figure 8), the switching dynamics and mean
switching time can be modified and with a proper electric field,
the switching time can be as fast as sub-nanosecond, leading to
possibility of ultrafast write time in FE memory components. A few
reports showed (Park, 2016; Wei, 2022) a 2-stage switching
dynamics in ferroelectric HZO, the reason for which was
ascribed to either mixture of phases, positively charged oxygen
vacancies compensating for the polarization charges or imprint
field. This 2-stage switching leads to two different mean
switching fields and based on applied field strength or pulse
duration, a certain timescale for switching operation can be
chosen. In a recent work, Dahlberg et al. (Dahlberg, 2023)
showed higher switching speed can be obtained in Zr-rich HZO
showing higher anti-ferroelectric phase ensures faster switching
speed, however at the cost of lower remanence. As thermal
energy assisting domain rotation and oxygen vacancy movements
are restricted at lower temperatures, domain dynamics at cryogenic
temperatures is expected to be different and need to be investigated
in detail for memories and in-memory-computing circuits operating
at cryogenic temperatures.

Fabrication process control for reliable
analog operation

Analog operation in ferroelectric components results from
gradual domain rotation. This feature can be realized using
optimized ferroelectric film morphology or FE device design. In
polycrystalline thin films, domain rotation is rather gradual where
higher number of grain boundaries and structural defects are
present. While this was considered an undesirable aspect for
digital memory operation, this has proven to be a more effective
way to maintain linearity in weight update in synaptic elements. By
modifying substrate-induced strain states (Goh, 2020),
crystallization temperature and protocol (De, 2021a) and stack
ordering (Migita, 2021), it is possible to have control over
polarization switching dynamics which can influence the linearity
in weight update from FE components. In a recent report, Arabar
et al. reported better control of analog states can be achieved using a
FE-DE superlattice structure (Arabar, 2022). Similar conclusion was
drawn by Majumdar et al. (Majumdar, 2023) where in 2D
semiconductor-based synapses linearity of conductance update
was obvious. However, this hybrid stack comes at a price of
increased depolarization field, leading to quick decay of
conductance states. It was shown through simulation that
optimization of the stack by using proper thickness and dielectric
constant of DE, depolarizing field can be minimized in these
structures to achieve long-term retention (Majumdar, 2023).

Ferroelectric synapses

Different kinds of synaptic plasticity functions like long-or
short-term potentiation and depression (LTP, STP, LTD and
STD respectively) functions have been demonstrated in
ferroelectric devices (Boyn, 2017; Majumdar, 2019a) (Figures
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9A–C). In FTJ synapses, the applied voltage pulses were found to
align the FE domains in a way that the net polarization value of the
FE changes resulting in a momentary increase in post-synaptic
current (PSC). Withdrawal of the excitation pulses, especially
single pulses coming at sufficient intervals lead to a quick decay
of the PSC, resulting in STP and STD. STP or STD arises due to finite
retention of intermediate polarization states, i.e., when polarization
direction is not in a strictly perpendicular orientation, and lead to
the recovery of the initial conductance states. Magnitude, width, and
frequency of the excitation pulses can modify the relaxation time
period and can turn the STP and STD behavior to LTP and LTD
behavior (Wang, 2021). In oxide perovskite FTJs, different STDP
learning curves based on designed voltage pulses have been
demonstrated through controlled ferroelectric domain dynamics
by Boyn et al. (Boyn, 2017) In Hf0.5Zr0.5O2 based FTJs, synapse
potentiation and depression and STDP were also demonstrated
(Yoong, 2018), suggesting a viable path of fabricating FTJs with
good CMOS compatibility.

It has often been seen that linearity and symmetry of synaptic
conductance has a clear trade-off with the dynamic conductance
range. Within a limited conductance range (Majumdar, 2021;
Majumdar, 2022b), it is possible to achieve better linearity in
weight update compared to when using a larger dynamic range.
This can be due to use of programming pulses of certain magnitude
or width. In FE devices, large dynamic range is generally associated
with higher amplitude or longer duration pulses that lead to more
drastic rotation of polarization initially followed by saturation which
inhibits the possibility of linear weight update. However, in a FeFET,
control over channel conductance for larger dynamic range and
linearity is more probable compared to FTJs due to the additional
advantage of large On/Off switching of MOSFETs. In such systems
even, linearity is mostly limited to application of continuously
increasing pulse amplitude that makes the driving circuit
complicated.

A single FeFET synapse, based on ferroelectric hafnia and
integrated in a 28 nm HKMG technology was shown by Mueller
et al. (Mueller, 2012), where a non-volatile, gradual switching of the
FE layer was used to continuously tune the conductivity of the
transistor channel. This continuous change in conductivity led to the
possibility of synaptic weight update over multiple switching pulses
leading to synaptic potentiation and depression. Lederer et al.
(Lederer, 2021) demonstrated that hafnia based FeFETs are
extremely promising as synaptic weight elements that can find
application for hardware acceleration of neural networks.
Utilization of increasing magnitude or increasing pulse width
pulse schemes in Si- or Zr-doped HfO2 based FeFETs could
achieve a linear weight update in devices as small as 100 ×
100 nm2. From the design point of view, smaller grain sizes were
found suitable for further device scaling and therefore,
microstructure engineering by varying grain size and
crystallographic orientation will be of major importance for
scaled ferroelectric synaptic devices. For analog operation, devices
with larger channel lengths and widths are generally suitable as they
involve a large number of FE domains where a mixed polarization
phase is easier to achieve. In FeFETs, voltage pulses are applied
either at the gate and/or source-drain terminals that switch the
polarization of the FE layer in a non-volatile manner, tuning the
channel conductivity gradually. Progressively increasing gate pulse

amplitude leads to gradual switching of FE layer in the gate stack in
the multi-domain devices, turning an initially high-Vth state into a
low-Vth state. STDP was also exhibited by FeFETs (Mulaosmanovic,
2017). A multilayer perceptron based deep neural network
accelerator with FeFETs as the analog synapses were
demonstrated by Jerry, et al. (Jerry, 2017) A 5-bit symmetric
potentiation and depression behavior with a 45x tunability in
conductance range was reported using 75 ns pulses. A transient
Presiach model predicted the minor loop trajectories and Pr values
for arbitrary pulse width, amplitude, and device history. A
benchmarking done on on-chip learning accuracy for an
affordable area, latency and energy overhead showed a FeFET
based synaptic core could achieve a 103 to 106 times acceleration
in online learning latency over multi-state RRAM based analog
synapses. Hybrid FeFETs using composite dielectric (DE)-FE gate
stack has shown superior performance in achieving multiple
intermediate conductance states with high reproducibility due to
depolarizing field induced division of larger domains into smaller
domains and voltage division across the DE-FE gate stack (Arabar,
2022; Majumdar, 2023). De et al. (De, 2021a) has shown effect of
device-to-device (D2D) and cycle-to-cycle(C2C) variation on neural
network performance based on the Fe-FinFET platform. The results
show that stochastic D2D variation gets compensated during online
training and shows almost no effect on the training accuracy,
however, a substantial drop in inference accuracy can occur due
to systematic degradation of device retention in analog neural
networks. Quaternary and binary neural networks with
FefinFETs as synaptic devices however demonstrated excellent
tolerance toward the stochastic and systematic D2D variations
arising from coexisting paraelectric and FE phases due to
incomplete crystallization of HZO (De, 2021b).

For large-scale circuit integration of ferroelectric memories,
compact modelling of the device performance is of major
importance. While several analytical models for the polarization
switching in FE materials exist, their parameters are either
experimentally challenging to extract, or lacks physics-based
definitions, or are computationally very demanding. A few recent
works (Lederer, 2023; Paasio, 2023), have shown Spice and Verilog-
A compatible Jiles-Atherton model can be implemented for
modelling FE capacitors that provides highly computationally
efficient prediction of intermediate states by transient switching.

Recently, nearly ideal linear weight update from HZO based
devices have been shown at cryogenic temperatures (Bohuslavskyi,
2024). It is shown that temperature is an additional parameter
controlling the FE domain dynamics and below 100 K, a
significant improvement in potentiation and depression linearity
can be obtained, especially at higher operating frequencies. Lack of
thermal energy and frozen charge defects at cryogenic temperatures
can lead to improved control over FE domain dynamics, leading to
the possibility of high accuracy in-memory-computing below 100 K.

Ferroelectric neurons

Polarization switching in FE thin films is accumulative in nature,
especially when excited with pulses of amplitude smaller than
coercive voltages, and this feature is a promising way to design
area and resource efficient LIF neuronal components. A threshold
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switching behavior has been introduced in FTJs and FeFETs to
mimic neuronal firing activities (Figures 9D–F). In nanoscale
FeFETs with Si-doped HfO2 as the gate material, two key
neuronal dynamics such as integration of action potentials and
the subsequent firing have been demonstrated. Firing was optimized
in these devices by designing specific electrical excitations that can
induce a particular NLS kinetics in the FE layer. Depolarizing field
(Edep) determine the relaxation of polarization charges in a FE film
and therefore Edep could be engineered to tune the firing frequency,
arbitrary refractory period and the leaky effect of the neurons. Due
to the stochastic nature of switching of single domains, an inherently
stochastic nature of switching can be obtained in scaled FeFETs and
therefore it is easy to design FeFET-based single cell LIF neurons.
One such report is from FeFETs with 30 nm channel length and
80 nm width (Mulaosmanovic, 2018) highlighted the possibility of
advanced downscaling of neuron circuits that can significantly
reduce the complexity of fabrication and cost of neuromorphic
architectures.

In FTJs, LIF neuronal functionalities have been reported by
Majumdar et al. (Majumdar, 2019b) by modifying depolarization
field strength of the junction. High depolarization field, arising from
incomplete screening of polarization charges, results in quick
relaxation of polarization leading to volatile switching property.
Therefore, when a junction is excited with subthreshold pulses, few
domains start to rotate polarization and the number of switched
domains keep on accumulating until the net polarization switches,
mimicking threshold switching of membrane potential of biological
neurons leading to integrate-and-fire function and eventually
getting back to its rest condition mimicking reset behavior due to
quick relaxation of polarized domains. Engineered depolarizing field
in these FTJs by varying charge-carrier densities in the bottom
semiconducting electrode, a switch-over from NVM to volatile
switching was obtained (Majumdar, 2019b) leading to the
possibilities of fabrication of synapses and neurons with same
process steps, minimizing the fabrication complexity and cost. By
modifying pulse amplitude, frequency and width, it is possible to
tune the accumulation and firing frequency and also the leaky
behavior. Inherent stochasticity in domain switching helps in
replicating the stochastic firing behavior of biological neurons.

Cryogenic memory based on
ferroic ordering

Most of the cryogenic characterizations fromFEdevices are reported
from perovskite FE based FTJs like BaTiO3, PbTiO3, Pb1-xZrxTiO3

(PZT) etc. (Garcia, 2014; Qin, 2016; Tan, 2019) that shows FTJ
performance stability is greatly improved at low temperatures with
large On/Off ratio, stable data retention and low leakage currents.
However, the switching voltage increases due to cool down that was
considered as a drawback. For HZO, most of the available results are
from room temperature since developments on HZO are mainly driven
from industrial demand side. A few recent reports have studied
temperature-dependent studies on Si-doped hafnia (Park, 2018;
Wang, 2020b) or HZO capacitors (Wang, 2019) with
superconducting NbN electrode (Henry, 2019) and with commonly
used TiN electrodes down to 4 K (Hur, 2021). The report by Hur et al.
(Hur, 2022), showed excellent endurance performance of the HZO

devices at 4 K exceeding 1010 cycles with 3.5 V operation. However,
analog operation over multiple polarization states in a wide temperature
range depending on amplitude and frequency of the applied pulses have
not been studied before. In a recent work, Bohuslavskyi et al.
(Bohuslavskyi, 2024) reported temperature dependent polarization
hysteresis measurements on HZO thin film capacitors. HZO
capacitors showed a large open hysteresis with Pr values of 30 μC/
cm2 at room temperature without any wake-up cycles and upon cooling,
an increase in Pr value occurred showing a maximum and eventually
showing nearly similar Pr at 4 K. The temperature where maximum
polarization switching happens is around 75 K, depending on the
applied voltage and frequency. At cryogenic temperatures, domain
switching becomes more gradual due to the more frozen nature of
the domains leading to the possibility formore accurate control of analog
states. Another interesting feature is that the leakage current component
of the HZO capacitors reduce significantly when measured at 100 K or
below, providing a significant improvement in imprint, fatigue and
endurance effects, improving the endurance to exceed 109 cycles
with ±5 V operation, as shown in Figure 10.

Reproducible analog performance remained
a challenge

As discussed in the previous sections, different scientific
demonstrations so far confirmed that using mixed polarity of
ferroic ordering in spintronic and ferroelectric devices, it is
possible to have multiple analog conductance states
(Mulaosmanovic, 2015). However, reproducibility and retention
of these states remained a challenge, mainly in scaled
components (Majumdar, 2019a; Covi, 2022). Recent results from
indium–tungsten–oxide (Arabar, 2022) and 2D-semiconductor
MoS2 based FeFETs (Majumdar, 2023) demonstrated that with
the help of a hybrid FE-dielectric barrier, it is possible to have
more controllable analog states. Multiple conductance states
obtained from these devices with significantly low read noise and
linear and symmetric conductance update under continuously
increasing pulse magnitude ensured multi-layer perceptron based
deep neural network (DNN) training task can be performed using
such FeFETs (Jerry, 2017; Arabar, 2022; Majumdar, 2023). It is
found that a significant dispersion in ΔG, the change in synaptic
conductance due to subsequent pulses (C2C variation), does not
affect training on smaller network (8 × 8 MNIST handwritten
dataset) but has detrimental effects with increasing network size.
(28 × 28 MNIST handwritten dataset). (Majumdar, 2022b).

Stochasticity in switching is a general feature in nanoscale
memristive elements (Tuma, 2016; Mulaosmanovic, 2018). While
such stochastic switching is undesirable for precision computing, it
can bring certain advantages (McDonnell, 2011; Mass, 2014) for
replicating biological computing functions (Faisal, 2008). One such
example is probabilistic computing that performs computation
upon the probability of a “1” or a “0” state (Li, 2021). Such “1”
or “0” can be defined by setting a certain threshold value. For
filamentary switching devices, this randomness appears from
uncertainty of formation and rupture of filaments while in
phase-change memories, such stochasticity results in controlling
the phase ratio between the amorphous and crystalline phases
(Tuma, 2016). In ferroic components, such uncertainties are due
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to switching probabilities of FM or FE domains (Atkinson, 2003;
Deng, 2020). Generally, a programming voltage of magnitude larger
than coercive field value or a pulse width of millisecond or hundreds
of microsecond range leads to higher probability of switching
compared to sub-threshold pulse amplitude and width. In
micron-scale devices, cumulative effect switching from multiple
domains makes the randomness in switching much less
pronounced compared to ultra-scaled devices where presence of
only a few domains makes the switching more probabilistic than
deterministic (Mulaosmanovic, 2018). Stochastic switching of
nanodevices can be used both in synaptic devices and nano-scale
neurons where the randomness in device switching can lead to
probabilistic weight distribution in synapses or stochastically firing
neurons, mimicking biology more realistically. Current
advancement in neuroscience shows that noise, including
stochastic resonance, has beneficial effects in specific cases of
sensory data processing that forces the neural networks to be
more robust and explore more states. The biological neural noise
(Faisal, 2008]) is found beneficial to information processing
especially in nonlinear systems (McDonnell, 2011) and is
essential for computation and learning in cortical microcircuits
(Maass, 2014). It is shown that a network built of probabilistic
stochastic resonance model of (SRM) neurons under a simple STDP
learning rule could be seen as Bayesian computation (Nessler, 2013).
Such neural networks can perform probabilistic sampling, inference,
and learning algorithms (Buesing, 2011; Pecevski, 2011; Kappel,
2014) and serve as building blocks for biologically plausible
implementations of Boltzmann machines (Pedroni, 2013)] and
deep belief networks (OConnor, 2013). It has been discussed in
different works that nanoscale memristor based probabilistic spiking
neurons (Tuma, 2016; Mehonic, 2020; Woo, 2022) can provide
potential advantages over their conventional deterministic
counterparts, like leaky integrate-and-fire, in implementing
flexible learning rules. One such example being the 2D material
based memristive Bayesian learning where generalization is done by
sampling over a parameter space which provides a certain
quantification over the uncertainty, allowing the neural networks
to be more robust and explore more states that can be beneficial in
specific cases of sensory data processing (Sebastian, 2022).

To conclude, it is important to mention that stochasticity that
arises due to inherent abruptness of physical mechanisms in
nanoscale devices, like cycle-to-cycle (C2C) and device to device
(D2D) variation can be quantified by physics-based modelling
(Deng, 2020), and such stochasticity could be already predicted
and the circuit and system designers can take appropriate measures
to handle those uncertainties. However, batch to batch variation
arising from nanotechnology side, i.e., change in device properties
due to unintentionally modified fabrication process parameters, for
instance, non-uniform metal line edges, any unpredicted
contamination issues leading to non-uniform properties and trap
distributions, variation in performance due to non-uniformity of
growth, thermal processing of thin semiconductor, metal, dielectric
or ferroelectric thin films due to non-uniform thermal profile,
plasma flow direction and so on that cannot be predicted and
modelled beforehand, could lead to unforeseen challenges that
the computing circuit is unable to handle.

Depending on the needs for the system to perform on-line
training or inference tasks, requirements from the synaptic weight

elements vary. For inference tasks, pretrained weights, optimized in
software, are transferred to the hardware based on which the system
performs classification task on unknown data. Therefore, long-term
retention of the synaptic weights is of vital importance (Majumdar,
2022a). However, for on-line training, devices require to optimize
the correct synaptic weights by trial and error, drawing conclusions
based on the nearest match and eventually correcting the error after
several rounds of adjustments on the weights. This requires devices
to adjust continuously to new weight values and therefore to have
high endurance and reproducibility. Therefore, based on higher
retention or endurance of the synaptic weight elements, different
application cases can be achieved.

Large-scale integration of neuromorphic
and hybrid CMOS–memristor circuits

For a functional circuit, large scale integration of memristor
elements is essential. Especially memristors capable of storing analog
synaptic weights could implement very compact models of synapses.
Multiple layers of vertical stacking of HZO based FTJs (Chen, 2018)
and Fe-diodes (Luo, 2020) has been shown utilizing innovative
lithography solutions. HZO based FTJs stacked in 2 vertical layers
and HZO diodes stacked in 8 vertical layers provided a promising
pathway towards ultra-dense implementation of synaptic weight
elements. In a hybrid CMOS-memristor circuit approach for
mapping the neural network in hardware, two-terminal
memristors are integrated in large and dense crossbar arrays
(Cai, 2019; Rao, 2023). CMOS neurons together with the
memristor crossbars can perform the vector-matrix-
multiplication (VMM) in a parallel way and is able to implement
neural network training and inference tasks in a fast and energy-
efficient manner (Jerry, 2017). The hybrid CMOS - memristor
neuromorphic synapse circuits can obtain dense integration of
low-power, programmable synaptic weight storage elements and
can emulate detailed synaptic dynamics for implementing relevant
computational properties of neural systems. The non-linear
activation function and temporal dynamics in such systems are
implemented by the CMOS circuits, (as shown in Indiveri, 2013).
When a CMOS spiking neuron is operated in linear regime, it can
time multiplex the contributions from all spiking inputs, thus
requiring one single integrating element, saving circuit
complexity and cost. However, one significant challenge
identified with the RRAM memristor elements being their high
degree of performance variability in terms of switching voltage, On/
Off currents, getting stuck at one state etc. compared to CMOS
synapses. These unreliable and stochastic features become even
more prominent as memristors are scaled down (Mulaosmanovic,
2018) and pose serious limitations for high-precision computing.
Computing based on hybrid CMOS-FE systems in hardware have
not been demonstrated convincingly yet but recent reports from
other memristor technologies (Cai, 2019; Rao, 2023) suggest that
taking advantage of matured CMOS transistor performance, many
shortcomings of the emerging memristive devices can be
complemented.

In a regular MRAM based In-memory-computing (IMC) design
scheme, connection between the junctions is realized with the
CMOS circuits in a crossbar array configuration (Figure 11).
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Computing with spintronic memristors in an artificial neural
network with spintronic synapses have been demonstrated by
Borders et al. (Borders, 2016) In this circuit an AFM–FM SOT
memristors were used to implement the Hopfield model (Hopfield,
1982), doing patterns association and memorizing. Pattern
association was demonstrated (Borders, 2016) using three kinds
of 3 × 3 block patterns. The Hopfield network consisting of 36 SOT-
based memristors used a field-programmable gate array (FPGA) as
neurons. that was controlled by a software running on a computer.

The system was initialized by calculating the ideal synaptic
weights based on the Hopfield model for the three chosen
patterns are then applied to the synaptic devices. Lack of
sufficient linearity and uniformity of the spintronic memristors
resulted in 20 iterations for the network to remember the given
patterns, however, this work demonstrates that learning with
spintronic synapses is possible supported by conventional
electronics. This work demonstrated that device non-ideality of
spintronic synapses can initially lead to lower classification
accuracy, however, high endurance could lead to neuromorphic
hardware that can provide superior adaptivity through learning. A
CMOS–spintronic circuit was demonstrated by Marković et al.
(Marković, 2020) that showed a system with 128 inputs and
128 outputs consumes 23 nJ per operation for learning that
eventually reduces to 7.4 nJ post-learning. This is a promising
improvement over 330 nJ per operation for a low-power spiking
CMOS neurons-based system. Hybrid CMOS-spintronics spiking
neural network has been demonstrated by Sengupta et al. with on-
chip learning capabilities (Sengupta, 2016a).

Other than conventional CMOS-MRAM systems, computation
can be done using the device physics. It has been shown that using
the domain wall motion, an all-spin ANN system can be designed
(Sengupta, 2016b) while using dipolar coupling between
nanomagnets, it is possible to directly do computation based on
energy minimization that can reduce the CMOS circuit overhead.
Physical dipolar interaction between arrays of nanomagnets were
used by Bhanja et al. (Bhanja, 2016) to solve a quadratic
optimization problem for computer vision applications. A
reservoir computing system was demonstrated with dipole-
coupled nanomagnets by Nomura et al. (Nomura, 2019) The
future of this field is extremely promising with the prospect of
utilizing the natural physics of nanomagnets for implementing
ultralow-power, scaled ANNs. Also, classification of signals at
microwave frequencies was demonstrated by Romera et al.
(Romera, 2018) in a small, two-layer neural network by
computing with synchronized spin-torque nano-oscillators,
providing a promising way for high-frequency signal processing.

For integrating devices into a functional circuit one key
consideration is connectivity. In a typical neural network algorithm
today, 10 to 1,000 synapses per neuron are used, in comparison to the
10,000 synapses per neuron in the human cerebral cortex. Therefore,
the biggest challenge of mimicking biology in neuromorphic hardware
is to attain dense interconnection between neurons. Interconnect
technology is an extensive research subject that is bringing in
improved solutions every day (Wesling, 2020). Spintronic and
ferroelectric systems, especially the MTJs and FTJs are made of
trilayer systems that can be vertically stacked making it in possible
to have dense integration possible in three dimensions. However, while
considering such 3D vertical integration, interconnection between

layers is a critical consideration. In spintronic nanostructures,
vertical and horizontal communication through optical waves or
microwave signals emitted by STNOs, could be useful. However, in
such cases, an amplifier circuit might be essential to achieve high fan-
out. Progress in ferroic materials and device technologies are expected
to bring promising possibilities for building complex 3D-integrated
computing hardware.

Computing with ferroelectric memristors

As discussed previously, partial rotation of ferroelectric domains
results in multiple conductance states in FeFETs and in literature it has
been shown that proper control of these intermediate states via gate stack
modification (Majumdar, 2023) or a custom-designed programming
pulse protocols (Jerry, 2017) can lead to quite linear and symmetric
weight update. Efficient DNN training has been demonstrated utilizing
the analog synaptic weight update in FeFET-based synapses where
proper dynamics of partial polarization switching were induced by
the gate voltage-controlled channel conductance (Jerry, 2017; De,
2022; Majumdar, 2023). Figure 12C shows schematically how FeFET
based analog crossbar array can perform VMM operation. In the
crossbar array, each cross point between row and columns represents
one FeFET transistor. This array, surrounded by neuron circuitry,
implement the training algorithm i.e., the forward propagation, back
propagation, and weight-update operations. In these circuits higher
parallelism is achieved using neuron circuit at each row and column
that can bypass time-multiplexing. For a compact hardware
implementation of such hybrid CMOS-FeFET neural network,
FeFETs could be either integrated with CMOS at front end of line
(FEOL) or back end of line (BEOL). Co-integration of FeFETs into
standard high-k metal gate (HKMG) CMOS platforms were
demonstrated by Beyer et al. (Beyer, 2020), leading to a cheap, fast,
low-power eFLASH replacement for existing eNVM technology nodes.
The FeFETs showed a reversible switching between a low-VT (LVT) and
a high-VT (HVT) state with a MW of 1.5 V and a good uniformity. A
linear increase in programming or erasing voltage led to an exponential
increase in the switching speed and found to be independent of the
device size, i.e., also observable for ultra-scaled FeFETs (Mulaosmanovic,
2018). The switching time vs VG curves were found highly sensitive to
fabrication process variations and found to shift with respect to the VG

axis or change the slope, leading to short- and long-term retention trends
(Mulaosmanovic, 2017). From a system level perspective, Berdan et al.
demonstrated FTJ crossbars can scale analogue VMM-intensive
applications, like neural inference engines leading towards energy
efficiencies above 100 tera-operations per second per watt (Berdan,
2020). while utilizing both volatile and nonvolatile retention of
ferroelectric diodes, Chen et al. showed all-ferroelectric reservoir
computing systems can be achieved that can operate as a reliable and
low-power neuromorphic hardware for temporal information
processing (Chen, 2023).

Integration technologies–features and
challenges

All non-volatile memory and synaptic or neuronal devices need
to be eventually integrated into a complete system, and therefore
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combining the memory and synaptic circuits with CMOS-based
technologies, are essential. This brings about a whole set of
integration challenges. There have been efforts to integrate
different components using standard techniques (Heterogeneous
integration Roadmap, 2023 edition, Emerging Research Devices),
such as 2D, 2.5D and 3D integration of devices with silicon
transistors either in the same plane or vertically stacked on top
of each other.

2D planar and 2.5D integration are comparatively matured
technologies (Sheikh, 2021). In 2D techniques, simple in-plane
interconnects are used while 2.5D integration uses silicon
interposer techniques, where a chip with lithographically defined
interconnections and through-silicon via’s (TSV) communicate
between different functional units (Gambino, 2015). Although
matured, efforts are still needed to reduce the pitch,
incorporating large numbers of connections for routing signals
between different functional components and loss through
interconnects for large-scale integration of neuromorphic circuits.
Optimization of materials, etching chemistry and layouts are
therefore of vital importance (Rofeh, 2015). In 3D monolithic
integration, memory components are grown directly on top of
the CMOS wafer and therefore managing the thermal budget is
an important issue (Yu, 2021). Although 3D integration can provide
highest integration density and low loss interconnects, it imposes
material challenges due to the direct growth technique leading to
material compatibility issues.

Depending on the application, therefore it is important to
choose the correct integration technology. Systems where
thermally evaporated magnetic metals or low thermal budget
ferroelectric materials can serve the purpose, can use 3D
technologies while applications demanding more exotic
functionalities need to depend on heterogeneous 2D or
2.5 D integration. Need for high memory bandwidth, less
operational heat dissipation, better mechanical stability, and
affordable cost would define the technology for building the
next-generation neuromorphic systems. In the following section,
we discuss a few implemented integration methodologies and their
advantages and challenges.

Heterogeneous integration: Heterogeneous integration, where
systems on chip and in package can be realized by combining
spintronics–CMOS or ferroelectric–CMOS and other components
developed on different substrates, makes it possible to integrate
exotic material properties of complex oxide material classes. For
spintronic systems, complex-oxide materials exhibit a wide range of
exotic, functional properties (Majumdar, 2013). However, due to
their demanding and non-CMOS compatible fab conditions and
requirements for special substrates make them unsuitable for direct
integration with CMOS logic and other functional circuits. In such
cases, heterogeneous integration and application of strain through
heteroepitaxy provide an attractive choice, that canmake integration
of complex oxides possible with mature semiconductor
technologies. Kum et al. demonstrated a universal mechanical
exfoliation method (Kum, 2020) that can produce freestanding
single-crystalline membranes of complex-oxide materials
including perovskite, spinel and garnet crystal structures that can
be stacked directly with CMOS electronics, similar to two-
dimensional material-based heterostructures, and an integrated
logic-memory or neuron synaptic architectures can be realized.

3D Monolithic integration: As mentioned previously, advantages
of 3D integration include i) reduced interconnect wire length resulting
in lower delay and power, ii) lower parasitic effects, iii) higher packaging
density and lower footprint. However, 3Dmonolithic integration comes
at a cost of limited design space for materials and process parameters.
Since, devices and circuits are formed in the back-end-of-line of CMOS
circuits, no process fabrication steps can exceed a temperature of 500°C
and long-term thermal exposure or exposure to chemicals that can
affect the passivation layers. In terms of ferromagnetic and ferroelectric
materials, this limits the material choice to either evaporated or
sputtered transition metals like Fe, Co, Ni and alloys for spintronics
and mainly ALD-grown hafnia-based systems for ferroelectric devices.
Since 3D monolithic integration technology is a rather recent trend in
semiconductor industry, not too much study has been done on 3D
integrated spintronic and ferroelectric systems and therefore fabrication
and performance limitations are not yet so well understood. Small-scale
integrations have been reported for ferroelectric hafnia-based capacitors
and FETs (Francois, 2019; Dutta 2020; De, 2022), mainly showing
moderate sizedmemory arrays ormainly CMOS compatible process for
FeFETs and SOT-MRAMs respectively (Garello, 2018; Falcone, 2022).
Future studies need to advance the knowledge of performance reliability
and limitations in such systems and needs for custommaterials designs
to improve functionalities in such systems.

Application in neuromorphic
computing tasks

Deep-Learning Accelerators:High complexity AI tasks, such as
image classifications or natural language processing require running
of large DNN models with multiple hidden layers. Hardware
implementation of such DNN models would benefit massively
from high-degree of parallelism obtained by In-memory
computing taking place in large crossbar arrays of memristors
that map the weight metrices. In IMC primitive, higher
prediction accuracy for the AI algorithm model parameters
demands higher bit resolution of synaptic weights compared to
the highest possible bits per cell in synaptic devices (Jerry, 2017; Luo,
2022). To address such challenges, one possible way is to map the
input vectors and weight matrices into multiple crossbar arrays or
columns (Wang, 2021). However, determining the system-level
efficiency would require considerations from peripheral circuit
components, handling the data from to and from the crossbars
as well. For instance, in a hardware neural network, the bits of input
vector are converted to voltages, and streamed to the synaptic array.
Timing of the streaming depends on the bit-precision of the digital-
analog converters (DAC). After the voltage pulses pass through the
synapses, the dot product of the input voltage vector and
conductance matrix is accumulated as current from the columns
of crossbar. The output currents are processed in combination with
results from multiple time steps or multiple arrays in bit streaming
or bit slicing scheme to perform multi-bit VMM operations. The
output currents from one or multiple crossbars pass through analog-
digital converters (ADC) to get the final output. Multi-level synaptic
devices help mapping the synaptic weights onto the crossbar more
efficiently, however it increases requirement for bit precision of the
ADC making it most power and area consuming element in the
circuit. While devices with multiple levels can decrease the number
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of synaptic weight elements or number of crossbar arrays in the
circuit, higher power and area consumption of ADCs need to be
considered while estimating the circuit implementation. Fewer bits
per cell synapses, on the other hand, need multiple cross bars to
implement the weight mapping. However, the lower bit precision
requirement in the ADCs makes the power an area footprint lower
for the ADCs. Based on the application, a correct trade off, therefore,
needs to be found out and design optimization needs to be done. So
far, most of the reported results on IMC hardware predicted the
system-level performance based on individual device measurements
extrapolated to system level simulation. (Dutta 2020; Bégon-Lours,
2021). However, in these cases, device to device variation, effect of
parasitics, size of the crossbar, number of failed or stuck devices have
not been taken into account. In future works, full hardware
implementation of the crossbar-based computation needs to be
done and systematic co-optimization at the material, device,
circuit and systems level performed to achieve best results. Some
recent works on large-scale integration of CMOS-RRAM systems
(Cai, 2019) or CMOS-STT-MRAM systems (Lee, 2019) can provide
roadmap in this direction.

Spiking-Neural Network: In comparison to the DNNs, SNNs
are more versatile in handling the spatio-temporally varying signal
encoding and processing. In SNNs, neurons communicate with each
other using binary signals or spikes and timing of the spikes encodes
the data. Accumulative and threshold switching behaviour of ferroic
devices can make them extremely efficient for hardware
implementation of SNNs, both as synaptic weight elements and
as leaky-integrate and fire neurons. Utilizing memristive synapses as
weight elements, both supervised training and unsupervised training
and adaptation has been demonstrated. The unsupervised learning,
where the synaptic weights are modified in an unsupervised manner
according to the biologically inspired STDP rule (Poo 1998), is
rather straightforward to implement in hardware. The STDP rule
implements the experimental observation that when a synapse is
subjected to a pre-pulse before a post-pulse, the effective synaptic
strength increases, and if the pulse ordering reverses, it results in an
effective decrease in synaptic strength. Shape and duration of the
input pulses can impact the change of synaptic conductance
(Majumdar, 2019a). Utilizing hybrid CMOS-Memristor circuits
IBM researchers demonstrated an integrated neuromorphic core
with 256 × 256PCM synapses fabricated together with CMOS
neurons that is capable of on-chip learning based on a simplified
STDP rule and can perform auto-associative pattern learning tasks
(Kim, 2015). Fang et al. demonstrated that certain optimization
problems could be solved efficiently utilizing the coupled dynamics
of FeFET-based spiking neurons. It was shown that coupled
neurons, with 1T-FeFET structures showing both excitory and
inhibitory inputs, communicate and modulate each other’s action
potentials through event-driven spikes and synchronize their
dynamics around the states of optimal solutions (Fang, 2019).

In comparison to the unsupervised learning, implementing a
supervised learning in SNN is a more demanding task due to the
inherent difficulty in applying gradient descent methods for
spiking neuron models with infinite discontinuities at the
instants of spikes (Mehonic, 2020). Although, there has been
some demonstrations (Nandakumar 2017), there is still urgent
needs for development of robust and event-driven learning
algorithms for SNNs.

Considering the randomness of the memristive synaptic devices,
Bayesian inference and learning could be one potentially important
strategy for memristive neural networks in general. Unlike the
conventional approach where a single set of parameter vector is
used during learning, the Bayesian principle utilises the inference
over a probability distribution of the synaptic weights. In presence of
sufficient data this distribution focuses on the optimal weight
configuration, however, when data are limited, the synaptic
weight distribution provides a so-called credibility profile in the
parameter space, enabling most probable solutions during inference
and exploration during learning.

For applications down to deep cryogenic temperatures, specific
features and limitations of both memristive and cryo-CMOS
components need to be studied and modelled carefully.

Challenges and future perspectives

The discussion so far highlighted many aspects of ferroic devices
that can bring substantial advantages in achieving neuromorphic
computing hardware, especially suitable for operation down to
cryogenic temperatures. Briefly summarizing, the biggest advantages
of devices with ferroic ordering being, 1) non-volatility, i.e., spintronic
and ferroelectric analog memories can possess long term data retention
making them suitable for applications where data persistence is crucial,
such as in embedded systems and IoT devices and for AI-inference
tasks. 2) Low Power Consumption in comparison to traditional
memory technologies like DRAM or flash, spintronic and
ferroelectric analog memories can offer lower power consumption
making them attractive for battery-powered devices and energy-
efficient computing. 3) High Speed: Spintronic and ferroelectric
polarization switching being extremely fast, the ferroic devices can
operate at high speeds, making them suitable for applications that
require rapid data access and processing, such as real-time signal
processing and machine learning accelerators. 4) Endurance:
Spintronic and ferroelectric memories often have excellent
endurance, with the potential for a high number of write and erase
cycles without significant degradation or fatigue effects. This endurance
is advantageous for applications that require frequent data updates like
synaptic devices where online training operation is needed in a neural
network accelerator. 5) Integration with CMOS: Spintronic and
ferroelectric devices can be integrated with CMOS technology,
allowing for the development of hybrid memory and logic circuits
on a single chip. This integration can lead tomore compact and efficient
systems. 6) Resistance to Radiation: Spintronic and ferroelectric
devices are inherently less susceptible to radiation-induced errors
compared to some other memory technologies, making them
suitable for space and high-radiation environments.

However, some material, fabrication and performance
challenges still exist that require substantial research efforts in
this direction. 1) Material Complexity: Spintronic and
ferroelectric memories rely on specialized materials, electrodes
and design principles to operate efficiently as analog memories.
The fabrication of these materials and devices can be complex and
costly. 2) Write Currents: Writing data in spintronic memories
typically involves passing a significant current through the MTJs,
which can lead to high power consumption and heat generation.
Developing low power write schemes is a challenge in spintronic
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components while in FTJs, the challenge is opposite. In scaled FTJs,
the read current is often too low to avoid read noise and successfully
read the programmed states. 3) Retention and Data Stability: The
stability of stored data in spintronic and ferroelectric memories,
especially in high-temperature environments and for multiple
analog states, is a concern. Ensuring long-term data retention
without degradation is essential for non-volatile retention
purpose. However, for synaptic weight elements, non-volatile
retention time scale can be different and might not pose
challenges. 4) Manufacturability and Yield: Scaling up the
production of spintronic and ferroelectric memories and
achieving >95% yields can be challenging due to the intricacies
of material deposition and device fabrication. 5) Variability:
Variability in material properties and manufacturing processes
can lead to significant performance variations between individual
devices. Achieving uniformity and reliability is crucial for mass
adoption of these technologies. 6) Cost: The cost of manufacturing
spintronic memories, particularly in comparison to established
memory technologies like NAND flash or DRAM, can be a
barrier to widespread adoption. Reducing production costs is a
significant challenge. 6) Compatibility: Integrating spintronic
memories with existing electronics and semiconductor processes
may require adaptations and standards. Compatibility with current
computing architectures and interfaces is important for adoption. 7)
Error Correction: Like other memory technologies, spintronic
memories may require advanced error correction techniques to
maintain data integrity, particularly as they are used in more
demanding applications.

To summarize, spintronic and ferroelectric analog memories
offer a range of advantages, including non-volatility, low power
consumption, almost infinite endurance, and high speed. However,
they face challenges related to materials, manufacturability,
variability affecting analog data stability, and cost. Researchers
and engineers are actively working to overcome these challenges
and unlock the full potential of spintronic and ferroelectric
memories in various applications, including embedded systems,
IoT, and high-performance computing. Merged logic-memory
systems or neuromorphic architectures require a holistic design
approach where different cross-layer design, optimization and
implementation is needed to create a scalable, high-performance,
and energy-efficient chip that is based on materials physics and
critical nanotechnology. When successfully scaled, these proposed
computation platforms will be able to provide 1,000× improvement
in computing performance in terms of energy-latency product. This
will be particularly efficient for memory-intensive computing tasks
like real-time recognition of images and videos, on-line learning,
big-data analytics, secure computing etc. Future research from
hardware side should focus on large-scale integration of on-chip
memory with energy-efficient computation circuits. Innovations
around monolithic 3D integration technologies will be able to
provide ultra-high connectivity improving the system level
performance while reducing power loss, delay and cost. From
circuit, systems and applications side, innovations are needed for
computing architectures that embrace sparsity, stochasticity, and
nanodevice variability, mimicking human brain. While today’s
artificial neural networks are supporting large-scale machine
learning applications on the cloud, computing hardware
supporting these cognitive systems suffer from long and power

intensive training times, large training datasets, lack of flexibility and
dynamic adaptation, and real-time autonomous decision-making.
By leveraging innovations in novel materials and device technologies
to create merged logic-memory fabrics, it is possible to accelerate
development of real time operating cognitive and secure
computing systems.

Different computational models like compute-in-memory,
reinforcement learning, hyper-dimensional computing,
approximate computing, spike-based computing and so on are
used to demonstrate the cognitive ability of the hardware.
Utilizing the physics of the novel devices it is possible to
overcome the current limitations and achieve dynamic adaptation
and parallel on-line learning. Innovations in integration
technologies will ensure large-scale systems, capable of handling
real world complex problems enabling ubiquitous intelligent
systems under energy constrained situations.

Finally, we envision that the development of neuromorphic
hardware would require extensive efforts and cross-disciplinary
knowledge from different communities, from neuroscience to physics,
materials science, nanotechnology, electrical and computer engineering
and collaborative efforts could lead to successful development of
achievement of the next-generation of energy-efficient, secure and
cognitive integrated microsystems. Photo-induced magnetoresistance
(Elovaara, 2015) or ferroelectric effects (Tan, 2022) can pave the way
for photonic memory and neuromorphic circuits based on ferroic
devices. The current review provided an outlook on the designing of
energy-efficient, analog memories, synaptic weight and neuronal
elements utilizing the physics of ferromagnetic or ferroelectric
materials, that could provide multiple benefits for large range of
applications with special focus on cryogenic applications for quantum
computing and space technologies.
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