
TReMo+: Modeling Ternary and Binary
ReRAM-Based Memories With
Flexible Write-Verification
Mechanisms
Shima Hosseinzadeh*, Mehrdad Biglari and Dietmar Fey

Department Computer Science, Chair of Computer Architecture, Friedrich-Alexander-Universitat Erlangen-Nürnberg (FAU),
Erlangen, Germany

Non-volatile memory (NVM) technologies offer a number of advantages over conventional
memory technologies such as SRAM and DRAM. These include a smaller area
requirement, a lower energy requirement for reading and partly for writing, too, and, of
course, the non-volatility and especially the qualitative advantage of multi-bit capability. It is
expected that memristors based on resistive random access memories (ReRAMs), phase-
change memories, or spin-transfer torque random access memories will replace
conventional memory technologies in certain areas or complement them in hybrid
solutions. To support the design of systems that use NVMs, there is still research to
be done on the modeling side of NVMs. In this paper, we focus on multi-bit ternary
memories in particular. Ternary NVMs allow the implementation of extremely memory-
efficient ternary weights in neural networks, which have sufficiently high accuracy in
interference, or they are part of carry-free fast ternary adders. Furthermore, we lay a
focus on the technology side of memristive ReRAMs. In this paper, a novel memory model
in the circuit level is presented to support the design of systems that profit from ternary data
representations. This model considers two read methods of ternary ReRAMs, namely,
serial read and parallel read. They are extensively studied and compared in this work, as
well as the write-verification method that is often used in NVMs to reduce the device stress
and to increase the endurance. In addition, a comprehensive tool for the ternary model was
developed, which is capable of performing energy, performance, and area estimation for a
given setup. In this work, three case studies were conducted, namely, area cost per trit,
excessive parameter selection for thewrite-verificationmethod, and the assessment of pulse
width variation and their energy latency trade-off for the write-verification method in ReRAM.

Keywords: memristor, ternary system, analytical circuit model, ReRAM, ternary memory model, non-volatile
memory, write-verification programming

1 INTRODUCTION

Ever since the creation of the digital computing systems, the base of two has mostly been utilized for
information processing and communication. Nevertheless, it is long known that a ternary
representation of data, i.e., for each digit di of a number holds, e.g., di ∈ { − 1, 0, 1} or di ∈ {0,
1, 2}, offers advantages over the binary system in some aspects (Metze and Robertson, 1959;
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Avizienis, 1961; Parhami, 1470). One of the most attractive merits
of using the ternary system is its capability of carrying out an
addition operation in two steps, i.e., in O (1), regardless of the
operand length [an example can be found in the work of Fey
(2014)]. Using a binary data representation, this can be done only
in O (log(N)) with a reasonable hardware effort. Furthermore,
neural networks with ternary weights are much better than ones
with binary weights and not much worse than ones with floating-
point weights concerning the recognition accuracy, and they
require much less storage capacity than neural networks with
floating-point weights (Yonekawa et al., 2018).

However, realizing ternary states with binary storage elements
requires two binary storage elements, e.g., flip-flops (Rath, 1975),
making such designs immensely expensive. With the emergence of
CMOS-compatible multi-bit capable memristive resistive random
access memories (ReRAMs)1, this situation changed. This is
achievable by ReRAMs because their resistive window can be
splitted into quantized levels for having multilevel states (El-
Slehdar et al., 2013). The idea of programming memristive devices
into several resistance states was proposed, e.g., in thework of Kinoshita
et al. (2007), inwhich the authors analyzed the application of a thin-film
memristor as an N-level ReRAM element. Another approach, which
was introduced by Junsangsri et al. (2014), uses two memristors to
obtain three different states to handle ternary states instead of multiple
quantized memristive levels but loses the advantage of saving one
storage cell compared to multi-bit approach.

Using memristive devices for ternary arithmetic was first
investigated by Fey (2014). On the basis of the work of Fey
et al. (2016), the improvement in the energy-delay product and
area for a ternary adder circuitry using multi-bit registers based
on memristors compared to SRAM-based solutions was shown.
The architecture can be further enhanced by using memristor-
based pipeline registers that make it possible to use homogeneous
pipelines for not only the addition operation but also the
subtraction and multiplication operations instead of
superscalar pipelines that use different pipeline paths for
various operations (Fey, 2015). Although various proposals for
ternary memristive circuits are now available in the literature,
there is still a lack of sufficient ternarymodeling at the circuit level
to be able to use such components systematically and more easily
than today in one’s own circuits.

Memory modeling enables architectural exploration and system
integration of different memory technologies and design approaches.
To ease the process ofmemorymodeling, a need for a comprehensive
modeling tool seems to be evident. Luckily, some high-precision
open-source modeling tools such as CACTI (Wilton and Jouppi,
1996; Thoziyoor and Ahn, 2008), NVSim (Xiangyu Dong et al.,
2012), and Destiny (Mittal et al., 2017) enable designers not only to
utilize them with their original offered toolsets but also to build upon
the current features for state-of-the-art modeling, which, in our case,
is ternary memory modeling.

Research and development on non-volatile memories (NVMs)
either require prototype chips, which are limited to a small
portion of the entire design area, or a simulation tool that

estimates energy, area, and performance of NVMs with
different design specifications before the real chip fabrication.
When designing a ternary system, researchers cannot benefit
from any of the aforementioned solutions because there are no
ternary memory chip fabrications and appropriate simulation
tools have yet to be developed. Although the current most
popular NVM simulation tools offer some design and
estimation features, they still have limitations with respect to
ternary memory design and accurate evaluation.

In this work, for the first time, to the best of our knowledge, a
new ternary model has been developed that utilizes different
reading and writing methods. Moreover, a comprehensive
simulation tool for ternary memory modeling has been
developed, which uses the NVSim (Xiangyu Dong et al., 2012)
as its base. The main contributions of this work are as follows:

• Development of a comprehensive simulation tool for ternary
memory modeling called “TReMo+”. On the one hand, the
TReMo+ benefits from the methods and feature sets used by
the most well-known memory simulation tools, namely, NVSim
(Xiangyu Dong et al., 2012) and Destiny (Mittal et al., 2017), and
on the other hand, it adds some more features for the first
time ever.

• One of the unique features of the TReMo+ is that it supports
the generic write-verification method for both reset and set
operation, with the capability of overwriting average iteration,
and different pulse width and voltage or current amplitude for
consecutive pulses. This write method is made available for
both the binary and ternary memory models.

• For the first time, TReMo+ introduced two new read methods,
namely, serial and novel parallel read, which are configurable
based on the desire of the user. The serial read method was
adapted from the work of Mittal et al. (2017), and the novel
parallel read approach was introduced in our previous work
(Hosseinzadeh et al., 2020).

• Because the TReMo+ supports not only binary but also ternary
memory modeling, the tool now enables users to choose
optimization target for ternary memory (alongside with binary
memory modeling), which could be area, latency, and energy.

Furthermore, we demonstrated the application of our model
with three case studies. In addition to area cost per trit evaluation
studied in our previous work (Hosseinzadeh et al., 2020), we
present two further case studies in this work, namely, excessive
parameter selections for the write-verification method and
programming pulse width assessment. In the first case study,
the impact of Incremental Step Pulse and Verify Algorithm
(ISPVA) on delay and energy consumption is investigated to
achieve more reliable writing operations and compared it to other
known methods. These comparisons between different write
schemes including the overhead and enhancements (as a
trade-off analysis) are possible by using the presented model
using the TReMo+ tool that we developed.

The TReMo+ modeling tool can assist researchers who are
modeling systems in architecture-level tools such as gem5
(Binkert et al., 2011) by estimating performance, energy, latency,
and area of the ternary ReRAM-based memory models. This tool1The term memristor and ReRAM are used in this paper interchangeably.
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also givesmemory designers the ability to employ ternary logic based
on ReRAM in their designs. The benefits of this work are not only
limited to stand-alone ternary logic but also include exploiting new
storage mechanisms and architectures. In other words, TReMo+
supports the use of innovative computing storage technology in own
CMOS-based designs.

The rest of the paper is structed as follows: In Section 2, some
basic information about the ReRAM will be presented, and
different reading and writing methodologies on this memory
will be studied. In Section 3, after having a deep overview of the
state-of-the-art memory simulation tools, a thorough comparison
among them will be reported. Section 4 is about implementation
of the novel read and write methods in ReRAM devices, followed
by Section 5, in which the results will be presented. Last, in
Section 6, three case studies will be elaborated, and a brief
conclusion will be presented in Section 7.

2 PRELIMINARIES

2.1 ReRAM
Many of the NVM technologies, such as PCRAM and STTRAM,
are designed on the basis of electrically inferred resistive
switching effects. ReRAM is implemented by utilizing electro-
and thermochemical effects, resulting in the resistance change of
a memory architecture, in which a metal/oxide/metal layer stack
is used to store data (Hosseinzadeh et al., 2020). In our confined

variation, which is a bipolar ReRAM, a metal oxide layer (e.g., Ti
O 2, Hf O 2) is sandwiched between two metal electrodes to store
data. The value stored in the memory is dependent on the oxygen
vacancy concentration of the metal oxide layer. When a voltage is
applied to the two electrodes, conductive filaments (CFs) are
either formed or ruptured, depending upon the voltage polarity.
In case of CF formation inside the metal oxide, the top and the
bottom of the electrodes are bridged, and the current can flow
inside the CF. In this situation, the cell is considered to be in a
low-resistance state (LRS), representing the value of “1”.
Oppositely, when the CF is ruptured, the top and the bottom
electrodes are disconnected and thus result in a high-resistance
state (HRS) representing the value of “0” (Yang et al., 2008).

It has been proven by Xu et al. (2013) that the size of the CF
has a direct relation with the value of the current, meaning that
the cell resistance can be controlled by changing the strength of
the CF. Therefore, it would be possible to program the middle-
level resistance of ReRAM between the HRS and the LRS by
manipulating the programming current and to establish by the
multi-bit capability.

Figure 1 represents the physical behavior of a bipolar ternary
ReRAM memory. As it can be seen in Figure 1A, by increasing
the size of the CFs, the resistance is decreased, resulting in two
distinct LRSs, namely, LRS1, and LRS2. On the other hand, as it
can be seen in Figure 1B, by decreasing the size of the CFs, the
resistance is increased, resulting in the HRS. Programming to
intermediate states can be started from either the highest-
resistance state (H2L programming) or the lowest-resistance
state (L2H programming).

2.2 Read Methodologies in ReRAM
The normal read operations in ReRAM and many other NVM
technologies are identical. The read operation can be done in two
ways, in which both of them take advantage of the fact that NVMs
have different resistances in LRS and HRS states. In the first
method, a small voltage is applied on the bitline attached to NVM
storage cell, and the current moving through the cell is measured.
In the second method, a small current is sent out in the bitline,
and in return, the voltage across the memory cell is measured.
The methods are known as current sensing or voltage sensing,
respectively. The response back from the cell comes in the form of
voltage (or current), and afterward, it is compared against a
reference voltage (or current). The comparison is done by
utilizing a sense amplifier (SA) (Xiangyu Dong et al., 2012).

Depending on the resistance levels stored in one cell, the
number of SAs varies. In the case of SLC (single-level cell or 1 bit
per cell), it is sufficient to use one SA for the read operation
(Xiangyu Dong et al., 2012), whereas in non-SLCs, the number of
the SAs should be more than one, depending on whether the read
operation is done in serial or in parallel.

2.2.1 Serial Read
Serial sensing for the non-SLC memories can be done by two
methods. In our case, non-SLC memories consist of MLC (multi-
level cell or 2 bits per cell for storing four states), TLC (triple-level
cell or 3 bits per cell for storing eight states), and ternary (three
states in 2 bits per cell) memories. The first method is the sensing

FIGURE 1 |Multi-level switching in ternary ReRAM: (A) H2L and (B) L2H
programming.
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model, which is based on the multi-step “sequential single
reference”. This method is based on the non-linearity nature
of charging and discharging resistance of the NVMs. Within the
resistance change time, the SA captures samples from it (Xu et al.,
2013). The second method is the binary search read out model, in
which the number of read out iterations is based on the number of
stored bits in the cell (Mittal et al., 2017).

2.2.2 Parallel Read
In the parallel sensing method, only a single step is needed, but
the current (or voltage) is compared with multiple current (or
voltage) references (Xu et al., 2013). On the basis of the work of
Xu et al. (2013), the MLC parallel read circuitry is associated with
seven sets of SA.

In our work, ternary read circuitry could be the binary search
readout method or the parallel read method. We carry out two
comparisons using the binary read approach for the ternary
memory. For distinguishing the resistances in ternary
memories with the parallel read approach, two SAs are enough.

2.3 Write Methodologies in ReRAM
A set operation is defined as switching between HRS and LRS, and
reset is vice versa (Biglari et al., 2018). Because there is a large
resistance variation, cell programmingwith verification could add an
extra level of reliability (Higuchi et al., 2012). To control the cell
programming in intermediate states, either the DC sweep (Grossi
et al., 2016), write-verification (Higuchi et al., 2012; Song et al., 2013),
or ISPVA (Higuchi et al., 2012) is applied, which could start from
lowest- to highest-resistance state (L2H) or vice versa (H2L).

The ISPVA is based on a chain of increasing voltage pulses on
the drain electrode during set operation, whereas during reset
operation, this sequence of pulses is applied to the source
terminal. After applying each pulse, a read verification is done
to check whether the read current has reached the threshold value
for the set and the reset operation. The algorithm stops when the
threshold is reached (Pérez et al., 2018). Although single pulse
benefits from shorter forming time by using high compliance and
voltage parameters (Grossi et al., 2016), ISPVA offers a wide
range of advantages including improvements in spatial process
variation, more reliable writing, and higher endurance (Pérez
et al., 2018; Pérez et al., 2019).

2.4 Trade-offs in Writing Parameter
Selections
The high cycle-to-cycle and device-to-device variability in
switching characteristics of ReRAM devices will result in
excessive electrical stress on ReRAM cells during the worst
case–based programming (Biglari et al., 2019). This
contributes to a higher energy consumption as well as reduced
reliability (Yu et al., 2012) and endurance (Song et al., 2013). To
tackle this problem, novel structures have been proposed that
intrinsically reduce this stress at the cell level (Linn et al., 2010;
Biglari and Fey, 2017). Write-verification (Song et al., 2013;
Higuchi et al., 2012) and feedback-based programming (Lee
et al., 2017; Biglari et al., 2018) terminate the write operation
after detecting that the device has reached the desired state.

In write-verification programming, this detection is done by
reading the device between programming steps, whereas in
feedback-based programming, the resistive state of the cell is
monitored at real time during programming. The ISPVA method
mentioned in the previous section is in the category of write-
verification method. Both methods also enable multi-level
programming of the ReRAM cells (Lieske et al., 2018; Puglisi
et al., 2015). This work models a write-verification method that is
the most common practice for memory design.

Although bearing the extra cost of the write-verification
method is undeniable, it can be seen in other experiments that
the ISPVA method was utilized both for SLC and MLC types of
memory, mainly due its numerous advantages mentioned above
(Pérez et al., 2018; Pérez et al., 2019).

A key capability of a memory model is to demonstrate how the
observed behavior of a memory cell (in this case, ReRAM) at the
device level will affect the overall behavior and performance
characteristics of complete memories constructed with it.

In this case study, we study how write-verification parameter
selection affects delay and energy consumption of the realized
memory in relation to its endurance and reliability properties.

3 SIMULATION TOOL

3.1 The NVSim Tool
To investigate early phases of NVM design, a simulator for
ReRAM circuit level design is needed, so that the evaluation
without any real-chip fabrication can be done. Among existing
tools used in industry and academia for NVM estimation, the
NVSim (Xiangyu Dong et al., 2012) and Destiny (Mittal et al.,
2017) are the most popular ones.

The NVSim simulates some of non-volatile memristor–based
memory technologies, such as phase-change memory, spin-
transfer torque random access memory, and ReRAM. As an
input, the NVSim takes device parameters and optimizes the
circuit design and, as an output, evaluates the area, energy, and
performance with the given design specification.

NVSim organizes chips using three main building blocks: bank,
mat, and subarray. As shown in Figure 2, the top level building block
in the hierarchy is the bank, and each bank consists of some mats,
and last, subarrays are designed insidemats as the basic structure of a
memory, in which they contain memory arrays and peripheral
circuitry. The peripheral circuitry has SAs, a multiplexer (Mux), a
decoder, and an output driver, and the overall cell layout is
controlled by the access transistor. In Figure 3, the peripheral
circuitry associated with the bitline of the subarray, used by
NVSim, is depicted (Xiangyu Dong et al., 2012).

The NVSim only models the SLC memories with regard to
the submitted code. A more recent fork of NVSim, called
Destiny, introduced a design evaluation of MLCs. In our work,
a novel design for ternary memory simulation is implemented
by heavily modifying the original NVSim code. The main focus
of our work is internal sensing, and changes for ternary
modification are done in the subarray level, especially in the
peripheral circuitry, and then, the effects are evaluated in
higher levels of the cell design. Needless to say, this work
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focuses on modeling of memories and not designing circuits.
Therefore, we modeled the ternary model on the basis of the
block diagrams. Describing the details regarding the building
block of our models is out of scope of this work. However, for
circuit detail of every module, the base of most of modules is
described in the manuscript and guideline of CACTI (Wilton
and Jouppi, 1996; Thoziyoor and Ahn, 2008) and some small
parts in NVSim (Xiangyu Dong et al., 2012). Furthermore, our
solution differs in further features that are outlined next.

3.2 Simulation Tools Comparison
Among many NVM simulation tools, NVSim (Xiangyu Dong
et al., 2012) and Destiny (Mittal et al., 2017) are the ones offering
the richest features. However, these tools lack certain essential
features for more accurate results and for maintaining the
fast-paced NVM technology. The present work addressed
some of these issues by adding the missing features to the toolset.

For instance, NVSim only supports SLC design, whereas
Destiny included MLC, allowing a cell to store 1 bit, 2 bits, 3

FIGURE 2 | Memory array organization in NVSim (Xiangyu Dong et al., 2012).

FIGURE 3 | Peripheral circuitry associated with bitlines in the NVSim.
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bits, etc. The present work introduced the support for ternary
memory cells considering three states for the first time.

The support for the generic write-verification–based method
that is capable of variant pulse width and variant current or
voltage amplitude for both set and reset operation is another
feature added in TReMo+, which was entirely absent in the
NVSim. In addition, there are no verifications done when
writing data, neither in reset before set nor in set before reset
in NVSim, whereas in TReMo+, the verification is possible for
both cases. In Destiny, only the write-verification method with
fixed voltage and current is supported. Although not directly
mentioned in the Destiny paper, it is evident that, in latency and
energy calculation formulae, time pulses for voltage and current
are equal, which is not the common write method for memories.
For more realistic and accurate results, in TReMo+, we added the
enhanced variant of write-verification method for both reset and
set operations, namely, 1) with the dynamic voltage levels and
pulse widths and 2) current levels with the variant pulse widths.
Moreover, TReMo+ has two read methods, namely, serial and the
novel parallel read methods, whereas in Destiny, only serial read
is available.

4 IMPLEMENTATION ANDMETHODOLOGY

4.1 Sense Amplifier Read Circuitry
To adapt the NVSim SA read circuitry to the ternary memories, it
is necessary to take both read methods into consideration,
specifically the serial read and the parallel read.

In the serial read, there are no modifications needed to the
internal SA block of the original NVSim. However, the total
number of SAs are halved, due to the halved number of columns
in ternary memory. It is notable to mention that, for the serial
read, as shown in Figure 4, the maximum number of read
iterations should be two times.

In contrast, the parallel read requires some adjustments in the
NVSim SA read circuitry. To store three values in one cell, it is
necessary to have a trit cell; we therefore added an extra SA
coupled with the existing SA so that it would be possible to read
from a cell concurrently. Storing ternary data requires at least
three distinguished levels of resistance. To accomplish this, at
least two sense SAs with different voltage references are required.
Therefore, one bitline should be connected to two SAs.

The general idea of dividing and distinguishing the resistance
level in parallel read circuitry is demonstrated in Figure 5. As a
result, Vref1 and Vref2 should adhere to the following rules: 1). To
prove this design, the truth table is shown in Figure 5B.

VLRS1 <Vref1 <VLRS2, VLRS2 <Vref2 <VHRS (1)

The original SA in NVSim is based on the SA used in the
CACTI (Thoziyoor and Ahn, 2008) tool, which is voltage-based.
Therefore, we kept this module unchanged. In case of current
sensing, an I-V converter is needed, which is responsible for
converting the current running in the bitlines to voltage before
passing through the SAs. Because two SAs work simultaneously,
one I-V converter is sufficient to be shared among two SAs in case
of current sensing depicted in Figure 6B.

4.2 Write Operation Modeling for
Single-Level Cell and Non–Single-Level
Cells
4.2.1 Single Write
In non-crossbar structures, the write pulse is applied once to the
cell, assuming that the cell will be written in only one single pulse.
Writing to the cells is performed in two steps. First, the row

FIGURE 4 | Serial read model for ternary memory.

FIGURE 5 | (A) Resistance level in ternary memory. (B) Truth table for
parallel ternary read.

FIGURE 6 | (A) SA circuitry for ternary memory in parallel read. (B) The
ternary SA block layout. Pitch is the maximum allowed width for one SA layout
in NVSim.
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decoder applies the row address to latch the data from a row of the
ReRAM subarray module into the SAs. Second, after the data
become latched, the column address is applied, and the read or
write access will be performed. Figure 7 shows the write path for a
single cell. The latency is calculated by summing the worst-case
latency of reset and set pulse, the maximum value among decoder
latency, and the summation of the column decoder latency
(calculated by summation of latency of bitline Mux decoder,
SA Mux decoder level 1 and level 2 modules) and the latency of
other modules in the write path (calculated by summation of
latency of bitline Mux, SA Mux level 1 and level 2).

In crossbar structures, because set and reset operations cannot
be performed simultaneously, two methods for write operations
are available; first, having a separated set and reset operation
called “reset before set” or ”set before reset”method and, second,
in which all the cells in the selected row are erased before a
selective set operation is carried out. This method is called the
“erase before set” or “erase before reset” method (Xiangyu Dong
et al., 2012).

4.2.2 Verification After Single Write
Another write scheme that is utilized and modeled in this
work is the verification after single write. The latency of any
cell type (crossbar or non-crossbar) with the “write and
verification” scheme is higher than the “without
verification” one. The read latency itself comes from the
latency of every module in the read path sequentially, for
instance, SAs, bitline Muxes, and different multiplexers that
come after the SAs or the decoders. From the write energy
perspective, in the “write and verification scheme”, the energy
consumed for the verification, specifically in the cell and the
SA, are added to the write energy. Therefore, the write energy
in this scheme is higher than that of the “write without
verification” scheme.

4.2.3 The Write-Verification Method
There are two variants of write-verification methods that
have been modeled in this work. The first variant is based on
the write method used by Xu et al. (2013). On the basis of this
variant of write-verification method, first, the device is
initialized to reset state by a single pulse followed by an
iterative sequence of set and verification pulses until the
device has reached the desired resistive level (Figure 8A)
or vice versa. The second variant is based on the write method
used by Pérez et al. (2017). On the basis of this variant of
write-verification method, first, the device is being initialized
to reset state with a sequence of iterative reset and verification
pulses. Then, it is programmed to the desired resistive state
by a sequence of iterative set and verification pulses
(Figure 8B).

The average energy for single-pulse–based reset (first variant)
is calculated by the following:

Ereset � Vreset × Vreset − Vdrop,reset( )/RLRS × treset (2)

The amounts of energy consumed during the sequence of
program and verification pulses for the reset operation in second
variant and the set operation for both variants are calculated by
either (3) or (4) as follows. It is considered that the average
number of iterations for set and reset operations is assigned to
variable “n” and “m”, respectively.

If the set or reset operation holds the current source, then the
energy is calculated by the following:

Eset|reset � ∑n|m
i�1

vdd × PI i[ ] × PT i[ ]( )+(
Vread − Vdrop,read( )/RLRS × vdd × tread( ))) (3)

If the set operation holds the voltage source, then energy for
the set operation is calculated by the following:

Eset|reset � ∑n|m
i�1

PV i[ ] × PV i[ ] − Vdrop,set( )/(
RLRS × PT i[ ] + Vread × Iread × tread)

(4)

PV � [v1, v2, . . . ,vn|vm] consists of a sequence of voltages in the
write-verification method for the set or reset procedure.

FIGURE 7 | The write path for one cell at the subarray level.
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PI � [I1, I2, . . . ,In|Im] consists of a sequence of currents in the
write-verification method for the set or reset procedure.
PT � [t1, t2, . . . ,tn|tm] consists of a sequence of pulse widths of
current or voltage pulses for the set or reset procedure.

Vdrop is the voltage dropping on the device due to the transistor
connected to the cell while reading or writing.

The total required energy for writing is as follows:

Ewrite � Ereset + Eset (5)

The total latency for writing for the first variant write-
verification is calculated by the following:

Latencywrite � n × tread + treset +∑n
i�1

PT i[ ] (6)

The total latency for writing for the second variant write-
verification is calculated by the following:

Latencywrite � n +m( ) × tread +∑m
i�1

PT i[ ] +∑n
i�1

PT i[ ] (7)

4.3 Analysis of Single-Level Cell and Parallel
Ternary
In this section, an architecture for ternary memory in the
subarray level is modeled and evaluated in terms of area,
latency, and dynamic energy.

4.3.1 Ternary Area Consumption
Figure 9 shows the SLC and the ternary memory in parallel read
models in one frame. Given an SLC memory with the capacity

specified by the product of the number of rows and columns,
represented by the color black, a ternary memory with the same
capacity is compared to it using the color red.

It can be seen that, in the parallel ternary memory, there has
been some modifications, when compared to the SLC memory.
The first change is the number of columns is halved in the

FIGURE 8 | (A) The first variant of write-verification model (reset before set). (B) The second variant of write-verification model (ISPVA).

FIGURE 9 | The peripheral circuitry for SLC memory (black bordered
modules) and the proposed ternary memory (red bordered modules) in
parallel read.
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subarray because each cell is capable of storing a trit.
Subsequently, the width of the precharger is also halved for
the same reason mentioned above. Moving forward to the
layers below, the number of bitline multiplexers is halved,
caused by the reduced number of columns. In the SA layer,
the total number of internal SAs is kept unchanged, whereas the
width of the SA layer is halved. It is also notable to mention that
the height of each internal SA is slightly longer than that of SLC,
but the effect of this is neglectable in the SA layer because the
height of the I-V converter is dominant. In the next layer, namely,
SA multiplexer level 1, the number of multiplexers has not
changed, obviously because the number of SAs in the previous
layer was kept constant. The same logic applies to the SA
multiplexer level 2, and therefore, the total number is kept
unchanged.

To estimate the area of each peripheral circuitry component,
each component is delved into the actual gate-level logic design
considering the height and width of each gate as it is also done in
NVSim and CACTI. The height and width of each gate is
dependent on the optimization target as we have three
different types of transistors (latency-optimized, balances, and
area-optimized) with different sizes. When calculating the total
area at the subarray level in SLC memory, the following formulas
are used (8) (9).

H � ∑5
i�1

Hi +HArray (8)

W � MAX ∑4
i�1

Wi
⎛⎝ ⎞⎠ +WArray (9)

H1, H2, H3, H4, H5, and Harray are the height of precharger,
bitline Mux, SA layer, SA Mux level 1, SA MUX level 2, and
subarray modules, respectively, as depicted in Figure 9. W1, W2,
W3, W4, and Warray are the width of row decoder, bitline Mux
decoder, SA Mux decoder level 1, SA Mux decoder level 2, and
subarray modules, respectively, as depicted in Figure 11. The
total area is calculated bymultiplication of the total height and the
width. When evaluating the area consumption of the ternary
memory with parallel read mode, all the heights and widths
measurements are the same, except for Warray, which is halved,
and the height of the SA. As a result, the total subarray area of the
SLC memory is almost two times greater than that of the ternary
memory.

In the case of ternary memory with serial read mode, there are
some minor changes when compared to ternary memory with
parallel read mode. First, the number of SAs is halved, whereas
the width of each SA is doubled, keeping the total width of the SA
layer unchanged. Second, the number of SA multiplexer level 1
and level 2 is halved because of the decreased number of SAs in
the previous layer.

4.3.2 Ternary Latency
The latency calculated for the components is based on RC
analysis and the simplified version of Horowitz’s timing
model that is used in the NVSim tool (Xiangyu Dong et al.,
2012) .

Delay � τ

										
ln
1
2

( )2

+ αβ

√
(10)

In this formula, α is the slope of the input, β � gmR is the
normalized input transconductance by the output resistance, and
τ is the RC time constant. When comparing the latency of the
SLC memory cell with the ternary memory cell, some differences
in the latency of each component can be found.

Row decoder is the first component with halved latency. The
reason is that the number of subarray columns is halved, which
results in halved wordline capacitance that is loaded to the row
decoder.

Bitline multiplexer decoder is another component with halved
latency, when compared to that of SLC. The capacitance loaded to
this module comes from the capacitance of the wordline and the
pass transistors of the multiplexers, and they are both halved. The
same reason applies to the SA multiplexer level 1 and level 2
decoders. The total decoder latency is calculated by finding the
maximum latency of the modules mentioned above, resulting in
halved decoder latency.

When reading from the memory cell, the total read latency
is the summation of the decoder latency, the bitline delay, and
the delay of multiplexers through the read path. In the case of
ternary memory with parallel read mode, the total read latency
is less than that of SLC due to the halved decoder latency
mentioned above, leaving the other latency values unchanged.
However, in ternary memory with serial read mode, in
addition to the halved decoder latency, SAs latency is
doubled because binary search reading should be done at
least twice. The comparison between the ternary memory
with serial read mode and parallel read mode is also an
interesting matter, because the read latency of the ternary
memory with parallel read mode is lower than that of serial
one. It can be justified that parallel read sensing is done in
parallel with the use of the SA, whereas in serial read mode, two
times more comparisons are needed in the worst-case scenario.

If we put the write latency under scrutiny, then we realize that
the latency of the ternary cell is higher than that of SLC because
the programming ternary cells need more write iterations than
SLC. When comparing the write latency of the ternary memory
with parallel read mode with that of the serial one, the write
latency in the parallel mode is lower due to lower read latency in
the parallel mode during the writing program by write-
verification compared to the serial read.

4.3.3 Ternary Energy Consumption
The energy consumption comparison is done in this section
between the ternary memory and the SLC memory type. The
dynamic energy and leakage power consumption can be modeled
as follows:

Edynamic � C × V2
DD

Pleakage � VDD × ILeak
(11)

The dynamic energy of the precharger is halved because of the
halved number of columns, which is caused by dividing the
capacitance of the wordline by two. Dynamic energy of other
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modules including the decoders of the bitline multiplexers, row
decoder, and SA level 1 and level 2 decoders is also halved for the
exact same reasons mentioned above. The read dynamic energy
consumed in SAs is the same in both cases because they have the
same number of SAs. The dynamic energy of bitline multiplexer is
unchanged; although the load capacitance of the two SAs
connected parallel to it is doubled, the number of columns is
halved.

Cell read energy is also lower in ternary memory, because, first,
read pulse is not considered in the calculation and, second, the
number of columns in the cell is halved compared to that of SLC.
When reading from the ternary memory cell, the read dynamic
energy is calculated by adding all dynamic energy of the active
components mentioned above and cell read energy in the read
path. In parallel read, sensing is done in parallel with the use of
SA, whereas in serial read, two times more comparisons are
needed in the worst-case scenario. As a result, the read energy
consumption during serial read is higher than that of the parallel
variant.

For a write operation on the ternary memory cell, the write
dynamic energy is the sum of all active modules mentioned above
plus write dynamic energy of the write path depending upon the
writing method. When the write-verification method is used for
writing data on a ternary cell, it will definitely need more
iterations compared to the single-pulse method, resulting in
higher write energy in ternary memory. It can therefore be
concluded that the total dynamic energy in ternary is greater
than SLC, despite the number of columns in SLC being two times
more. It is worth to consider that the write energy for the ternary
memory with parallel read mode is higher than that of the ternary
memory with serial read mode because the two SAs are used for
concurrent sensing passing through the bitline multiplexer that
doubles the capacitance.

If the reset dynamic energy and the set dynamic energy were
analyzed separately assuming the first variant of write-
verification, the reset dynamic energy in SLC would be greater
than in the ternary memory because the number of columns in
SLC is higher than in the ternary memory. However, because the
number of iterations in ternary memory is higher than SLC, the
set dynamic energy in this memory is greater than SLC,
outweighing the number of columns in ternary.

Regarding the cell leakage, the total leakage in SLC is higher
than that of the ternary memory. The reason behind this is the
effect of the dominant precharger leakage in SLC on the total
leakage.

5 RESULTS

5.1 Single-Level Cell ReRAM With
Write-Verification
The motivation for this section is to demonstrate some additional
enhancements on SLC memory models, previously modeled in
NVSim, such as the verification after single write or first variant of
write-verification method by considering the overhead of the
verification controller as input.

In cases of verification-based write method, a finite state
machine (FSM) is required to control the write scheme. For
instance, when a write voltage is applied, the state machine is
utilized to verify the current whether the write was successful
followed by iteration termination or the voltage should still be
increased. The overhead values of this state machine, including
the energy, latency, and area, are technology dependent;
therefore, these values can be estimated by the synthesis
results of the desired controller. The FSM overhead values,
including the area, latency, and energy overhead, are then
given as an input to the simulator for a more accurate result.
Therefore, TReMo+ is capable of getting the overhead of write
driver as an input to make estimated values closer to real
fabricated chip values. However, our evaluations for the
memory arrays are based on the IHP cell settings, and they
also do not have a write-driver to produce the pulse trains. The
pulse trains in IHP company are produced with a computer-
based system called RIFLE SE. Therefore, even the IHP
researchers do not have the overhead values for producing the
consecutive pulses, and as a result, the overhead of the control
circuitry is not considered in the results.

The SLC ReRAM model used for this section is based on a
0.18-µm 4-Mb MOS-accessed ReRAM prototype chip (Sheu
et al., 2011). According to Xu et al. (2013), the set and reset
pulse duration were set to 5 ns

Table 1 contains a thorough comparison of 1T1R and crossbar
architecture, each with and without verification after the writing
scheme with different underline physics.

As it can be seen, the verification method after writing to the
cells has increased the write energy and the latency based on the
explained reasons in Section 4.3. The write latency has increased
at least by 42%.

5.2 Ternary Memory With Serial and Parallel
Modes Vs. Single-Level Cell Memory
The experimental results shown in Table 2 are based on the
prototype chip of Sheu et al. (2011) with the first variant of
write-verification method for different memory models
including SLC and ternary memroy with serial and parallel
mode. It is assumed that the average number of iterations set in
the first variant of write-verification method for SLC and
ternary model are 5 and 12, respectively. In addition, the
projected results for the ternary memory in serial and
parallel modes are compared with the SLC memory in
Table 2. As it can be seen in Table 2, the parallel read has
a lower read latency in comparison with the serial read while
keeping the overhead to a minimum level.

In MLC mode, the ReRAM prototype chip has a write latency
of 160 (Sheu et al., 2011). Using first variant of write-verification
method with number of set iterations as 12 in TReMo+, we
observe the write latency for ternary memory with serial and
parallel modes that are 122.965 and 122.960 ns, respectively, as
shown in Table 2. Thus, our ternary memory projected to have
lower write latency than the MLC version of the prototype chip as
expected within an acceptable error rate.
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6 CASE STUDIES

6.1 Write-Verification Parameter Settings
Trade-offs
The work described in this subsection models the first variant of
the write-verification method, which is explained in Section
4.2.3, and investigates the trade-off, which is explained in
Section 2.4. The write-verification setting determines the write
energy and write latency.

In this case study, we examine how the selection of the write-
verification parameter affects the delay and the energy
consumption of the realized memory in relation to its
endurance and reliability properties. For the evaluation, the
results from Pérez et al. (2017) are used as reference for our
simulated data with TReMo+. The paper contains measurement
data concerning the average number of programming iterations,
the set voltage, and the voltage step acquired from various
experiments on real ReRAM devices programmed using
ISPVA. These devices were made by IHP2. The known device
configuration from Pérez et al. (2017) served as inputs to our
simulation tool. The write latency, the write energy, and the set
energy at the chip level were collected from the output of the
simulator. As shown in Table 3, by incrementing the voltage step,
both the write latency and the spent energies for set and resetting
of the device decrease subsequently. As a result, this study shows
how the advancement of the device level, e.g., a still sufficient
lower iteration number, can actually affect the actual design of
memories. Therefore, the conveyed idea is that, for the minimum
write latency and energy, the voltage step should be high.
However, this is not the ultimate consideration because cell
reliability and endurance after writing should also be

examined, and these features can be negatively affected by
large voltage steps.

With regard to the experiment done by Pérez et al. (2017),
two important results were presented: 1) On the basis of
Figure 10, by incrementing the voltage step, the number of
cells willing to be set within the expected current threshold
(the current threshold is the current threshold condition for
the set operation in ISPVA) will decrease from ∼80%−90% to ∼
60%. In other words, cells will be set with only one current peak
when the voltage step is low, whereas in the opposite case when
the voltage step is high, two current peaks appear (Figure 10).
Quantization of the conduction is inherent to the CF, and
therefore, it is always there. However, this behavior of the
memory cell is due to the increase of the voltage step, and the
overstress on the sample makes the conduction “jumping” to
the next level of quantization, which means to a conduction
level coherent with two CFs as it was observed and found by
Pérez et al. (2017). It was demonstrated by Pérez et al. (2017)
that, in lower-voltage steps, only one CF forms in the cell,
whereas in higher-voltage steps, two separate CFs are formed
or in other words the device is overset. 2) The carried-out
cycling experiment on programmed cells with various voltage
steps shows that the cells that are set with lower-voltage steps

TABLE 1 | The effect of single verification andmultiple verification on latency and energy of crossbar and SLC 1T1R architecture. Item number 1 does not have the verification
method after writing, whereas item number 2 has only one iteration of verification. Last, item number 3 has verification with five times iteration. The reason behind different
numbers of iteration is due to different underlying physics.

Num Cell Type Verification Avg No.
Itr

Write Latency
(ns)

Write Energy
(nJ)

1 SLC Crossbar N 0 14.236 3.391
2 SLC Crossbar Y 1 19.389 3.493
3 SLC 1T1R N 0 12.256 1.143
4 SLC 1T1R Y 1 18.496 1.144
5 SLC 1T1R Y 5 64.956 21.957

TABLE 2 | 1T1R SLC memory vs. ternary memory with serial and parallel read based on the first variant of write-verification scheme.

Cell
Level

Read
Method

Avg
No.
Itr

Verification Total
Area
(mm2)

Read
Latency

(ns)

Write
Latency

(ns)

Read
Energy
(nJ)

Reset
Energy
(nJ)

Write
Energy
(nJ)

Set
Energy
(nJ)

SLC 1T1R Normal 5 Y 74.045 10.96 66.512 3.895 17.785 41.370 31.218
Ternary
1T1R

Serial 12 Y 37.374 7.713 122.965 1.438 8.383 39.860 34.275

Ternary
1T1R

Parallel 12 Y 37.489 5.234 122.960 1.470 8.398 39.864 34.281

TABLE 3 | The impact of ISPVA settings on latency and energy of the total
memory.

VStep Avg No. Itr Write Latency (ns) EWrite (nJ) ESet (nJ)

0.05 14 280003.507 2334.976 1757.618
0.1 8 170003.507 1926.703 1349.345
0.2 5 110003.507 1624.092 1046.724
0.4 3 70003.507 1243.907 666.549

2Innovations for High Performance Microelectronics.
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tend to be more stable than those with higher-voltage steps,
making them only partially stable. The reason behind this
instability is that, in higher voltages, two filaments are involved
(or overset behavior) in the process of switching, making the
reliability fragile (Pérez et al., 2017).

It can be concluded that, for writing with the write-verification
method (in this experiment, for the ISPVAmethod), there should
be a trade-off when choosing an appropriate voltage step. The
voltage step should not be too large to jeopardize the stability and,
at the same time, should not be too low to increase the cells energy
consumption.

6.2 Programming Pulse Width Assessment
Trade-off
The work presented in this subsection models the second variant
of the write-verification method, which is explained in Section
2.4. In this case study, we first verify that the results from
TReMo+ correspond to the data at the cell level from IHP,
and then, we examine how the programming of different pulse
widths at the cell level affects the write energy and write latency at
the chip level.

For this study, the results at the cell, such as the average
iteration number for set and reset operation and the reset and set
voltage for different pulse widths at the cell level, are extracted
from the work of Perez et al. (2020). Besides, those data at the cell
level and the IHP device configuration, such as 4 Kbit, read pulse
width, and HRS and LRS values, given by Perez et al. (2020), are
used as input to the simulation tool. As a result, the energy and
latency at the cell and chip levels are collected from the output of
the simulator.

For the first assessment, five different pulse widths—50 ns,
100 ns, 500 ns, 1 µs, and 10 μs—for both reset and set in ISPVA
operation were utilized. Figure 11 depicts the trend of energy at
the cell level for set (S_E_Cell), reset (RS_E_Cell), and read
energy (RD_E_Cell_for_Rs, RD_E_Cell_for_Rs). Furthermore,
we show in Figure 11 the read energy on the chip level for read
(RD_E_total), reset (RS_E_total), and set (S_E_total). The data
from TReMo+ at the cell match with the data at the cell level from
IHP (Perez et al., 2020). Read energy at the cell and chip levels for
set and reset operation is independent of the set and reset pulse
width. However, reset and set energy at the cell and chip levels are
increasing by the growth of pulse width. It is also evident that the
reset energy is higher than the set energy both at the cell level and
the chip level. It is validated that TReMo+’s result matches that of
IHP’s at the cell level. In addition, TReMo+ also estimates the
write latency and write energy at the chip level.

FIGURE 10 | Current distribution for set operation with incremental
voltage step. In the top curve, a lower incremental step is used as in the
bottom. This figure is depicted based on Figure 6 in the work of Pérez et al.
(2017).

FIGURE 11 | Average energy required to do reset (blue dots) and set (red dots) operations, read energy for set and reset, and total read on a single 1T1R ReRAM
cell and 4 Kbit ReRAm memory arrays.
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In the second assessment, TReMo+ was executed using
different ordered pairs of the reset and set pulse widths.
The ordered pairs are consist of the total combination of
50 ns, 100 ns, 500 ns, 1 µs, and 10 μs for set and 50 ns,

100 ns, 500 ns, 1 µs, and 10 μs for reset, making 25 cell
configurations. These are used to evaluate the effect of
different pulse widths on the energy and latency at the chip
level and the best points in terms of the write energy and write

FIGURE 12 | Write energy over different pulse widths.

FIGURE 13 | Write latency over different pulse widths.

TABLE 4 | Cost per trit.

Cell Level Total Area (mm2) Total No. Cells Area Cost Per Trit
(μm2)

Parallel Ternary 3.294 4194304 0.7846
SLC 6.491 8388608 0.7738
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latency. Needless to say, TReMo+ is capable of evaluating any
pulse width given as an input. Therefore, there is no limitation
to use our tool for any pulse width. Furthermore, for this case
study, we utilized the experimental data at the cell level from
the IHP company available in the work of Perez et al. (2020).
Because of some limitation in producing a pulse width smaller
than 50 ns for their experiments, they did not assess pulse
width smaller than 50 ns in their analysis.

As it is depicted in Figure 12, the best point from write energy
perspective belongs to 50 ns for reset and set pulse width.
However, the lowest write latency belongs to 100 ns for reset
pulse width and 500 ns for set pulse width, as depicted in
Figure 13. Furthermore, as it can be seen in Figure 12, when
increasing the set pulse width while keeping the reset pulse width
fixed, the write latency will grow in each iteration. However, in
this situation, the write energy will fall up to the third point but
then starts to increase from the fourth point onward as depicted
in Figure 12. As a result, the lowest write energy point among
every five points is the third one. This shows the obvious trade-off
between write latency and energy latency.

On the basis of the retention and the reliability test in the
work of Perez et al. (2020), there is no reliability issue for
different combinations of reset and pulse width, except for that
of 50 and 50 ns for reset and set pulse width, due to longer
ending tail in Figure 3 in the work of Perez et al. (2020). That
means, on the basis of the experimental results, although 50 ns
for both reset and set pulse width shows the best write energy,
100 ns for reset and 50 ns for set pulse width with the second
minimum write energy seems to be the best point for
programming the cell with ISPVA with no reliability issue.
Having discussed this, still a trade-off would exist to
determine which programming pulse width ensures the
lowest energy and the most reliable operation.

6.3 Area Cost per Trit
Cost per bit is one of the most important aspects whenmodeling a
novel memory technology. Some memory design goals, such as
technology scaling, chip yield enhancement, and cell structure
modernization, all point toward reducing cost per bit of a
memory chip.

When adapting the MLC memory for ternary memory design,
the issue of area arises in a sense that is based on Section 4.1.
Ternary memory does not require any decoders for the reading
operation, whereas MLC needs at least seven sets of SA and an
extra decoder (Xu et al., 2013). The results in Table 4 also prove
that the area per trit in the ternary memory is the most
optimal case.

According to Xu et al. (2014), to calculate cost per trit, area and
fabrication costs are the most important factors. On the basis of
the above explanation and assuming that fabrication costs in
MLC and ternary memory are the same, a lower cost per trit in

comparison to the MLC counterpart is given because the ternary
memory has a smaller area. The experimental results shown in
Table 4 are based on the same settings utilized in Section 6.2 but
for 1-Mbmemory chip capacity. The number of cells calculated in
Table 4 is total number of cells of simulated complete array for
the given setting.

7 CONCLUSION

In this paper, a new memristor-based ternary memory model was
modeled that benefits from optimized reading and writing
methods. Alongside the serial read method, the parallel read
for the ternary memory model was modeled for the first time,
which made the read latency lower than its rival and, at the same
time, kept the overhead to a minimum. The writing method of
choice in this paper was the write-verification method, which
offered more reliable writing operation, compared with the
single-pulse method.

Moreover, some case studies were presented for proving the
usefulness and versatility of the model, including parameter
selection for write-verification method and their ramifications
on energy and latency, programming pulse width assessment and
its trade-off in energy and latency, and a study on area cost per trit
proving that the ternary case offers the most optimal solution in
terms of area consumption.

Finally, to ease the process of ternary memory development by
researchers and manufacturers, a comprehensive tool was
developed that is capable of performing energy, performance,
and area estimation for a given setting.
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