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Objective: The aim of this study was to evaluate the accuracy, comprehensiveness, 
and safety of a publicly available large language model (LLM)—ChatGPT in the 
sub-domain of glaucoma.

Design: Evaluation of diagnostic test or technology.

Subjects, participants, and/or controls: We seek to evaluate the responses of 
an artificial intelligence chatbot ChatGPT (version GPT-3.5, OpenAI).

Methods, intervention, or testing: We curated 24 clinically relevant questions 
in the domain of glaucoma. The questions spanned four categories: pertaining 
to diagnosis, treatment, surgeries, and ocular emergencies. Each question was 
posed to the LLM and the responses obtained were graded by an expert grader 
panel of three glaucoma specialists with combined experience of more than 
30  years in the field. For responses which performed poorly, the LLM was further 
prompted to self-correct. The subsequent responses were then re-evaluated by 
the expert panel.

Main outcome measures: Accuracy, comprehensiveness, and safety of the 
responses of a public domain LLM.

Results: There were a total of 24 questions and three expert graders with a total 
number of responses of n  =  72. The scores were ranked from 1 to 4, where 4 
represents the best score with a complete and accurate response. The mean 
score of the expert panel was 3.29 with a standard deviation of 0.484. Out of 
the 24 question-response pairs, seven (29.2%) of them had a mean inter-grader 
score of 3 or less. The mean score of the original seven question-response pairs 
was 2.96 which rose to 3.58 after an opportunity to self-correct (z-score  −  3.27, 
p  =  0.001, Mann–Whitney U). The seven out of 24 question-response pairs which 
performed poorly were given a chance to self-correct. After self-correction, the 
proportion of responses obtaining a full score increased from 22/72 (30.6%) to 
12/21 (57.1%), (p  =  0.026, χ2 test).

Conclusion: LLMs show great promise in the realm of glaucoma with additional 
capabilities of self-correction. The application of LLMs in glaucoma is still in its 
infancy, and still requires further research and validation.
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1 Introduction

In the recent years, there has been great effort into developing 
large language models (LLMs), large artificial neural networks which 
leverage on massive datasets to perform a variety of natural language 
processing tasks. LLMs are increasingly being used in multiple fields, 
including the field of healthcare (1). For example, some researchers 
have been exploring how LLMs can be  beneficial in providing 
information to patients in place of traditional FAQs (frequently asked 
questions) (2).

We seek to evaluate the responses of an artificial intelligence 
chatbot ChatGPT (version GPT-3.5, OpenAI) (3). ChatGPT is based 
on a Large Language Model (LLM) and was trained on a massive 
dataset of text (570 gigabytes worth of data with a model size of 175 
billion parameters) (4). Although the response to ChatGPT varied 
across disciplines, information from ChatGPT is generally viewed as 
high quality and reliable (5).

However, most LLMs available for public use are based on a 
general model and are not trained nor fine-tuned specifically for 
the medical field, let alone a specialty such as ophthalmology. 
Some recent papers have shown ChatGPT’s potential in passing 
medical board exam and answer general health queries (6). In 
ophthalmology, several studies evaluated its performance in 
ophthalmology board exam, answering queries related to ocular 
symptoms, and retinal diseases (2, 7, 8). One study compared the 
performance of ChatGPT in diagnosing glaucoma compared to 
ophthalmology residents and found the performance comparable 
between the two groups (9). Overall, these preliminary studies 
proved promising for ChatGPT as a tool that could be leveraged 
in the healthcare industry. Nevertheless, to date, none had 
evaluated its performance in answering queries pertaining to the 
subspecialty field of glaucoma.

Glaucoma refers to a group of progressive optic neuropathies 
characterized by optic disc excavation, or cupping, and corresponding 
patterns of vision loss. It is a common ocular condition with high 
morbidity. The global prevalence of glaucoma for population aged 
40–80 years is 3.54% and the number of people with glaucoma 
worldwide is predicted to increase to 111.8 million by 2040 (10). 
Patients with early stages of glaucoma are frequently asymptomatic 
and patients may have questions regarding screening for the 
condition, how a diagnosis is made, and questions regarding their 
treatment options and the associated side effects. With automated 
intelligence becoming more accessible, patients may use publicly 
available artificial intelligence chatbots to address their queries 
around glaucoma (11).

A cross sectional study by Bernstein et  al. demonstrated that 
AI-generated and human responses in the field of ophthalmology can 
still largely be differentiated with the current generation of LLMs (12). 
Even outside of ophthalmology, there are studies that show that people 
prefer chatbot responses over physician responses (5). However, 
another study reported that the responses provided by ChatGPT 
required reading comprehension of a higher grade level compared to 
publicly-available online resources (13).

Hence, the aim of our study was to evaluate how a prototypical 
LLM, ChatGPT, fares when it comes to queries pertaining to 
glaucoma, especially with regards to its accuracy, comprehensiveness, 
and safety of the responses.

2 Methods

The publicly available ChatGPT automated intelligence chatbot 
was accessed at the website.1 We used the ChatGPT Mar 23 version for 
this study. ChatGPT was accessed from 1 March 2023 to 31 
March 2023.

Glaucoma specialists (VK, KL, MT) curated a series of 24 
clinically relevant questions that are commonly asked by patients. The 
process of curation included referencing from established resources 
online namely, the American Academy of Ophthalmology (14) and 
the National Eye Institute (15). To further draw on questions related 
to the local context of Singapore, we also curated questions from the 
“Frequently Asked Questions” section of National University Hospital 
(16) and Singapore National Eye Centre (17) websites, which are 
tertiary healthcare institutions from Singapore. The panel of specialists 
then, based on their extensive experience in their daily interactions 
with patients in the glaucoma clinic, selected and refined questions 
which they commonly encountered in a clinical setting. The full list of 
the 24 curated questions and responses are shown in 
Supplementary material A1.

These 24 clinically relevant questions spanned 4 categories: 
pertaining to diagnosis, treatment, surgeries, and ocular emergencies. 
The questions posed to the chatbot are also known as a “prompt” as 
per industry parlance. Each prompt was placed into an individual 
chatbot session as prior conversation could bias subsequent responses 
by the chatbot. The output of the chatbot for each session was 
then saved.

The responses were then evaluated by a panel of three glaucoma 
specialists (LSC, VK, KL) with 19, 7, and 5 years of experience, 
respectively, in managing patients with glaucoma. Both the query as 
well as the ChatGPT-generated full response from the chatbot was 
provided to each specialist separately. The specialists were blinded to 
each other’s responses. Individually, the specialists were instructed to 
read the query and the full response from the chatbot before grading 
each pair using a Likert scale as described in Table 1. In brief, a higher 
value indicated a more holistic yet accurate response, with 4 denoted 
as “No inaccuracies, comprehensive response,” and 1 denoted as 
“Gross inaccuracies with possible threat to patient safety.”

Given that these are responses to patient-initiated medical 
questions, there will be potential instances where the chatbot responds 
in a way that poses a threat to patient safety, for example by giving 
advice that delays treatment or by advising a patient an incorrect 

1 https://chat.openai.com/

TABLE 1 Rubrics provided to expert graders with corresponding 
numerical scores.

Score Description

1 Gross inaccuracies with possible threat to patient safety

2 Major factual inaccuracies without threat to patient safety

3 Minor to no factual inaccuracies, incomplete response (i.e., will 

benefit from inclusion of other pertinent points)

4 No inaccuracies, comprehensive response.
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treatment which is harmful or sight-threatening. In such cases (as 
evaluated by the expert panel), the response would automatically 
be assigned the lowest score of 1 (as per Table 1).

A mean score of more than 3.0 was deemed to be appropriate 
while a mean score of 3.0 or less was deemed to be inappropriate.

For responses which were deemed inappropriate, we  further 
prompted the chatbot to self-correct by entering a second prompt: 
“This does not seem correct, could you refine your answer?.” The new 
responses were collated and presented as question-response pairs to 
the three expert graders. This second round of grading was performed 
4 weeks after the initial grading. The graders were blinded to the exact 
nature of the prompt in this second round of grading, and were asked 
to re-evaluate the new answer separately. The full list of questions and 
responses are provided in Supplementary material A2.

We compared the mean score of the responses before and after 
self-correction using the Wilcoxon Signed-Rank Test.

Subsequently, we  compared holistic (complete and accurate 
responses) versus those which were lacking in either aspect. More 
precisely, we compared the rate of complete and accurate responses 
(score of 4), versus the rate of responses of those with inaccuracies or 
incompleteness (score of 3 and below). This was compared using a 
χ2 test.

Statistical analyses were performed using Python (version 3.9.7) 
along with the following modules: NumPy (version 1.20.3), SciPy 
(version 1.7.2), pandas (version 1.3.4), and statsmodels (version 
0.12.2). p < 0.05 was used as a significance threshold.

3 Results

There were a total of 24 questions and three expert graders with a 
total number of responses of n = 72. The mean score of the expert 
panel was 3.29, the mode was 3, and the standard deviation was 0.484. 
17 out of 24 (70.8%) questions were graded as appropriate while 7 out 
of 24 (29.2%) questions were graded as inappropriate by the expert 
panel. Out of the 7 inappropriate questions, 6 scored 3.0, while 1 
response scored 2.67 (Response A7). The basic descriptive statistics 
are shown in Table 2.

The scores were also grouped based on their categories: diagnosis, 
treatment, surgeries, and ocular emergencies (Table 3). Questions 
within the “Diagnosis” group scored the best out of the 4 with a mean 
score of 3.33 ± 0.55.

Out of the 24 question-response pairs, seven (29.2%) of them had 
a mean inter-grader score of 3 or less. The mean score of the original 
seven question-response pairs was 2.96 which rose to 3.58, and a 
median score which rose from 3.0 to 4.0 (Z = −3.06, p = 0.001, 
Wilcoxon Signed-Rank Test) after ChatGPT was given a chance to 
self-correct, which achieved statistical significance.

The original question-response pairs obtained a maximal score of 
four—22 out of 72 times (30.6%). The self-corrected question-
response pairs obtained a maximal score 12 out of 21 times (57.1%; 
p = 0.026, χ2 test).

Out of the 72 scores, there was only 1 response which was graded 
as 2 (Question A7). 23 out of 24 (95.8%) of question-response pairs 
were rated as 3 or higher by all three experts.

We also performed a qualitative analysis of the seven inappropriate 
responses in Supplementary material A2, detailing potential areas of 
weakness and suggestions for improvement. Specifically, the prompt 
“My doctor told me I have glaucoma but my eye pressures are normal, 
how can that be possible?” was the lowest scoring question as graded 
by the expert panel. The question and response are both reproduced 
in Supplementary material A3. The paragraph highlighted in bold was 
factually incorrect based on the known physiology of glaucoma. The 
self-corrected paragraph did not include the same factually incorrect 
information, and in fact, included a section of physiology of normal 
tension glaucoma, and even included a caveat which qualified that the 
exact mechanisms behind normal tension glaucoma are not 
fully understood.

4 Discussion

In this study, we demonstrated that large language models show 
great promise in the realm of glaucoma as 70.8% of question-answer 
pairs were deemed as appropriate by the expert panel. Automated 
intelligence chatbots could represent a paradigm shift away from 
the traditional doctor-patient model. The possibilities of applying 
LLMs into a healthcare setting are endless, and the authors offer 
some potential applications towards the end of the 
discussion section.

This paper is one of the first to investigate LLMs in the context 
of glaucoma symptomology. Special effort was taken to formulate 
“real world” questions for the LLM compared to other LLM papers 
in the literature which have been posing standardised exam 
questions. This set of curated questions simulated and evaluated 
more realistic scenarios compared to standardised questions, which 

TABLE 2 Basic descriptive statistics from graders.

Grader A Grader B Grader C

n 24 24 24

Median 4 3 3

Mean 3.67 3.17 3.04

Standard 

deviation
0.48 0.47 0.20

TABLE 3 Breakdown of scores by category.

Diagnosis Treatment Surgeries Ocular emergencies

n 27 27 15 3

Mean 3.33 3.30 3.27 3.00

Standard deviation 0.55 0.47 0.46 0.00 *

*Standard deviation of 0.00 as the response obtained a score of 3 from each of the 3 graders.
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potentially allows our findings to be  extrapolated to 
clinical applications.

Large language models also demonstrate a degree of safety in 
mind as we note that two out of 24 of the model’s responses erred on 
the side of caution, prefacing its responses with disclaimers such as “As 
an AI language model, I cannot provide personalised medical advice.” 
The presence or absence of this disclaimer statement depended on the 
phrasing of the initial prompt.

Out of the seven inappropriate responses, there was one response 
in particular with gross factual errors with regards to pathophysiology 
of disease. These errors arise likely because the LLM was trained on a 
general model and not dedicated medical datasets. These kinds of 
errors will be difficult for the lay person to pick up as they require an 
understanding of the different subtypes of secondary glaucoma. 
However, this error in pathophysiology does not pose a direct threat 
to patient safety. Even though the LLM was able to self-correct after 
prompting, it is unlikely that the general public has the domain 
knowledge to identify an inaccurate answer for the LLM to revise, 
thereby posing a potential risk of misinformation. Though, in this 
specific case, this was a misunderstanding of pathophysiology and is 
unlikely to cause direct patient harm.

Although such chatbots are unlikely to provide personalised 
medical advice at this stage, the information that such chatbots 
provide may be used as a starting point for discussion in the process 
of informed consent. A study by Gilson et al. showed that ChatGPT 
performed as well as a third-year medical student on the United States 
Medical Licensing Examination (USMLE) (6). This is a reminder for 
clinicians to recognise this new paradigm in the information age and 
either embrace or work alongside the use of such technology when 
treating and counselling patients moving ahead.

Additionally, usage of large language models can be used in an 
automation pipeline to draft responses to a large swath of emails 
and phone calls that a medical institution might face on the daily. 
This could potentially reduce many clinician-hours answering 
important but tedious queries from patients, for example, regarding 
their medications or post-operative regimen, the responses to 
which are frequently repetitive in nature. Clinicians can thereafter 
review the model’s responses, edit the response as appropriate 
before sending them to patients, thereby significantly speeding up 
the workflow.

Clinicians should also note the perils of such a technology. Zuccon 
et al. found evidence that the contents of the user-inputted prompt can 
deceive the model into providing an incorrect answer to a question 
that the model could otherwise answer correctly (18)—this could lead 
to confirmation biases.

We note the potential for ChatGPT to fabricate responses (for 
example, in the case of Question A7—see Supplementary material A2)—
which has the potential of causing harm to patients especially if 
responses are not vetted adequately by a certified doctor in the field.

Some limitations of this study include the fact that there are no 
validated rubrics to grade the responses of automated intelligence 
chatbots. What this paper defined as ground truth was the consensus 
grading of three glaucoma specialists who are familiar with similar 
questions in their practice.

Another limitation was that we  were unable to evaluate the 
reliability and sources that ChatGPT used due to the nature of the 
underlying large language model used. ChatGPT 3.5 was trained on a 

general large language model and was not specific to medicine. 
Furthermore, it does not contain demographically specific information.

The small number of graders who responded to this study and the 
small number of questions is another limitation of this study. This may 
potentially reduce the generalizability of our results to other 
patient populations.

The criteria set out in this study prioritised completeness and 
accuracy of responses. However, it is important to note that there is 
other criterion that may be  of importance as well, such as 
comprehensibility, when it comes to patient-facing responses.

This study also raised questions for the future. How should 
clinicians be educated on the potential shortfalls of public usage of 
chatbots? Are there public health policy implications from a regulator 
or governmental perspective?

This review article serves as a preview of what the future holds for 
the use of LLM in the field of glaucoma. Exactly how much further 
refinement is required before mainstream adoption of this technology 
by healthcare providers remains to be seen.

Data availability statement

The original contributions presented in the study are included in 
the article/Supplementary material, further inquiries can be directed 
to the corresponding author.

Author contributions

DT: Conceptualization, Data curation, Formal analysis, 
Methodology, Writing – original draft, Writing – review & editing. 
Y-CT: Conceptualization, Investigation, Methodology, Project 
administration, Supervision, Writing – review & editing. VK: Data 
curation, Methodology, Supervision, Writing – review & editing. SL: 
Data curation, Methodology, Supervision, Writing – review & editing. 
MA: Methodology, Supervision, Writing – review & editing. KL: Data 
curation, Methodology, Supervision, Writing – review & editing. 
C-YC: Methodology, Supervision, Writing – review & editing. KN: 
Supervision, Writing – review & editing. MT: Conceptualization, Data 
curation, Formal analysis, Investigation, Methodology, Supervision, 
Writing – review & editing.

Funding

The author(s) declare that no financial support was received for 
the research, authorship, and/or publication of this article.

Conflict of interest

The authors declare that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

https://doi.org/10.3389/fmed.2024.1359073
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org


Tan et al. 10.3389/fmed.2024.1359073

Frontiers in Medicine 05 frontiersin.org

The author(s) declared that they were an editorial board member 
of Frontiers, at the time of submission. This had no impact on the peer 
review process and the final decision.

Publisher’s note

All claims expressed in this article are solely those of the 
authors and do not necessarily represent those of their affiliated 
organizations, or those of the publisher, the editors and the 

reviewers. Any product that may be evaluated in this article, or 
claim that may be made by its manufacturer, is not guaranteed or 
endorsed by the publisher.

Supplementary material

The Supplementary material for this article can be found online 
at: https://www.frontiersin.org/articles/10.3389/fmed.2024.1359073/
full#supplementary-material

References
 1. Will ChatGPT transform healthcare? Nat Med. (2023) 29:505–6. doi: 10.1038/

s41591-023-02289-5

 2. Potapenko I, Boberg-Ans LC, Stormly Hansen M, Klefter ON, van Dijk EHC, Subhi 
Y. Artificial intelligence-based chatbot patient information on common retinal diseases 
using ChatGPT. Acta Ophthalmologica. (2023) 101:829–31.

 3. Brown T, Mann B, Ryder N, Subbiah M, Kaplan JD, Dhariwal P, et al. Language 
Models are Few-Shot Learners. In: H Larochelle, M Ranzato, R Hadsell, MF Balcan, H 
Lin editors. Advances in Neural Information Processing Systems. Curran Associates, Inc. 
(2020). 1877–901. Available from: https://proceedings.neurips.cc/paper_files/
paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf

 4. Cascella M, Montomoli J, Bellini V, Bignami E. Evaluating the feasibility of 
ChatGPT in healthcare: an analysis of multiple clinical and research scenarios. J Med 
Syst. (2023) 47:33. doi: 10.1007/s10916-023-01925-4

 5. Ayers JW, Poliak A, Dredze M, Leas EC, Zhu Z, Kelley JB, et al. Comparing 
physician and artificial intelligence Chatbot responses to patient questions posted to a 
public social media forum. JAMA Intern Med. (2023) 183:589–96. doi: 10.1001/
jamainternmed.2023.1838

 6. Gilson A, Safranek CW, Huang T, Socrates V, Chi L, Taylor RA, et al. How does 
ChatGPT perform on the United States medical licensing examination? The implications 
of large language models for medical education and knowledge assessment. JMIR Med 
Educ. (2023) 9:e45312. doi: 10.2196/45312

 7. Antaki F, Touma S, Milad D, El-Khoury J, Duval R. Evaluating the performance of 
ChatGPT in ophthalmology: an analysis of its successes and shortcomings. 
Ophthalmology Sci. (2023) 3:100324. doi: 10.1016/j.xops.2023.100324

 8. Mihalache A, Popovic MM, Muni RH. Performance of an artificial intelligence 
Chatbot in ophthalmic knowledge assessment. JAMA Ophthalmol. (2023) 141:589–97. 
doi: 10.1001/jamaophthalmol.2023.1144

 9. Delsoz M, Raja H, Madadi Y, Tang AA, Wirostko BM, Kahook MY, et al. The use 
of ChatGPT to assist in diagnosing Glaucoma based on clinical case reports. Ophthalmol 
Therapy. (2023) 12:3121–32. doi: 10.1007/s40123-023-00805-x

 10. Tham YC, Li X, Wong TY, Quigley HA, Aung T, Cheng CY. Global prevalence of 
glaucoma and projections of glaucoma burden through 2040: a systematic review and 
meta-analysis. Ophthalmol. (2014) 121:2081–90.

 11. Lee P, Bubeck S, Petro J. Benefits, Limits, and Risks of GPT-4 as an AI Chatbot for 
Medicine. N Engl J Med. (2023) 388:1233–9.

 12. Bernstein IA, Zhang YV, Govil D, Majid I, Chang RT, Sun Y, et al. Comparison of 
ophthalmologist and large language model Chatbot responses to online patient eye care 
questions. JAMA Netw Open. (2023) 6:e2330320. doi: 10.1001/
jamanetworkopen.2023.30320

 13. Wu G, Lee DA, Zhao W, Wong A, Sidhu S. ChatGPT: is it good for our glaucoma 
patients? Front Ophthalmol. (2023) 3:1260415. doi: 10.3389/fopht.2023.1260415

 14. What Is Glaucoma? Symptoms, Causes, Diagnosis, Treatment-American Academy 
of Ophthalmology. Available at: https://www.aao.org/eye-health/diseases/what-is-
glaucoma.

 15. Glaucoma|National Eye Institute. Glaucoma. Available at: https://www.nei.nih.
gov/learn-about-eye-health/eye-conditions-and-diseases/glaucoma.

 16. Glaucoma | National University Hospital. Glaucoma. Available at: https://www.
nuh.com.sg/Health-Information/Diseases-Conditions/Pages/Glaucoma.aspx.

 17. Glaucoma - Causes, Prevention & Treatment | SingHealth. Available at: https://
www.singhealth.com.sg:443/patient-care/conditions-treatments/glaucoma.

 18. Zuccon G, Koopman B. Dr ChatGPT, tell me what I want to hear: How prompt 
knowledge impacts health answer correctness. (2023). Preprint doi: 10.48550/
arXiv.2302.13793

https://doi.org/10.3389/fmed.2024.1359073
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
https://www.frontiersin.org/articles/10.3389/fmed.2024.1359073/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fmed.2024.1359073/full#supplementary-material
https://doi.org/10.1038/s41591-023-02289-5
https://doi.org/10.1038/s41591-023-02289-5
https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://doi.org/10.1007/s10916-023-01925-4
https://doi.org/10.1001/jamainternmed.2023.1838
https://doi.org/10.1001/jamainternmed.2023.1838
https://doi.org/10.2196/45312
https://doi.org/10.1016/j.xops.2023.100324
https://doi.org/10.1001/jamaophthalmol.2023.1144
https://doi.org/10.1007/s40123-023-00805-x
https://doi.org/10.1001/jamanetworkopen.2023.30320
https://doi.org/10.1001/jamanetworkopen.2023.30320
https://doi.org/10.3389/fopht.2023.1260415
https://www.aao.org/eye-health/diseases/what-is-glaucoma
https://www.aao.org/eye-health/diseases/what-is-glaucoma
https://www.nei.nih.gov/learn-about-eye-health/eye-conditions-and-diseases/glaucoma
https://www.nei.nih.gov/learn-about-eye-health/eye-conditions-and-diseases/glaucoma
https://www.nuh.com.sg/Health-Information/Diseases-Conditions/Pages/Glaucoma.aspx
https://www.nuh.com.sg/Health-Information/Diseases-Conditions/Pages/Glaucoma.aspx
https://www.singhealth.com.sg:443/patient-care/conditions-treatments/glaucoma
https://www.singhealth.com.sg:443/patient-care/conditions-treatments/glaucoma
https://doi.org/10.48550/arXiv.2302.13793
https://doi.org/10.48550/arXiv.2302.13793

	Evaluating Chatbot responses to patient questions in the field of glaucoma
	1 Introduction
	2 Methods
	3 Results
	4 Discussion
	Data availability statement
	Author contributions

	References

