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Introduction: In cloud computing, a common idea to reduce operation costs and
improve service quality is to study task scheduling algorithms.

Methods: To better allocate virtual machine resources, a virtual machine
resource scheduling algorithm, Shapley value method–genetic algorithm
(SVM-GA) is proposed. This algorithm uses the SVM to obtain the contribution
values of each component of the virtual machine, refine the topological network,
and achieve the optimal solution of scheduling by the genetic algorithm.

Results and Discussion: CloudSim simulation results indicate that SVM-GA has
the lowest total task completion time when compared with existing intelligent
optimization algorithms (such as the max–min algorithm, logistic regression
algorithm, and differential evolution algorithm) with the same number of tasks,
and the total task time is 25, 55, 81, 112, 145, and 175 s for 200, 400, 600, 800,
1,000, and 1,200 tasks, respectively. As the number of evolutionary generations
increases, the ability of SVM-GA to reach the optimal solution of the model
increases. In the simulated light load case, the SVM-GA migration time and Q10
migration count optimal solutions are slightly inferior to those of the logistic
regression algorithm (3.02 s > 2.38 s; 1,129 times >999 times), but the migration
energy consumption and service level agreement violation rate optimal solutions
are superior. The SVM-GAA’s performance in the heavy load case is similar to that
in the light load case. The experiments show the feasibility of the algorithm
proposed in the study.
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1 Introduction

Cloud computing, as a part of distributed computing, mainly decomposes huge data
processing computing procedures into many subtle small procedures and then feeds back to
users after obtaining the results by processing and analyzing the decomposition through a
system composed of multiple servers. In the early days of cloud computing, the main task was
to divide the small programs, solve the task release, and merge the calculation results. With
development in network technology, cloud computing has now evolved into a hybrid
application containing distributed computing, utility computing, parallel computing,
network reserves, and hot backups of miscellaneous and virtualization technologies.
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Virtualization technology includes the virtual machine (VM)
technology that is widely used to emulate other kinds of operating
systems, build virtual operating environments and infrastructure
frameworks, and reserve data for seamless and trouble-free data
transfer and recovery. The most common applications are hard
disk virtualization memory, construction of virtual private
networks (VPN) in public networks, etc. The use of VM
technology can allocate various resources in the cloud system
according to the business or user needs, but its allocation results
are not ideal. In addition, as increasing number of users upload data to
the cloud platform, large-scale data cloud computing and parsing will
often require higher energy usage, which means more CO2 will be
generated in the process of data parsing in the cloud system, thus
causing some impact on the environment. How to correctly and
efficiently allocate virtual resources will affect the establishment of the
VM scheduling policy. Building an energy-efficient and effective
resource allocation VM scheduling model can not only improve
the speed and accuracy of cloud computing but also protect the
environment to a certain extent. Label noise and data decentralization
also have a positive impact on cloud computing. To realize
transmission fault diagnosis in the case of decentralized data, Yang
et al. federated the semi-supervised transfer fault diagnosis method
called targeted transfer learning through the distribution barycenter
medium (TTL-DBM). The results indicated that TTL-DBM could
obtain similar cross-domain features through the adaptation via the
distribution medium and achieve higher diagnosis accuracy than
other federated adaptation methods in the presence of data
decentralization (Yang et al., 2024a). To enhance the generalization
and accuracy of data standards, Yang et al. proposed a solution called
label recovery and trajectory designable network (LRTDN). The
results indicated that LRTDN could provide high diagnostic
accuracy even if there were error annotations (Yang et al., 2024b).
Based on this, the study proposes a Shapley value method–genetic
algorithm (SVM-GA) for a VM scheduling model construction to
reasonably allocate virtual resources. The proposed cloud computing
task scheduling method aims to optimize task execution time,
improve resource utilization, and reduce configuration overhead
through the optimistic resource allocation strategy. This policy
uses effective scheduling technology to consolidate dynamically
configured VM on a small number of hosts to improve the overall
system performance. The new model proposed in this study provides
an effective solution for VM scheduling in the cloud environment,
which helps realize efficient and energy-saving resource allocation.
The main contributions of this research are as follows: (1) the global
optimal allocation of virtual resources based on Shapley’s value
method solves the defect of unreasonable resource allocation in
traditional VM scheduling; (2) the genetic algorithm (GA) is
introduced to further optimize the allocation scheme of system
resources, which increases the global optimization ability of the
model. Therefore, the proposed model has played a certain role in
promoting the development of the VM industry.

2 Related works

TheVMschedulingmodel in cloud computing has been a popular
research object. Bo, Wan et al. proposed a cloud computing analytical
model that simultaneously considers hot and cold start as well as hot

and cold shutdown of VMs. The objective was to quantitatively
predict and optimize the cost and performance of the cloud
computing platform, which showed greater effectiveness (Wan
et al., 2020). Similarly, Xu et al. developed a VM scheduling
algorithm using gravitational effects to optimize the scheduling of
VMs. Experimental results confirmed the algorithm’s ability to
significantly reduce the energy consumption rate and VM
migration time (Xu et al., 2019). Marri and Rajalakshmi proposed
a multi-objective approach using the GA and the energy-aware model
for task scheduling efficiency (Marri and Rajalakshmi, 2022).
Karthikeyan and Soni proposed a hybrid particle swarm
optimization algorithm to satisfy the maximum resource utilization
andwide utilization and cost, and theminimum total completion time
required for the improved algorithmwas obtained through simulation
experiments (Karthikeyan and Soni, 2020). Naik et al. usedDrosophila
to integrate the cuckoo search algorithm to reduce the energy
consumption of physical machines for migration (Naik et al.,
2020). Wang et al. trained a neural network to predict the
efficiency of a compressor and explain its behavior using the SVM
(Wang J. Y. et al., 2022). Lin et al. used shapely weighted vectors to
integrate expected linguistic preference relations and develop a binary
linguistic ordered weighted quasi-average algorithm based on rank
variance. The proposed algorithm had good efficacy in business
investment problems (Lin et al., 2019). Wang et al. proposed a
profit allocation method combining improved Shapley values and
nucleolus methods to improve energy use efficiency to improve non-
dominated ranking GA for the cooperative game model. Results
indicated that this model saved 26.86% of computer resources and
reduced carbon emissions by 39.42% compared to independent
operations (Wang Y. L. et al., 2022). Malik et al. proposed a
hybrid gray wolf and ant lion model for enhancing cloud
computing, and the effectiveness of the algorithm was confirmed
with the results of throughput and resource usage (Malik et al., 2022).
Azzam et al. used GAs to construct a stable and continuous sensing
panel recruitment system and proved the performance of the
proposed system over the traditional individual recruitment system
by realistic simulation (Azzam et al., 2018). Bhatnagar et al. integrated
the GA and greedy algorithm to maximize the profit of a dating
website and verified its effectiveness by realistic simulation tests
(Bhatnagar et al., 2018). Dong et al. used an improved binary GA
with feature granularity for important feature selection, proposed a
GA-based granularity λ optimization algorithm, and derived
experimental results by comparing other evolutionary algorithms
and supervised algorithms, and the results indicated that it can
provide higher accuracy using refined information (Dong et al.,
2018). Elhoseny et al. proposed a Bessel curve-based method using
the modified GA to plan dynamic domains for paths. Through
experiments, the proposed method was shown to be effective in
avoiding energy consumption of the robot in harsh environments
(Elhoseny et al., 2018). Contaldi et al. used a parametric GA to learn
Bayesian network structures in data samples and experimentally
showed that the GA outperformed other advanced structure
learners in large network structures and solved the data
fragmentation problem with baseline permutation (Contaldi et al.,
2019). Rovithakis et al. proposed a hybrid neural network combined
with the GA as a feature extractor to select normal cells from those
affected by acute lymphoblastic leukemia and experimentally proved
its feasibility (Rovithakis et al., 2004).
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Ma et al. proposed an online VM scheduling optimization scheme
that combines energy consumption and cost, which optimizes VM
allocation and migration from two aspects. The optimization plan
mainly used Q-learning feedback to obtain the iterated Q-value to
mark the optimal allocation order of the VM. Experimental results
showed that the proposed scheme effectively saved 18.25% of physical
machine energy consumption and 21.34% of execution costs (Ma
et al., 2022). Rana et al. constructed an efficient VM scheduling
method using a hybrid multi-objective whale algorithm. This method
used differential calculation instead of the random solution generated
by the whale algorithm, thereby enhancing the algorithm’s local
search ability. The experimental results demonstrated that the
proposed model had certain advantages in balancing effect
efficiency and cost (Rana et al., 2022). Memari et al. proposed a
VM scheduling method based on taboo search. This method could
balance hardware cost and response speed by comparing the
execution time, latency, and cost functions, thereby making the
scheduling strategy of the VM conform to the global optimum.
The experimental results showed that the scheduling algorithm
based on taboo search performed better than GA, particle swarm
optimization algorithm, and simulated annealing algorithms on open-
source datasets (Memari et al., 2022).

In summary, although these cloud computing VM scheduling
algorithms are effective, they have certain limitations. The calculation
of hot start and cold start models is complicated in big data processing,
the practical application simulation of the gravitational effect algorithm
is difficult, the convergence of GA is slow, the parameter adjustment of
the particle swarm algorithm is difficult, the stability of the fruit fly
algorithm is doubtful, the neural network and SVM are limited to deal
with complex systems, and the binary language algorithm needs
conversion to deal with non-binary input. The calculation of the
improved Shapley value is complicated, the generalization ability of
gray wolf and ant lion models is limited, the environmental
adaptability of the GA is poor, the integration of genetic and
greedy algorithms cannot protect privacy, the calculation cost of the
improved binary GA is high, the Bessel curve method poses difficulties
in path planning, and the parametric GA is inefficient in small
networks. Hybrid neural networks and GAs are poor at
generalization of non-standard data. The SVM and GA have good
results in various scientific research fields, but there is not much
relevant research regarding the VM scheduling model in cloud
computing (Waziri and Yakasai, 2023; Smarandache, 2022).
Therefore, the study proposes an improved GA using Shapley value
enforcement to construct a VM scheduling model for better allocation
of VM resources. The new model proposed in this study provides an
effective solution for VM scheduling in the cloud environment, which
helps realize efficient and energy-saving resource allocation.

3 Construction of the virtual machine
scheduling model in the context of
cloud computing

3.1 The virtual machine scheduling model
constructed using the Shapley valuemethod

In simple terms, the cloud computing structure mainly includes
three layers: the user, virtual, and physical layer. Different layers

realize different functions, and according to the type of services
required at each layer, they can be divided into software, platform,
and infrastructure (Abdulqadir et al., 2021). Through the above
three levels of services, cloud computing achieves the customization
of overall information services and the integration of the underlying
logical resources and basic software applications. The research
directions for establishing energy-saving models are mainly two
kinds of energy consumption modeling and resource scheduling
strategies, among which, because the energy-saving integration
scheme in the cloud environment is more significant for
research, the research focuses on building a study of virtual and
physical layers in cloud computing. The structure levels and
functions related to cloud computing are shown in Figure 1.

In Figure 1, infrastructure as a service (IaaS) integrates various
hardware resources into a resource pool, which covers memory,
hard disk, and CPU. IaaS users request resources in terms of VMs,
and users have greater freedom, but multiple VMs work together
with greater difficulty. Considering that the energy-saving
technology of the system in the context of cloud computing is
mainly realized by reasonably allocating the server locations where
VMs are located, the study uses the SVM to implement weight
allocation for physical machines in the virtual layer and evaluates the
gap between a series of performances of individual physical
machines from the reserve space to computing power according
to the size of the weight values.

The SVM distributes benefits based on the degree of
contribution and its capacity to calculate the contribution value
of each participant in the cooperative game process. This is
consistent with the context of the use of the SVM algorithm,
which is composed of multiple subcomponents that collectively
perform the calculations and operations necessary for the system
to function (Chen et al., 2023). Therefore, the SVM is used to
determine the importance of the relevant subcomponents in a single
physical machine. The related process is shown as follows:

The set of physical machines is P, a single physical machine is i,
and the value that i can provide to P is V. The contribution margin
(CM) of i can be expressed as Equation 1.

CMi P( ) � V P( ) − V
P

i{ }( ). (1)

CMi(P) is the marginal contribution of i to P, and V(P/ i{ })
represents all sets, except in the physical machine set i. The
marginal contribution of i is used to measure the improvement
of i to P. According to Equation 1, the contribution of each physical
machine in the set (i, P) to the set P is calculated.

PM is used to denote the set of total target physics, and Pi

denotes all subsets of i. The contribution of i in the joint game
process is given in Equation 2.

ϕi � ε1, ε2, ..., εn( ).εj � ∑
Pi⊆PM

Q Pi( )*CMi Pi( ). (2)

Here,Q(Pi) denotes the probability that the combination of physical
machines i becomes a permutation, with N denoting the number of
all physical machine permutations in PM. ε denotes the
contribution value under one permutation. (|Pi| − 1)! denotes the
number of permutations before i. (N − |Pi|)! denotes the number of
permutations after i.
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Once the contribution value of the set of physical machines is
calculated, the exact value of PM needs to be considered. A more
precise value to represent the contribution value of the set of related

physical machines needs to be obtained to achieve a more fine-
grained allocation of virtual resources. Considering that the direct
calculation of the contribution value of PM is a non-deterministic

FIGURE 1
Cloud computing architecture hierarchy and functions.

FIGURE 2
Topology network structure.
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polynomial (NP) problem of polynomial complexity, it is converted
into a logical operation problem. Because computer network
topologies can exhibit preferential growth and preferential
connectivity at different scales and levels, topological network
structures combined with the SVM are used to calculate the
contribution value. The topological network structure diagram
constructed is shown in Figure 2.

It is supposed that in the topological network structure of the
VM placement problem, the m computing node has n VMs waiting
to be allocated. The resources provided by the i computing node are
CPU, memory, disk, and network bandwidth, which are denoted by
the symbols Ci,Mi, Di, andNi, respectively. The corresponding jth
VM requests for these four resources are Cj, Mj, Dj, and Nj. The
mathematical model of the corresponding VM allocation problem is
expressed as Equation 3.

min∑m
j�1
yjpj

∑n
i�1
cixij ≤yjCj

∑n
i�1
mixij ≤yjMj

∑n
i�1
dixij ≤yjDj

∑n
i�1
nixij ≤yjNj

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
. (3)

In Equation 3, xij represents the allocation relationship between
VM i(i � 1, 2, 3, ..., n) and computing node j (j � 1, 2, 3, ..., m). If the
VM is assigned to a computing node, then xij � 1, and in other
cases, xij � 0. yj indicates whether node j is selected as the migration
target node in a round of assignment; if there is a VM assigned to the
computer node j in a round of assignment, then yj � 1; otherwise,
yj � 0. If xij � 1, then yj � 1, and pj indicates the power of the
computing node after the VM is assigned.

After obtaining the mathematical representation of the VM
allocation model, the specific contribution value of the physical
machine is calculated i deg(pmi) and mainly studied in terms of
migration time, SLA violation rate contribution, and migration
energy contribution value, and the corresponding symbolic
expressions are as follows: degET(pmi), deg SLA(pmi), and
degEC(pmi), respectively. The mathematical expressions are
shown in Equation 4.

degET pm1( ) � 1
1 + et11( ) +

1
1 + et21( ) + ... + 1

1 + etn1( )
deg SLA pm1( ) � 1

1 + SLA11( ) +
1

1 + SLA21( ) + ... + 1
1 + SLAn1( )

degEC pm1( ) � 1
1 + ec11( ) +

1
1 + ec21( ) + ... + 1

1 + ecn1( )

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
.

(4)
Here, etn1, SLAn1, and ecn1 denote the migration weight of
assigning the contribution values of physical machines to PM1,
the violation rate weight of SLA, and the migration energy
consumption weight, respectively.

In the topological network structure model, each physical
computer has the same number of neighboring nodes for the
total contribution value PM, and different nodes have different

weights; the formula for the node contribution value in large-scale
networks is summarized in Equation 5.

degEC pmi( ) � α degET pmi( ) + β deg SLA pmi( )
+ χ degEC pmi( ). (5)

Here, α, β, and χ denote the migration time, SLA violation rate, and
weighting parameters for migration energy consumption,
respectively.

By using the above function expression, the contribution value
of a single node to the whole physical machine is obtained, and the
virtual resources can be allocated according to the relevant
contribution weight. However, in a cloud environment, there is a
problem of overloading a computing node, so some VMs need to be
migrated to another node. To reduce the negative impact of the
additional resources occupied by an overloaded computing node
during themigration process and to facilitate the practical operation,
the study chose to reduce the total bandmigration VMmemory. The
involved VM migration energy consumption is shown in
Equation 6.

ΔEmj � ∫t0+Tmj

t0
Δpmjdt

Tmj � Mj

Bj

⎧⎪⎪⎪⎨⎪⎪⎪⎩ . (6)

In Equation 6, Mj is the memory used by the VM. Bj is the
bandwidth available to the computing node. Tmj is the migration
time of the VM. t0 is the time to start the migration, and ΔEmj is the
amount of increase in the power of the computing node due to the
VM migration. From Equation 6, it can be seen that the shorter the
migration time of the VMs, the more energy-efficient it is.
Furthermore, it may be advantageous to consider increasing the
bandwidth of the computing nodes, which could potentially reduce
the migration time and minimize the increase in migration power
requirements. However, this is difficult to operate in a practical
cloud environment, so the study chose to reduce the total band
migration VM memory.

3.2 Genetic algorithm-based optimization
strategy for virtual machine scheduling

Since the best solution cannot be found when the number of
physical machines is large for VMmigration scheduling in the cloud
environment, the intelligent optimization algorithm can derive the
relative optimal solution as the solution. The GA, as a computational
model that simulates Darwinian biological evolution by combining
natural selection and genetic mechanism, can obtain optimal
solutions and evolve continuously through computer simulation
of natural evolution, thus obtaining better optimization results in a
short time. The GA has been widely used in combinatorial
optimization, machine learning, signal processing, adaptive
control, and artificial life. Therefore, the study selected the GA as
an improvement algorithm, the individuals with high contribution
values obtained based on the SVM were selected as parents, and the
relative optimal solution was finally iterated after cross-selection to
derive the scheduling results of the VM. The whole operation flow is
shown in Figure 3.
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As shown in Figure 3, the initialization parameters of the VM
scheduling model are determined first. This is because VM
migration usually involves service level agreement (SLA) violation
rate, migration time, migration energy consumption, number of
migrations, and migration index downtime. Since this paper
determines the values of SLA violation rate, migration time, and
migration energy consumption using the SVM method, the optimal
solution of these three factors is also studied in the scheduling piece
of the VM model.

The migration time, SLA violation rate, and migration energy
consumption in the VMmigration model are derived from the SVM
as individual parameters, and each set of solutions corresponds to
one individual, and each individual is represented by a chromosome,
which is solved using floating-point encoding because of the long
chromosome in VM migration. Because the VM scheduling policy
has not been constructed as an explicit function, an adaptation
function needs to be constructed for the VM migration problem.
Three factors, migration time, SLA violation rate, and migration
energy consumption, are chosen to construct an adaptation
function, which is expressed in Equation 7.

V′ � ∂′*∑
i�1

ETi + β′* r

Rpm
( ) + χ′*∑

i�1
ECi. (7)

Here, ∂′, β′, and χ′ denote the weighting factors of migration time,
violation rate, and migration energy consumption, respectively. ETi

denotes the time required to migrate each VM. r denotes the number
of all hot nodes. Rpm is the number of all activated physical
machines, and ECi is the energy consumption per activated
physical machine.

Because the number of VMs is n, the number of chromosomes is
n, and the corresponding VM numbers are vm1 ~ vmn. The VMs are
assigned to the target physical machine using a multi-point
crossover method. The higher the score, the better the
chromosome is, and the lower the score, the poorer the
chromosome is. The top 30% of chromosomes are selected to

form an initialized population, and a small number of poor-
quality chromosomes are selected to be mixed into the initialized
population to preserve the gene pool. Two chromosomes are
randomly selected from the initialized population as the parent,
and the daughter chromosome is obtained by uniform crossover; the
principle of the uniform crossover part is shown in Figure 4.

To further improve the scheduling efficiency of the VM for
cloud computing tasks, adaptive operators are used to complete the
scheduling of cloud computing tasks in the GA. A large crossover
probability of the GA will destroy individuals with better genes to a
larger extent, and it will lead to a long time for non-convergence of
the algorithm. However, a small crossover probability has the
problem of slow search process for optimal solutions. Similarly, if
the variation probability is large, the genetic short hair degenerates
into a random search algorithm; if it is small, the algorithm will fall
into a local optimal situation. To solve the above problems and also
consider the individual fitness, the traditional mathematical
expressions of crossover probability and variation probability are
improved to derive Equations 8, 9.

The mathematical expression for the probability of variation is
shown in Equation 8.

pc � k1 fmax − f′( )
fmax − f

− , f′≥f
−

pc � k3, f′<f
−

⎧⎪⎪⎪⎨⎪⎪⎪⎩ . (8)

In Equation 8, k1 and k3 denote the crossover probability factor, and
the values range from [0.5, 1.0]. f

−
is the average population fitness

value. fmax is the maximum population fitness value. f′ is the fitness
value of the larger of the two crossed individuals. pc is the crossover
probability, and pm is the variation probability.

The mathematical expression for the probability of variation is
shown in Equation 9.

pm � k2 fmax − f′( )
fmax − f

− , f′≥f
−

pm � k4, f′<f
−

⎧⎪⎪⎪⎨⎪⎪⎪⎩ . (9)

In Equation 9, k2 and k4 denote the variation probability factors,
which take values in the range [0.005–0.05]. The improved
mathematical Equations 8, 9 enable individuals with high or low

FIGURE 3
Improved algorithm flow.

FIGURE 4
Principle of uniform cross-section.
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fitness values to have the same crossover and variance probabilities,
preventing the algorithm from falling into a local optimum.
However, the improved algorithm will also have the problem of
not converging to the optimal solution. To further obtain better
algorithm results, individuals with high fitness are given lower
crossover variation probabilities to protect the potential good
genes; individuals with low fitness values are given higher
variation crossover probabilities to eliminate them as soon as
possible. The improved crossover probability formula is
Equation 10.

pc′ � k1 fmax − f′( ) + k1
n

fmax − f
− + k1

n
, f′≥f

−

pc′ � k1, f′<f
−

⎧⎪⎪⎪⎨⎪⎪⎪⎩ . (10)

The improved variation probability is shown in Equation 11.

pm′ � k2 fmax − f( )
fmax − f

− , f≥f
−

pm′ � k2, f<f
−

⎧⎪⎪⎪⎨⎪⎪⎪⎩ . (11)

k1 and k2 take values in the range [0–1]. f is the individual fitness
value. n is the evolutionary generation.

The above improvements ensure that the individuals close to the
maximum fitness value in the population do not cross over at the
early stage of evolution, which in turn reduces the probability of the
algorithm having a locally optimal solution. At the later stage of
evolution, kn1 converges to 0 indefinitely, making it an adaptive GA
again and retaining its advantages. To extend the search range and
mitigate the premature convergence of the local optimal solution, a
variant chromosome is introduced. The mathematical expression of
the variant chromosome is shown in Equation 12.

f � deg pmi( )∑deg pmm( ). (12)

Here, m is the total number of physical machines. deg(pmi)
indicates the contribution value of the target physical machine,
and ∑ deg(pmm) is the total value of the contribution of all
physical machines.

Consider the improved GA for the load balancing degree
problem; to measure the standard deviation of the running time
of each computing resource task, the load balancing degree is
calculated by Equation 13.

load �


1
n
∑n
i�1

VMtimei −
∑n
j�1
VMtimei

n

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
2

√√√√
. (13)

In Equation 13, load is the load balancing degree andVMtimei is the
time required for each computational resource to
complete execution.

Based on mutated chromosomes, different physical machines
can appear in a certain pattern, and the probability of target physical
machines undergoing mutation can also be derived. The mutation
process is shown in Figure 5.

As shown in Figure 5, a certain chromosome undergoes a
mutation without introducing a mutated gene, resulting in only

one sub-chromosome. The introduction of mutated genes allows for
the acquisition of additional chromosomes while preserving the
number of sub-chromosomes, resulting in the acquisition of two
sub-chromosomes. The above selection–crossover–variation steps
are repeated until the set number of iterations is reached, the
relatively most superior gene is output, and the scheduling results
of the VM are obtained.

4 Simulation experimental results of the
virtual machine scheduling model
constructed using SVM-GA

Load balance refers to the standard deviation of the running time
for each computing resource to complete a given task. Smaller
standard deviation implies that each computing resource completes
the task closer to the average running time, leading to a more balanced
load. Such load balance results in a higher individual adaptation value
and the likelihood of selection into the next generation increases
accordingly. In the GA, the population size is set to 100, the crossover
probability is 0.8, the mutation probability is 0.05, and the number of
iterations is 200. The selection strategy is the roulette method, the
crossover strategy is single-point crossover, and the mutation strategy
is random variation. For SVM-GA, the weight of migration time, SLA
violation rate, and migration energy consumption in fitness function
are 0.5, 0.3, and 0.2, respectively. Therefore, the improved GA is
compared with the simple GA (SGA), adaptive GA (AGA), and dual
AGA (DAGA), and the results are shown in Figure 6.

In Figure 6, the load balance of the optimized algorithm shows a
decreasing trend with the increase in evolutionary generations, while
for the other three GAs, the load balance degree fluctuates up and
down with the increase in evolutionary generations. According to
the experimental results of load balancing, compared with the
control algorithm, the improved algorithm has higher stability,
and the load balancing degree does not fluctuate with the
increase of evolutionary generations. The improved GA has the
smallest load balance degree value at 200 evolutionary generations,
the individual fitness value is higher, and the individuals with
excellent genes are more likely to be selected as parents for
inheritance. The study was then conducted in the CloudSim
cloud computing environment simulation platform.

To investigate the effect of different CPU thresholds on the
algorithmmigration energy consumption, CPU thresholds are set as
variables to compare the impact of SVM-GA and greedy algorithm
load energy consumption under different CPU variables. The
experimental data source is 800 servers, where the number of
VMs and the number of tasks are the same. The experimental
results are shown in Figure 7.

As can be seen in Figure 7, the migration energy consumption of
the SVM-GA was lower than that of the greedy algorithm at either
CPU value, indicating that the method proposed in the study was
energy-efficient. Subsequent experiments were designed to verify
other performances of the SVM-GA algorithm, and the data sources
used were anonymous workload traces from Google clusters and
PlantLab VMs. Two different types of computational nodes were
created, with the relevant parameters shown in Table 1.

In cloud computing task scheduling, the optimal scheduling
solution was generally obtained by using the scheduling algorithm to
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FIGURE 5
Genetic algorithm-based chromosome crossover principle for the virtual machine.

FIGURE 6
Comparison of four genetic algorithms regarding the load balancing degree.
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find the optimal solution of the optimization objective, which was
generally reflected by the total time taken to complete a certain task,
and the less the total time consumed by the task, the better the
performance of the scheduling algorithm in general. Therefore,
experiments were designed to compare the total task completion
time obtained by SVM-GA, max–min algorithm (MM), logistic
regression (LR), and differential evolution (DE). The completion
time and the results are shown in Figure 8.

As shown in Figure 8, as the number of tasks increased, the time
required to complete the total task increased for all four algorithms,
but the SVM-GA algorithm took 25, 55, 81, 112, 145, and 175 s to
complete the total task when the number of tasks was 200, 400, 600,
800, 1,000, and 1,200, respectively. The load balancing obtained by
the four algorithms iscompared, and the results are shown
in Figure 9.

As shown in Figure 9, as the number of evolutionary generations
increased, the overall load balance of the four algorithms fluctuated
slightly up and down, and it was difficult to find a specific pattern for
the change of load balance of MM, LR, and DE algorithms, while the
decrease fluctuation of load balance of the SVM-GAmethod was not
very large. The solution reached by SVM-GA became increasingly
excellent and reached convergence at 160–200 evolutionary
generations. As shown in Figure 9, the proposed model had high
stability and a fast convergence rate, thus verifying the advanced
nature of the proposed model. It set up 100 workload traces and

50 minimum Google cluster traces to simulate light user
requirements and 50 load-max GCTVs to simulate heavy user
requirements with constant 100 workload traces. Experiments
were set up to examine the SLA violation rate, migration time,
migration energy consumption, and number of migrations for VM
migration. The results obtained by the improved algorithm were
used as a benchmark to compare the results obtained by MM, LR,
and DE, respectively, to verify the algorithm performance, and the
experimental results are shown in Figure 10.

As shown in Figure 10, the optimization results of migration
time and migration count items obtained by LR under light load
were lower than the reference benchmark, and the relative values of
migration count and migration time obtained by LR were −11.55%
and −21.09%, respectively. In contrast, the migration energy
consumption and SLA violation rate of the three traditional
intelligent algorithms were above those of the SVM-GA. The
migration time and number of migrations were similar to the
light load case, and the best solution was obtained by LR,
followed by SVM-GA. The relative values of migration number
and migration time for the heavy migration load case were −19.24%
and −19.64%, respectively. For migration energy consumption and
SLA violation rate, MM, DE, and LR yielded results above those of
SVM-GA, indicating that SVM-GA worked best. To further prove
the superiority of SVM-GA in the field of cloud computing task
scheduling, SVM-GA was combined with the most advanced ant

FIGURE 7
Impact of different CPU thresholds on algorithm migration energy consumption.

TABLE 1 Two different types of nodes created to calculate parameters.

Type Computing node configuration Virtual machine configuration

Parameters Node 1 Node 2 Type 1 Type 2 Type 3 Type 4

Number of PE 2 2 1 1 1 1

MIPS 1,860 2,660 2,500 2,000 1,000 500

RAM (GB) 4 4 870 1,740 1,740 613

Bandwidth (Gbit/s) 1 1 100 100 100 100

Storage size (TB) 1 1 2.5 2.5 2.5 2.5
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colony optimization (ACO) algorithm in the current field. The bat
algorithm (BA) was compared with independent component
analysis (ICA). The comparison results are shown in Table 2.

In Table 2, SVM-GA had the lowest violation rate, indicating
that it is more reliable in meeting SLAs. The migration energy
consumption was the lowest, which showed its superiority in
energy-saving. The shortest migration time meant that it was
more efficient when migrating VMS. The lowest number of
migrations indicated that it had done a better job of reducing
unnecessary migrations. The highest load balance indicated that
it was more balanced in resource allocation. It was the most
computationally efficient method, indicating that it was faster at
completing tasks. It can be seen that SVM-GA has significant
advantages in cloud computing task scheduling, especially in
improving energy efficiency and satisfying SLAs.

5 Conclusion

To obtain the optimal resource allocation policy and realize the
effective allocation of VM resources in the cloud computing

environment, a VM scheduling model using Shapley value
improved GA was proposed. The results showed that the total
task time of the proposed SVM-GA algorithm was 25 s, 55 s, 81 s,
112 s, 145 s, and 175 s compared with MM, LR, and DE algorithms
for the number of tasks of 200, 400, 600, 800, 1,000, and 1,200,
respectively. The load balancing degree comparison of the above
four algorithms in the VM scheduling model showed that
the ability of SVM-GA to solve the optimal solution increased
as evolutionary generations increased, and the algorithm
converged at 160 to 200 evolutionary generations. The
migration time of SVM-GA under light load was 3.02 s, the
number of migrations was 1,129, the migration energy
consumption was 30.02 kW/h, and the SLA violation rate was
8.53%. The energy consumption of SVM-GA (30.02Kw/h) < DE
(30.99 kW/h) < MM (37.95 kW/h) < LR (43.76 kW/h). The
violation rate index was 8.53%, which is smaller than that of
DE (8.85%), MM (10.28%), and LR (11.14%). The SVM-GA
performance under heavy load was similar to that under the
light load, and the values of all four metrics increased. The
SVM-GA migration time under heavy load was 5.83 s, the
number of migrations was 1,863, the migration energy

FIGURE 8
Total task completion time for four algorithms for a specific number of tasks.

FIGURE 9
Comparison of load balancing degree of the four algorithms.
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consumption was 57.32 kW/h, and the SLA violation rate was
23.33%. The experiments show that the VM scheduling model
strategy has some merits and can better establish an energy-saving

model to allocate virtual resources. However, there are still areas
worth improving in terms of migration time and the number of
migrations.

FIGURE 10
Comparison of algorithm results with SVM-GA as the benchmark.

TABLE 2 Performance comparison between SVM-GA and other algorithms.

Algorithm SLA
violation

rate

Migration energy
consumption

Migration
time (s)

Migration
quantity(W)

Load balance
degree

Computing
efficiency (%)

SVM-GA 0.01 100 48.25 10 0.05 99.87

ACO 0.02 120 62.51 12 0.08 88.98

ICA 0.015 110 52.84 11 0.06 92.85

BA 0.03 130 66.54 15 0.1 84.17
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