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Electron beams near surfaces:
the concept of partial intensities
for surface analysis and
perspective on the low energy
regime

Wolfgang S. M. Werner*

Institute of Applied Physics, Vienna University of Technology, Vienna, Austria

Electron beam techniques are indispensable tools for the analysis of surfaces
in fundamental as well as applied fields of science and technology. Significant
improvements have been made in the past decades in the quantitative
understanding of electron spectra, particularly with respect to the near-
surface transport of signal electrons. The concept of partial intensities is a
simple approach providing physical insight into transport of electrons in solids,
a numerically convenient means for spectrum modelling and an essential
ingredient for spectrum interpretation. The energy-dissipation process of
energetic electrons in solids is discussed from the perspective of the partial
intensities, offering a unified model for any type of electron beam technique,
be it in the quasi-elastic (QE) or the continuous slowing down (CSD) regime.
Examples are given for modelling and analysis of electron spectra such as X-ray
photoelectron spectra (XPS), Elastic peak electron spectra (EPES) and electron
energy-loss spectra (EELS). The physical model as well as the quantities for
electron beam interaction with solids are reviewed, and methods for spectrum
modelling and analysis are presented. The examples considered demonstrate the
high level of accuracy nowadays attainable for characterisation of surfaces and
nanostructures employing techniques usingmediumenergy electrons (>100 eV).
This is in contrast to the low energy regime, where a number of problems prevent
a similar level of understanding. The topic of low energy electrons (LEEs) is rapidly
gaining importance since in this energy range the involved electrons not only
act as signal carriers, but also actively participate in electrochemical processes
of importance in fields ranging from nanotechnology to life sciences. Issues of
future importance in the field of LEEs are discussed and recent developments
such as the 2-dimensional electron cascade in the scanning field electron
microscope are highlighted.

KEYWORDS

electron transport, Landau energy loss function, spectroscopy, microscopy, secondary
electrons, photoelectron, optical data

1 Introduction

The chemical composition of a solid surface as well as electron induced chemical
processes taking place in its vicinity, are of immense importance for our daily lives: we
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become evermore dependent on nanostructured microelectronic
devices, while electron beam induced chemical processes are not
only important for nanotechnology Kozawa and Tagawa (2010);
Kozawa and Tamura (2021), they are also taking place in living
organisms, and are highly relevant to our very wellbeing Gao et al.
(2021); McKee et al. (2019); Barrios et al. (2002); Zheng et al.
(2008). Since it is impossible to obtain the desired information on
the spot, i.e., inside the solid, one must employ techniques inducing
a signal which travels from the location of interest to the surface,
into vacuum. This signal can be a mere information-carrier, or it
can actively participate in the electrochemical processes of interest.
The first part of the present article deals with a simple but highly
effective approach describing the transport of electrons in solids
and the surface analysis techniques relying on this knowledge to
extract the desired information about chemistry from an electron
spectrum.

Thephysicalmodel for the transport ofmediumenergy electrons
(>100 eV) in surface electron spectroscopy and microscopy is
outlined in the next section. This mainly concerns the energy
dissipation process in the course of multiple scattering events,
which will be presented from the perspective of the partial
intensity approach (PIA) Werner (2001). The PIA is an effective
approach for electron spectroscopy and microscopy which mainly
concerns the quasi-elastic (QE) energy regime of energy losses
small compared to the initial energy, but can simply be extended
to the true slowing down (SD) regime, providing a unified
approach to the slowing down of electrons for any electron beam
technique Werner (1997); Wagner and Werner (1998). Theoretical
methods for obtaining quantities relevant to spectrum simulation
and interpretation are discussed, with emphasis on, but not
limited to, numerical modelling using the Monte Carlo (MC)
technique. Applications to a variety of electron beam techniques
are presented such as Elastic Peak Electron Spectroscopy (EPES)
Powell and Jabłonski (1999); Werner (2005), Reflection Electron
Energy Loss Spectroscopy (REELS) Tougaard and Chorkendorff
(1987);Werner (2010) and X-ray Photoelectron Spectroscopy (XPS)
Werner and Powell (2021). It is shown that when appropriate
analysis techniques are applied, a satisfactory level of consistency
is obtained between data derived from widely different approaches,
different laboratories and techniques. This is in stark contrast
to the situation several decades ago when for many applications
the accuracy of quantification of surface atomic composition,
calibration of length dimensions on the nanoscale, etc., was typically
beyond ∼50%.

For energies below ∼100 eV many applications nowadays
are unable to model all relevant observables with an accuracy
comparable to that in themedium energy range.This applies both to
experiment as well as to the physical models used for the electron-
solid interaction and themethods for testing and verifying the latter,
as well as the physical quantities appearing in any model. The main
problems in quantitative understanding of the near-surface diffusion
of low energy electrons (LEEs) and emission of secondary electrons
(SEs), are outlined and potential methods to overcome them are
discussed.

2 Physical model of the electron-solid
interaction

Individual electrons in a beam are characterised by their
momentum and spin, quantities which are subject to changes
brought about by scattering processes. Since energy andmomentum
are both conserved quantities, a change in the magnitude of the
momentum (an energy loss) and its direction (a deflection) strictly
speaking always occur simultaneously. However, deflections are
mainly due to the interaction with the screened Coulomb potential
of the ionic cores (nuclei), while energy losses are almost exclusively
caused by excitations of valence electrons to unoccupied states of
the solid. While in the case of a valence electron excitation the
projectile rest mass (i.e., of the incoming electron) is comparable
to the mass of the interaction partner, it is always much smaller
than that of the ionic cores. Therefore, the distinction between
elastic scattering (deflections without significant energy loss) by
the ionic cores and inelastic scattering (energy losses without
significant deflection) by valence electrons represents a good
approximation in many situations. Changes in the spin can be
brought about by elastic as well as inelastic processes but will not
be treated in the present paper, i.e., spin-resolved techniques are
disregarded.

The binary collision model will be adopted for most of the
remainder of this paper, i.e., coherent scattering (diffraction effects)
will be neglected. This represents a very good approximation in
the medium energy range as long as the samples investigated
are not perfectly prepared single crystals. For medium energies
this approximation is then justified by the fact that the electron
wavelength is generally smaller than the interatomic distance. For
energies just above the vacuum level, the typical energy range
of secondary electrons (SEs), this is no longer true and yet the
emission of SEs can be successfully modelled by means of the
MC technique. The explanation is that the electron wavelength
changes upon crossing of the surface potential barrier. The inner
potential Ui is typically of the order of 10 eV for most materials.
An electron with a vacuum energy close to zero therefore still has
an appreciable energy within the solid, and hence a sufficiently
small wavelength to justify the binary collision approximation.
This constitutes a distinct physical difference between secondary
electrons with a small energy in vacuum and hot electrons inside
the solid with an energy between the Fermi level and the vacuum
level.

An important further aspect of the kinematics of inelastic
electron scattering is also related to the finite electron rest mass:
electrons have an appreciable momentum even at low energies. The
scattering kinematics then allows an electron to partially transfer its
momentum to the interaction partner. This gives rise to multiple
inelastic (as well as elastic) electron scattering, where subsequent
interactions are independent of each other Werner et al. (2011;
2013b). The fact that multiple scattering is characterised by a
Markov-chain of binary collisions makes it possible to treat the
electron transport within a Boltzmann-type kinetic equation which
can be solved by means of Monte Carlo (MC) simulations Shimizu
and Ding (1992); Dubus et al. (1993) or linear transport theory
Tilinin et al. (1997); Beilschmidt et al. (1994); Dubus et al. (2000);
Tilinin and Werner (1993, 1992).
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Elastic scattering processes can be modelled on the basis of
the differential elastic scattering cross section (DECS), dσ(θs)/dΩ,
representing the distribution of polar scattering angles θs in an
individual deflection. For a spherically symmetric potential of
the ionic cores, the azimuthal scattering angles are uniformly
distributed. The DECS can be obtained by means of the partial wave
expansion method Salvat et al. (2005): an incoming plane wave is
expanded into a series of spherical waves with a different angular
momentum and the phase shift experienced by each partial wave
is calculated for a relevant atomic potential (e.g., a Dirac-Hartree-
Fock-Slater-potential).The amplitude of the outgoing spherical wave
is then constructed by superposition of the partial waves. A part of
the DECS for 500 eV electrons incident on Au is shown by the green
curve in Figure 8C below. The DECS is generally characterised
by a prominent forward scattering peak and deep minima, the
so–called generalised Ramsauer-Townsend minima, which are
formed by interference between the incoming plane wave and the
outgoing spherical wave Schattschneider (1986). These oscillations
are more prominent for lower energies and higher atomic
number.

The average distance between successive elastic collisions, the
elasticmean free path (EMFP, λe) is obtained by integrating the cross
section over the unit sphere Salvat et al. (2005). In many situations
the most relevant quantity in an elastic process is the transferred
momentum. The so–called transport mean free path (TRMFP, λtr)
which measures the momentum transfer along the initial direction
and is obtained by integrating the cross section over the unit
sphere with a weighting factor (1− cos θs). This weighting factor
corresponds exactly to the fraction of the momentum transferred
along the incoming direction, emphasising large scattering angles
(θs > π/2). Therefore, mainly those deflections contribute to the
transport mean free path for which the transferred momentum
is of the order of the original momentum: the transport mean
free path is the typical distance travelled by a particle before it
“forgets” its original direction and represents the characteristic
length for momentum relaxation. This is the main phenomenon
related to elastic scattering and explains why one can use atomic
potentials to model medium-energy elastic scattering in solids:
solid state effects mainly influence the weakly bound (solid state)
electrons far away from the nucleus, corresponding to large
angular momenta, giving rise to small angle scattering. While
small angle scattering is important for the elastic mean free
path, the average distance between large angle deflections, the
transport mean free path is virtually unaffected by solid state
effects.

Energy losses in the course of an inelastic process occur via
interaction of the probing electron with the (delocalised) solid
state electrons. The solid is originally electrically neutral and
the field of the particle strongly perturbs the solid, polarising
the solid state electrons. The polarisation field induced by the
incoming particle eventually decelerates it. The susceptibility of
the solid to become polarised is described by the dielectric
function ɛ(ω,q). Within the linear response formalism Landau et al.
(1984), the energy dissipation of charged particles inside solids
is governed by the energy loss function Im[−1/ɛ(ω,q)] and the
quantities ℏq and ℏω are then identified as the momentum transfer
and energy loss in an inelastic interaction. Near an interface
between twomedia with different dielectric functions, the boundary

conditions in Maxwell’s equations give rise to additional modes
of inelastic scattering, so-called surface excitations, which, being
dipole modes, have a lower resonance frequency than the bulk
modes. Bulk (monopole) and surface (dipole) scattering are themost
important types of inelastic processes for electron spectroscopy,
while in the field of plasmonics, for complex nano-structured
morphologies, higher orders of the multipole expansion of the
field also become important de Abajo (2010), but their resonance
energies are again lower and these features are not regularly
resolvable in typical surface analysis methods. A third type of
energy loss process relevant for photoelectron emission are so-
called intrinsic excitations. Here the polarisation of the solid state
electrons is set up by the sudden appearance of the core hole,
rather than by the outgoing photoelectron. The photoelectron then
continues to produce extrinsic excitations along its trajectory inside
the solid. The three types of inelastic processes are illustrated
in Figures 1A–C.

Since inelastic scattering is essentially a many-body process,
the distribution of energy losses per unit path length is used as
a fundamental quantity describing energy losses. This quantity,
commonly referred to as differential inverse inelastic mean
free path (DIIMFP) can be calculated within the first Born
approximation from the dielectric function of a solid ɛ using
classical electrodynamics Landau et al. (1984), taking into account
the electronic structure of the solid in the collision kinematics.
For surface losses, the distribution of energy losses during a
single surface crossing, the so-called differential surface excitation
probability (DSEP) is a convenient description, it can also be
calculated on the basis of optical data taking into account
the boundary conditions of Maxwell’s equations at an interface
between two media with a different susceptibility Tung et al. (1994);
Salvat-Pujol and Werner (2013).

The DIIMFP (normalised to unity area) for SiO2 is compared
in Figure 1E Astašauskas et al. (2020) with data based on optical
constants in Palik’s books Palik (1985; 1991); Figure 1D displays
the differential surface excitation probability (DSEP). The most
prominent feature in the DIIMFP is the peak at ∼22 eV (indicated
by the label “P”) which is due to the excitation of a plasmon, a
longitudinal oscillation of the electron gas Schattschneider (1986).
The peaks labelled “T” are commonly assigned to interband
transitions, the peak labelled “E” is the exciton in SiO2, while
the peaks labelled “G” are gap states created near the surface by
defect formation in the course of the sample cleaning procedure
with Ar+-ion sputtering Astašauskas et al. (2020). The negative
excursion in the DSEP is due to the so-called “Begrenzungs”-
effect Ritchie (1957), the complementarity of surface and bulk
excitations.

The total electron inelastic mean free path (IMFP) is a quantity
of fundamental importance for any electron beam technique. This
quantity is defined as “the average distance an electron travels
in between successive inelastic collisions, measured along its
trajectory.”The IMFP is obtained by integrating the DIIMFP over all
kinematically allowed energy losses. For non-conducting materials
and non-relativistic energies it can be expressed as Boutboul et al.
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FIGURE 1
Schematic illustration of the three types of inelastic scattering: (A) bulk or volume inelastic scattering; (B) surface excitations; and (C) intrinsic
excitations. The black curve in (D) represents the differential surface excitation probability (DSEP) for SiO2; (E) normalised differential inverse inelastic
mean free path (DIIMFP) for SiO2 calculated using optical constants in Palik’s book Palik (1985), Palik (1991); the red and blue curves were derived from
the experimental REELS spectra shown in Figure 7B.

(1996); Shinotsuka et al. (2022)

λi(E)−1 =
1

π(E−Eg)

E−(ΔEv+Eg)

∫
Eg

dω

q+

∫
q−

dq
q

Im[ −1
ϵ (ω,q)
] . (1)

where E is the incoming energy, Eg is the band gap energy and ΔEv
denotes the width of the valence band. The upper and lower bounds
of the momentum transfer in the case of parabolic bands are given
by energy conservation as:

q± = (√2(E−Eg) ±√2(E−ω−Eg)) (2)

Here atomic units have been used (ℏ =me = e ≡ 1). The
corresponding formulae for conducting materials are obtained by
setting Eg = 0 and replacing the upper limit of the integration over
the energy loss by ωmax = E−EF .

Typical values for the characteristic pathlengths are shown in
Figure 2 for polymethylmetacrylate (PMMA).The blue dash-dotted
curve represents the elastic mean free path, being considerably
smaller than the transport mean free path (green), which in turn
is larger than the inelastic mean free path (black). The IMFP was
calculated with Eq. 1 by Shinotsuka Shinotsuka et al. (2022). For
energies above ∼100 eV, the IMFP lies below the TRMFP, while for
smaller energies the IMFP increases rapidly, since the phase space
available for electronic transitions becomes exhausted when the
primary energy approaches the vacuum level, in particular when it
becomes of the order of the band gap for an insulator.The red dashed
curve represents the IMFP according to the TPP-2M semiempirical
formula of Ref. Shinotsuka et al. (2022). The absolute value of
the pathlengths for energies E in the range 100 < E < 2000eVare
all of the order of a few monolayers, implying that the signal

FIGURE 2
Characteristic pathlengths for polymethylmetacrylate (PMMA). Blue
curve: elastic mean free path (EMFP, λe); Green curve: transport mean
free path (TRMFP, λtr); Black curve: inelastic mean free path (IMFP, λi);
Red dashed curve: IMFP according to the TPP-2M semiempirical
formula of Shinotsuka et al. (2022); The data points are results of IMFP
measurements using EPES Werner et al. (2022b) with (filled symbols)
and without (open symbols) correction for surface excitations (see
Figure 6 below).

in the characteristic peaks of, e.g., a photoelectron spectrum
originates from a depth range of the order of a few monolayers,
explaining the superior surface sensitivity of electron spectroscopy
techniques and underscoring the necessity for having accurate IMFP
values at one’s disposal in order to quantify electron spectroscopic
data.

Frontiers in Materials 04 frontiersin.org

https://doi.org/10.3389/fmats.2023.1202456
https://www.frontiersin.org/journals/materials
https://www.frontiersin.org/journals/materials#articles


Werner 10.3389/fmats.2023.1202456

3 The electron energy dissipation
process and the partial intensity
approach

A photoelectron spectrum obtained by irradiating a Si substrate
with a 52 nm thick Al overlayer with linearly polarised x-rays
of an energy of hν = 7936 eV is shown in Figure 3. While the
main photopeak of the overlayer signal is very prominent, and
accompanied on the low kinetic energy side with energy losses
due to multiple plasmon excitation in Al, the zero loss peak
of the substrate is hardly discernible and, surprisingly, it is also
accompanied bymultiple plasmon losses.The plasmon energy losses
in the Si-substrate spectrum also correspond to the plasmon energy
of Aluminium, i.e., the overlayer Kinoshita et al. (2007). The solid

FIGURE 3
Hard x-ray photoelectron spectra of a 52 nm Al overlayer on a Si
substrate excited with polarized x-rays with hν =7936 eV;
Kinoshita et al. (2007) (A) SESSA simulation of the Al 1s overlayer signal
compared with experiment; (B) same as (A) for the Si 1s-signal; (C)
partial intensities for overlayer and substrate signal; data points: SESSA,
solid lines: Eq. 5.

curves in Figures 3A,B as well as the datapoints in (c) represent
results of Monte Carlo simulations carried out using the NIST
standard reference database SRD-100 Simulation of Electron Spectra
for Surface Analysis (SESSA) Werner et al. (2014c); Smekal et al.
(2005).

A simple and effective interpretation of these features is provided
by the concept of the partial intensities Werner (2001, 1997,
2005). Obviously, the presented photoelectron spectra consist of
characteristic peaks superimposed on an inelastic background
caused by multiple energy losses (plasmon excitations) of the signal
electrons. The number of electrons within the group of n-fold
inelastically scattered electrons are the so-called partial intensities,
which, for a particular application are defined in the ISO 18115-1
document on Surface Chemical Analysis as the “number of electrons
in an electron spectrum that reach the detector after participating
in a given number of inelastic interactions of a given type.” For
the rather high kinetic energies in the presented example, one can
neglect deflections in the course of elastic scattering processes in a
first approximation. For a photoelectron, the pathlength travelled
inside the solid until it reaches vacuum and gets detected is then
equal to the depth at which it was created. In other words, the
distribution of pathlengths is equal to the compositional depth
profile. In the binary collision model, the average number of
inelastic processes ⟨n⟩ experienced after travelling the pathlength
s is just s/λi, and the probability for n-fold scattering is given
by the Poisson stochastic process Werner (1997, 2005). Then,
the number of inelastic collisions for a given pathlength is
given as:

WQE
n (s) = Pn (s) ≡

e−s/λi
n!
( s
λi
)
n
, (3)

and the number of n-fold plasmon excitations is expressed in terms
of the distribution of travelled pathlengths, Q(s), as:

Cn =
∞

∫
0

Wn (s)Q (s)ds. (4)

The quantities Cn per definition represent the partial intensities. If
the pathlength distribution is essentially equal to the compositional
depth profile c(z),Q(s) = δ(s− c(z)), the simple case of an overlayer
between the depths z = 0 and z = d, on a semi-infinite substrate
yields the partial intensities by partial integration of Eq. 4 as:

Cn = {Wn (z1) −Wn (z2)} +Cn−1, (5)

where for the overlayer z1 = 0, z2 = d while for the substrate
partial intensities one has z1 = d and z2 =∞ and it is assumed for
simplicity that the IMFPs in the substrate and overlayer are identical.
Figure 3C compares the Al 1s and Si 1s partial intensities calculated
by a Monte Carlo simulation using SESSA accounting for elastic
scattering (data points) with the simple model, Eq. 5, discussed
above (solid curves). The agreement is reasonable, except for large
values of n > 10 (large depths) where the influence of elastic electron
scattering becomes more noticeable.

The simulated spectra, shown as solid curves inFigures 3A,B are
simply obtained bymultiplying the partial intensitieswith the energy
distribution after n losses and summing over all collision orders:

Y (E) =
N

∑
n=0

CnLn (ω) ⊗ f0 (E+ω) , (6)
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the quantities Ln(ω) are the so-called partial energy loss
distributions, i.e., the distribution of energy losses after n collisions,
which are given by the n-fold self convolution of the normalised
DIIMFP, wb(ω)Werner (2001):

L1 (ω) ≡ wb (ω)

Ln (ω) = ∫Ln−1 (ω−ω′)wb (ω′)dω′, (7)

The first few partial loss distributions for Al are shown in Figure 4A.

The energy distribution after n energy losses, Fn(E), is obtained
by convoluting (denoted by the symbol “⊗”) the source energy
distribution f0(E) with the loss distributions:

Fn (E) = f0 (E+ω) ⊗ Ln (ω) ,

FIGURE 4
(A) Partial energy loss distributions Ln(ω) for Al, i.e., multiple self
convolutions of the DIIMFP. (B) the Landau part of the LGS loss
function, i.e., the distribution of energy losses as a function of the
travelled path length for 500 eV electrons in Al. (C)
Goudsmit-Saunderson part of the LGS loss function for 500 eV
electrons in Au for scattering angles between 0° and 80°.

Eq. 6 represents the spectrum written in the partial intensity
approach. Overall, the comparison in Figure 3 demonstrates the
ability of the PIA to predict relative intensities and spectral
shapes. In particular, the shape and intensity of the inelastic
background accompanying the Si 1s peak (in Figure 3B) reproduces
the experimental data quite well, while similar simulations for
Al film thicknesses 10% above and below the nominal specimen
thickness (not shown) yield distinctly different shapes of the inelastic
background.This result not only gives confidence in the reliability of
the databases in SESSA, but also suggests a simple way to measure
film thicknesses using the spectral shape of the inelastic background.

To see the connection of Eq. 6 with Landaus celebrated loss
function, note that for a given pathlength s, the particle can
participate in an arbitrary number of interactions n, with a relative
probability described by the stochastic process Wn(s). On the other
hand, fluctuations in the energetic degree of freedom after a number
of interactions are given by the partial loss distributions Ln(ω)
(Eq. 7). For a fixed value of n the energy fluctuation after travelling
a given pathlength is therefore a product of the functionsWn(s) and
Ln(ω). Summing over all collision orders, gives:

G (s,ω) =
N

∑
n=0

Wn (s)Ln (ω) , (8)

which is exactly Landau’s loss function Landau (1944) written in
the form of a collision number expansion Werner (2005). The
Landau loss function is shown in the left panel of Figure 4B for
5 keV electrons in Al. Inspection of the energy loss distribution
at any particular pathlength shows that the energy dissipation
process is dominated by energy fluctuations described by the
partial loss distributions. In the case of Al, these can be clearly
distinguished in the loss function asmultiple plasmon loss peaks (cf.
Figure 4A). On the other hand, for fixed energies corresponding to
amultiple plasmon loss, the distribution of the travelled pathlengths
corresponds to the Poisson stochastic process.

In complete analogy to the above considerations, the
distribution of pathlengths for an infinite solid can be expressed
in terms of multiple selfconvolutions of the elastic scattering cross
section on the unit sphere Γne(Ω) and the stochastic process for
elastic scattering Werner (2005):

Q∞ (s,Ω) =
∞

∑
ne=0

Wne (s)Γne (Ω) . (9)

whereΩ = (θ,ϕ) is the direction ofmotion. Since elastic and inelastic
scattering are independent processes, one can combine the above
results into the Landau-Goudsmit-Saunderson (LGS) loss function
for an infinite medium

G (s,ω,Ω) =
∞

∑
n=0

Wn (s)Ln (ω)
∞

∑
ne=0

Wne (s)Γne (Ω) (10)

The backward Goudsmit–Saunderson part of the LGS loss function
is shown in Figure 4C for 500 eV electrons in Au. Note that for small
travelled pathlengths of the order of the elastic mean free path, the
loss function bears a strong resemblance with the differential elastic
scattering cross section (cf. Figure 8C). For pathlengths exceeding
the transport mean free path, the distribution of polar directions of
motion becomes broad and featureless, implying that the particle has
lost any memory of its initial direction of motion after travelling
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pathlengths larger than the TRMFP. This demonstrates that the
transport mean free path is indeed the characteristic length for
momentum relaxation.

Beyond the QE–regime, when the energy dependence of the
(inelastic) mean free pathlength can no longer be neglected, the
stochastic process is accurately described by the following effective
approximation Werner (1997):

WCSD
n (s) =Wn (s) ≡

λn
Λn

e−s/Λn

n!
( s
Λn
)
n
, (11)

where λn is the mean free path after n energy losses and
Λn = ∑λn/(n+ 1) is its average value. By replacing the Poisson
stochastic process with the above stochastic process valid in the
slowing down regime, the partial intensity approach effectively
unifies the continuous slowing down approximation (CSDA) and
the quasi-elastic approximation, and enables one to correctly
account for energy fluctuations in the CSDA Werner (1997), one of
the deficiencies of the CSDA as it is commonly used.

Perhaps the greatest advantage of the PIA formalism is that
it allows different types of inelastic processes to be modelled
in a straightforward way. This is particularly important within
the context of electron spectroscopy for the treatment of surface
excitations. Surface excitations take place in a shallow zone at
both sides of the solid-vacuum interface, are depth-dependent,
and exhibit an asymmetry with respect to the surface crossing
direction Yang et al. (2019); Ding (1998); Kwei et al. (1998, 1993);
Tung et al. (1994), effects which have been experimentally verified
Salvat-Pujol et al. (2014); Werner et al. (2013a). An effective
approximation is obtained by observing that the width of the
surface scattering zone is typically of the order of the thickness
of a monolayer, and is generally much smaller than the transport
mean free path. In consequence, transport across the surface
scattering zone is approximately rectilinear, implying that the
partial intensities for surface and volume scattering are uncorrelated
Werner (2003a,b).

Cnb,ns = Cnb ×Cns , (12)

where the subscripts “s” and “b” in the collision numbers indicate
surface and bulk scattering, respectively. The partial intensities for
surface excitations approximately obey Poisson statistics:

Cns =
〈ns〉ns

ns!
e−〈ns〉, (13)

where ⟨ns⟩ represents the average number of surface excitations
in a single surface crossing. Semiempirical relationships have been
proposed to estimate ⟨ns⟩ for arbitrary materials via:

⟨ns (E,θ)⟩ =
as
√Ecosθ

, (14)

where as is a material parameter, the so–called surface excitation
parameter Werner et al. (2001b) and cos θ is the polar direction of
surface crossing.

The distribution of energy losses in a single surface crossing,
the so-called differential surface excitation probability (DSEP) can
be derived from the dielectric function, e.g., using the model
proposed by Tung and coworkers Tung et al. (1994). An example
for the DSEP is shown for SiO2 in Figure 1D. The partial loss

distributions for surface scattering Lns(ω) can be calculated in
complete analogy to the bulk case using Eq. 7 and the spectrum can
then be generalised to take into account surface excitations as follows
Werner (2006):

Y (E) =
∞

∑
nb=0

∞

∑
ns=0

CnbCnsLnb (ω
′) ⊗ Lns (ω) ⊗ f0 (E+ω+ω

′) (15)

Introducing the reduced partial intensities,

γnb,ns =
CnbCns

Cnb=0Cns=0
, (16)

the expression for the reduced energy loss spectrum becomes:

y (E) =
∞

∑
nb=1

∞

∑
ns=1

γnbγnsLnb (ω
′) ⊗ Lns (ω) ⊗ f0 (E+ω+ω

′) , (17)

where the lower limit of summation indicates that the elastic peak
(ns = nb = 0) has been removed from the spectrum.

4 Spectrum analysis procedures

Two particularly important spectrum analysis techniques are 1)
eliminating the inelastic background in order to accurately quantify
peak intensities, e.g., in a photoemission spectrum; and 2) obtaining
information on the inelastic scattering characteristics of a solid, or,
in other words, the optical properties of solids. The latter is related
to, and can be extracted from, the DIIMFP Werner et al. (2009).

The former problem of background subtraction assumes that
the inelastic scattering characteristics (i.e., the DIIMFP and DSEP)
as well as the partial intensities are known. For materials where
the DIIMFP is unknown, Tougaard has proposed a universal
inelastic cross section Tougaard (1997), representing a reasonable
approximation for background subtraction in most cases. Accurate
inelastic background subtraction is important for quantitative
surface analysis since the application of semi-empirical background
subtraction procedures, such as the popular Shirley method Shirley
(1972), can introduce significant errors of 20% or more in surface
composition. Tougaard and Sigmund (1982) introduced a rigorous
background subtraction method based on the Landau loss function,
significantly improving quantitation. The most general procedure
is based on the partial intensity approach Werner (1995b, 2001),
which offers the great advantage that it can be applied to cases
where different types of scattering need to be separated from an
experimental spectrum.

Elimination of a given type (e.g., bulk, surface, intrinsic) of
multiple inelastic scattering from a spectrum (e.g., a photoemission
spectrum) can be achieved by iteratively eliminating single, double
and higher-order inelastic scattering until the considered energy
range is free of multiple scattering effects Werner (1995b, 2001,
1995a). Denoting the spectrum from which k–fold scattering has
been eliminated by Yk, this can be achieved using the formula
Werner (2001); Werner et al. (2001a); Werner (1995a).

Yk+1 (E) = Yk (E) − qk+1∫Yk (E+ω)Lk+1 (ω)dω (18)

The coefficients qk are functions of the reduced bulk partial
intensities γn = Cn/Cn=0 given inTable 1.The fact that the subscripts
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TABLE 1 The first few oefficients qk in Equation (18) for spectrum
deconvolution.

q1 = γ1

q2 = γ2 − q1q1

q3 = γ3 − q1q2 − q1q1q1

q4 = γ4 − q1q3 − q2q2 − q1q1q2 − q1q1q1q1

…

of the coefficients qk in Table 1 are just given by the partitions of
the natural numbers Ahlgren and Ono (2001) has a clear physical
explanationWerner et al. (2002).The above equation is thus ameans
of separating the contributions to a spectrum from different types of
energy losses, such as surface and volume scattering, scattering in
different layers, etc., which represents one of the great advantages of
the PIA.

Retrieval of the differential scattering properties, such as the
DIIMFP or DSEP, can be achieved by analysis of reflection electron
energy loss spectra (REELS) using a primary beam with a narrow
energy distribution. Since REELS always contain contributions from
both surface and bulk scattering, it is necessary to analyse two
spectra with different relative contributions from surface and bulk
scattering to disentangle the two types of inelastic scattering Werner
(2006; 2010). Experimentally, measuring spectra with different
relative contributions of surface and bulk scattering can be achieved
by using different primary energies and/or different geometrical
configurations (see Eq. 14).

The procedure for retrieving the DIIMFP and DSEP can be
summarized as follows: First the elastic peak is removed from the
spectra and they are divided by the area under the elastic peak [in
units of eV (!)], giving the loss spectra y1,2(ω) in absolute units of
reciprocal eV. In other words, it is brought into the form of Eq 17.
In a next step, the intermediate spectra y*1,2(ω) are derived from
the measured loss spectra by applying the Tougaard-Chorkendorff
procedure Tougaard and Chorkendorff (1987):

y*1,2 (ω) = y1,2 (ω) −
ω

∫
0

y1,2 (ω−ω
′)y*1 (ω

′)dω′ (19)

The normalised DIIMFP and DSEP can then be retrieved to first
order by means of the series expansion:

ws,b (ω) = u10y
*
1 (ω) + u01y

*
2 (ω) + u11y

*
1 ⊗ y

*
2 (ω)…, (20)

Where the expansion coefficients are different for the surface
and bulk (subscripts “s” and “b,” below) single scattering loss
distributions. The expansion coefficients are functions of the partial
intensities Werner (2010), which can be calculated by means
of MC calculations. Having derived the differential scattering
properties from REELS in this way, one can then extract the optical
constants (mainly in the VIS-XUV-regime of energies) by fitting an
appropriate model dielectric function to the DIIMFP Werner et al.
(2009, 2008b, 2007); Ridzel et al. (2022).

Alternative approaches to the retrieval of optical data from
REELS have been proposed by several authors, applying inverse
modelling schemes to the analysis of a single spectrum, where

the optical constants are directly optimised in the retrieval
procedure. Various types of modelling REELS spectra are used
in these approaches such as the MC method, the method of
invariant embedding and others Afanas’ev et al. (2017); Chen et al.
(2022); Cohen-Simonsen et al. (1997); Tahir and Tougaard (2012);
Ding et al. (2002).

5 Monte Carlo algorithms for electron
beam techniques

Monte Carlo (MC) calculations of particle transport for
spectrum simulation are conventionally performed by following
trajectories of individual particles from their point of origin through
the solid to the detector. Simulation of individual trajectories
proceeds by explicitly modelling the physics of each interaction
leading to a change of the particles kinetic parameters such as
momentum and spin. Detailed descriptions about the simulation of
individual electron trajectories can be found in excellent reviews of
this subject Kyser and Murata (1974); Gibarua et al. (2022); Shimizu
and Ding (1992); Ding (1990); Wagner (2001); Werner (2001).

Several techniques to speed up the simulation of Auger-Meitner
or photoelectron spectra in the quasi-elastic (QE) regime have been
proposed in the literature Gries and Werner (1990); Werner et al.
(1991); Cumpson (1993); Alkemade (1995; 1997). As shown in the
previous sections, all spectral features in the QE-regime can be
conveniently derived from the pathlength distribution within the
formalism of partial intensities. The most important improvement
in computational efficiency in the calculation of this quantity is the
trajectory reversal method Gries and Werner (1990); Werner et al.
(1991). It is based on Case’s reciprocity theorem of one-speed
particle transport Case and Zweifel (1967), allowing one to avoid
futile calculations of trajectories which do not lead to detection (see
Figure 5) either because the electron does not leave the solid at all
(trajectory type II. in Figure 5) or leaves the solid in a direction not
seen by the analyser (type I.). Instead, the trajectory is started in the
analyser and its history is traced back inside the solid. At each point

FIGURE 5
Left panel: Schematic illustration of the conventional “forward” Monte
Carlo scheme for Auger-Meitner or photoelectron emission and the
“reverse” trajectory algorithm which increases computational
efficiency by orders of magnitude. Right panel: reverse trajectory
scheme for electron reflection, elastic peak electron spectroscopy
(EPES) and reflection electron energy loss spectroscopy (REELS).
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along the trajectory, a contribution to the spectrum is calculated by
weighting the pathlength travelled up to that point with the source
strength for signal electron emission along the direction of motion
at the considered location:

ΔCn (Δs) = σ
Δs

∫
s

Wn (s)Q (s)ds, (21)

where Δs represents the part of a trajectory between succesive
deflections and σ represents the source strength along the considered
interval (e.g., the photoelectron cross section, the concentration of
the considered element in the solid at a certain depth, etc.). The
contribution to the partial intensities of all desired orders is then
summed along the trajectory. A trajectory is terminated either when
the pathlength becomes too large to give a sizeable contribution to
the partial intensity, or when it leaves the solid. It is obvious that the
described algorithm can lead to substantial increase in performance,
in particular when the considered solid angle of detection is small.

For a reflection experiment (EPES, REELS), forward and reverse
trajectories can be generated for the incoming and outgoing
directions, which can be combined at any depth by weighting them
with the probability for the appropriate deflection to take place at
the considered depth, i.e., the elastic scattering cross section Werner
(2005). In this way, the pathlength distribution can be obtained
and the spectrum can be calculated using Eq. 6. Accounting
for surface excitations can be achieved retrospectively by using
Eqs 12–17.

6 Applications

6.1 Elastic peak electron spectroscopy

Elastic reflection of low energy electrons is used extensively
to determine the structure of crystalline surfaces Pendry (1974);
Hove et al. (2012). If coherent scattering can be disregarded, the
diffraction pattern resembles the single atom diffraction pattern,
or in other words, the DECS Schmid (1982). The backscattered
intensity is determined by the value of the DECS for the considered
experimental configuration and the inelastic mean free path.
Since calculations of the DECS for realistic atomic potentials
are believed to be sufficiently accurate it has been proposed
Schilling and Webb (1970); Schmid (1982); Oswald et al. (1993);
Oswald (1992); Gergely et al. (1995); Jabłonski (2000); Werner et al.
(2001d,c); Powell and Jabłonski (1999) to experimentally determine
values of the IMFP by measuring the elastic reflection coefficient.
Measurement of the IMFP represents a task which is very difficult
to achieve accurately by other means since earlier methods, such as
the overlayer method, suffer from a number of serious drawbacks
Powell and Jabłonski (1999). Gergely and Jabłonski developed
this technique in a series of works Jabłonski et al. (1984); Gergely
(1986); Gergely et al. (1995, 2007). As a first approximation, a
single scattering approximationwas used to relate the backscattering
coefficient to the IMFP. This was later improved upon by an
elegant analytical expression taking into account multiple elastic
scattering, the so-called Oswald-Kasper-Gaukler (OKG) model
Oswald et al. (1993); Oswald (1992); Werner (2005). In the mean
time, it has become commonly accepted to employ MC calculations

to accurately calculate the dependence of the elastic backscattering
coefficient on the IMFP Powell and Jabłonski (1999). Experimental
data for the elastic backscattering coefficient are compared with the
OKG-model and MC calculations in Figure 8C for 500 eV electrons
backscattered from a Gold surface for the geometrical configuration
illustrated in Figure 8A.

Since one is interested in the elastic peak intensity, the number
of inelastic collisions should be set to zero in Eq. 6, yielding for the
elastic peak intensity, i.e., the zero order partial itensity:

C0 (λi) =
∞

∫
0

Q (s)exp(−s/λi)ds. (22)

Eq. 22 explains the sensitivity of the zero-loss peak to the value
of the IMFP: for small values of λi, the exponential function in
Eqn. 22 is small and electron reflection without loss is rather
unlikely while for large values of λi the exponential function is
close to unity and an appreciable elastic reflection coefficient results.
Calibration curves can be established via Eq. 22 by calculating the
pathlength distribution Q(s) for the considered energy, material
and experimental geometrical configuration, and evaluating the
zero order partial intensities for a range of values of λi. The
value of the IMFP can then be read-off this calibration curve by
finding that IMFP value that matches themeasured elastic reflection
coefficient.

Since it is difficult to perform absolute measurements of the
elastic reflection coefficient, reference measurements are usually
performed under identical experimental conditions on materials
for which the IMFP is assumed to be known. An example of
this procedure is shown in Figure 6 for polymethylmetacrylate
(PMMA) Werner et al. (2022b). Panel (a) shows the measured
elastic peaks, together with a fit to a Gaussian, from which the
peak area can be accurately determined, the calibration curve
for 1,000 eV is shown in panel (b) and the retrieved values of
the IMFP with and without correction for surface excitations
are indicated by the arrows labelled accordingly. The reference
material used was Si. It turns out Werner et al. (2022a) that the
surface excitation probability for polymers is negligible compared
to that of metals Werner et al. (2001b), leading to a strong
correction of the retrieved IMFP values after accounting for surface
excitations in the reference material. The final result, shown as
filled data points in Figure 2, is in good agreement with the
values derived from optical data by Shinotsuka and coworkers
Shinotsuka et al. (2022).

This type of comparison has been performed for many materials
in the recent past Powell and Jabłonski (1999) and a comparable
consistency between IMFP values derived from optical constants
and EPES measurements is generally obtained. This is a very
important observation, since it implies that the accuracy in the
IMFP values has dramatically improved since the early days of
electron spectroscopy where a large variation (of up to 50% !) of
IMFP values cited in the literature was seen Seah and Dench (1979).
Since the IMFP is a quantity of paramount importance not only
for quantification of surface concentrations, but also for nanoscale
calibration of film thickness by means of electron beam attenuation,
it implies a serious advancement of the field of electron spectroscopy.
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FIGURE 6
(A) Elastic peak spectra of PMMA (data points) for the employed
energies shown together with the fit to a Gaussian function (black
curves) for the indicated energies. (B) Calibration curve for the IMFP
using the Si reference for PMMA, for 1,000 eV. Black solid curve:
polynomial fit of the result of the ratio of the reflection coefficient of
the unknown and the reference sample calculated with the MC
technique. Red arrow: experimental result after correction for surface
excitations; black dash-dotted arrow: without surface excitation
correction; The blue arrow indicates the IMFP value of Ref.
Shinotsuka et al. (2022). The resulting values for the IMFP are shown as
data points in Figure 2.

6.2 Reflection electron energy loss
spectroscopy

Figure 7 illustrates the analysis of two REELS spectra to retrieve
the inelastic scattering characteristics, from which the optical
constants can eventually be derived Astašauskas et al. (2020). The
spectra in Figure 7B were measured at two different energies, 500
and 3,000 eV, both taken at normal incidence with an emission
angle of 60°, corresponding respectively to larger and smaller
contributions of surface excitations (see Eq. 14). The surface was
cleaned by 4 keV Ar+-ion sputtering, the elastic peak was subtracted
from the measured spectra which were divided by the elastic peak
intensities to give the reduced loss spectrum in absolute units
corresponding to Eq 17.

The partial intensities, calculated with the trajectory reversal
MC technique are presented in panel (a) and are seen to
be qualitatively different, slowly increasing for 3,000 eV, and
monotonically decreasing for 500 eV, a difference caused by the

FIGURE 7
(A) reduced partial intensities for electron backscattering from a
SiO2-surface for maximum (500-eV, red) and minimum (3000-eV,
blue) surface sensitivity; (B) experimental spectra, the black curve
represents the simulation using the partial intensities shown in (A) and
the DIIMFP and DSEP shown in Figure 1 using Eq. 17. (C) result of the
Tougaard-Chorkendorff procedure, Eq. 19; Tougaard and
Chorkendorff (1987).

different ratio of the elastic and inelastic mean free path. The
experimental spectra, shown in panel (b) clearly reflect this trend.
The result of the Tougaard-Chorkendorff algorithm, shown in panel
(c), exhibits a greater intensity of low energy losses, for the spectrum
taken at 500 eV. The surface sensitive spectrum also exhibits more
intensity in the band gap region below ∼10 eV. Applying the
procedure summarised by Eq. 20 to the spectra in panel (c) leads
to the DIIMFP and DSEP shown in Figure 1D,E. The black curves
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in panel (b) are simulated spectra using the partial intensities in (a)
and the retrieved inelastic scattering characteristics.The consistency
between these experimental results and the data in Palik’s books
obtained with optical means is again quite satisfactory.

In an experiment proposed by Novak Werner et al. (2013a), it
has been possible to demonstrate that energy losses in a reflection
experiment not only occur when an electron is inside the solid,
but also in vacuum, before or after the surface crossing, a process
referred to as super-surface scattering. This makes it possible to
uncover the Landau-Goudsmit-Saunderson loss function in the
quasi-elastic regime.The experimental configuration is illustrated in
Figure 8A: 500-eV electrons are incident on an Au surface with an
incidence angle of 70° w.r.t. the surface normal. Angular resolved
REELS spectra were measured by rotating an electrostatic analyser
around the surface in the range of scattering angles between 40°

and 170°. An example of a spectrum obtained in this way is shown
in Figure 8B, for the case of normal emission. The contribution of
bulk scattering was removed from the spectra by applying Eq 18.
Multiple surface excitationswere subsequently removed, resulting in
the spectrum represented by the blue curve, which agrees reasonably
well with earlier measurements taken under significantly different
experimental conditions (green curve) Werner et al. (2007; 2009).
The area under this curve represents the average number of surface
excitations in a single surface crossing ⟨ns⟩.The angular distribution
of the average number of surface excitations is shown as data points
in panel (d) of Figure 8. This experiment is a special case, where
the angular distribution comprises deep minima in the differential
elastic cross section, in which case deflections experienced during
inelastic surface excitations can not be neglected Werner et al.
(2013a). This is confirmed by the red curves representing surface

FIGURE 8
(A) Illustration of the experiment to measure the angular distribution of REELS of an Au surface. (B) Spectrum measured at normal emission (red); black
curve: raw data after elimination of multiple bulk scattering; the blue curve is the distribution of energy losses in a single surface excitation; green
curve: earlier results obtained under different experimental conditions Werner et al. (2009). The area under the blue curve is the average number of
surface excitations ⟨ns⟩. (C) Angular distribution of the elastic peak intensity (data points). The green curve represents the corresponding portion of the
elastic scattering cross section; The red and blue curves are simulations using MC calculations (blue) and the Oswald-Kasper-Gaukler model (red)
Oswald et al. (1993). (D) Data points: experimental angular distribution of ⟨ns⟩, the red curves represent theory with (solid) and without (dashed)
deflections in the course of a surface excitation taking place in vacuum; blue curves represent theory for surface excitations taking place inside the
medium; (E) experimental angular-resolved energy loss distribution; (F) Landau-Goudsmit-Saunderson loss function calculated with (Eq. 10); (G)
angular-resolved energy loss distribution after elimination of super-surface scattering.
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scattering in vacuum with (solid) and without (dashed) taking into
account deflections during surface scattering.The theory accounting
for deflections during super-surface scattering are seen to agree quite
well with the experimental data points. Note that the comparison
in Figure 8D is in absolute units. The blue curves represent surface
excitations taking place inside the medium.

The raw experimental angular energy loss distribution is
presented in panel (e) and compared with the Landau-Goudsmit-
Saunderson (LGS) loss function (panel (f)) according to theory in
the QE-case calculated using (Eq. 10). Surprisingly, it can be seen
that the two data sets are anti-correlated: minima in the experiment
correspond to maxima in theory. The apparent contradiction is
resolved by noting that the LGS loss function was calculated on the
basis of volume scattering only. After eliminating the contribution
of surface scattering from the experimental data, the result in panel
(g) is obtained, which compares well with LGS theory. Elimination
of surface scattering was again performed with Eq. 18, just as for
the data shown in Figure 8D, but with an appropriate choice of
the required input parameters, i.e., by using the surface partial
intensities, Eq. 13, and the DSEP, instead of the bulk parameters
used in Figure 8D. The ability of the partial intensity approach
to decompose a spectrum into its constituents is one of its major
merits and in the present example makes it possible to directly
experimentally observe the LGS loss function in the QE regime.

6.3 X-ray photoelectron spectroscopy

The NIST standard reference database SESSA (Simulation of
Electron Spectra for Surface Analysis) is a useful tool for quantitative
interpretation of Auger-Meitner-electron and X-ray photoelectron
spectra (AMES/XPS) for surface analysis and to improve the
accuracy of quantitation in routine analysis Werner et al. (2014c);
Smekal et al. (2005). For this purpose, the database contains physical
data required to perform quantitative interpretation of an electron
spectrum for a specimen with a given composition. Retrieval
of relevant data is performed by a powerful expert system that
queries the comprehensive databases. A trajectory reversal MC
simulation module based on the partial intensity approach is
available within SESSA that can be used to rapidly calculate
peak intensities as well as the energy and angular distribution
of the emitted electron flux. SESSA contains data for many
parameters required in quantitative AMES and XPS, such as the
differential inverse inelastic mean free paths, total inelastic mean
free paths, differential elastic-scattering cross sections, total elastic-
scattering cross sections, transport cross sections, photoelectric
cross sections, photoelectric asymmetry parameters, electron-
impact ionisation cross sections, photoelectron lineshapes, Auger-
Meitner-electron lineshapes, fluorescence yields and Auger-Meitner
electron backscattering factors. Electron spectra can be simulated
not only for semi-infinite surfaces, but also for layered samples
and for nanostructures such as core-shell nanoparticles, islands,
nanowires, spheres, and layered spheres on surfaces. Simulations can
be performed for arbitrary incident photon and electron energies
in the range of 50 eV–30 keV, polarised x-ray beams, and arbitrary
experimental geometrical configurations.

The comparison of the experimental hard X-ray spectra with
SESSA simulations, shown in Figure 3, demonstrates that the

spectral shape in XPS can be accurately modelled within the
PIA. The ability of SESSA to accurately predict peak intensities
is demonstrated in Figure 9, which compares experimental peak
intensities of two types of ionic liquids with SESSA simulations
Holzweber et al. (2019). Ionic liquids are easy to prepare, have an
extremely low vapor pressure and after casting a drop on a sample
holder exhibit an extremely flat and smooth surface. They are
furthermore good conductors, have photopeaks in the energy range
of interest for XPS and are inert to oxidation and irradiation by
X-rays. These properties make them ideal test samples for XPS,
and by comparing experimental peak intensities with simulated
ones, the transmission function of the experimental apparatus can
be calibrated. Figure 9 compares SESSA simulations for the peak
intensities of the class of 1, 3-dialkylimidazolium ionic liquids with
bis(tri-fluoromethylsulfonyl)imide as counterion, [CxC1im][NTf2],
for different values of x. These multi-elemental samples exhibit five
intensive photoemission peaks, F1s, O1s, N1s, C1s, and S2p, in an
energy window from 1,600 to 700 eV on the binding energy scale.
This is the most important range for applications of quantitative
XPS for surface chemical analysis of soft matter. Spectra of these ILs
were recorded at different laboratories with different instruments for
which the transmission function was calibrated using the UNIFIT
software Hesse et al. (2005). It was found that the ILs with x = 2,3,
i.e., the ionic liquids with an ethyl or propyl-group are best suited
as reference materials since they exhibit the best homogeneity
within the information depth of XPS. The excellent consistency
between the SESSA simulations and the experimental results of this
interlaboratory study demonstrates the high level of accuracy in
the model for the signal generation and transport, as well as the
physical parameters entering the model, as presently incorporated
in the SESSA databases.

Chemical characterisation of core-shell NPs (CSNPs) is
nowadays very important for nanotechnological applications. The
present version of the SESSA software V2.2 Werner et al. (2014c) is
using the PENGEOMpackageAlmansa et al. (2016) to simulate XPS

FIGURE 9
Experimental XPS peak intensities of carbon, oxygen, nitrogen and
sulfur signals measured on an ionic liquid measured in different
laboratories compared with corresponding intensities obtained by
SESSA. All peak intensities were normalised by the F1s signal. The
straight line has unity slope and passes through the origin, the data
points show evaluations of data from different laboratories, as
indicated in the legend Holzweber et al. (2019).
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intensities and spectra for surfaceswith complex nanomorphologies.
These include core-shell particles, multi-shell particles, nanowires,
and islands on layered planar surfaces. SESSA has been succesfully
employed in the field of nanoparticle characterisation by means of
XPS Werner et al. (2014b,a); Chudzicki et al. (2015); Belsey et al.
(2016); Powell et al. (2016, 2018); Müller et al. (2019); Cant et al.
(2020).

For example, the commonly made assumption that the XPS
signal from a powder-like aggregate of nanoparticles can be treated
as the signal coming from a single nanoparticle Kuipers et al. (1986),
has been verified by SESSA simulations Werner W. S. et al. (2014).
A comparison has also been made with the semi-empirical “TNP”-
formula by Shard. Shard (2012), a simple predictive formula to
calibrate shell thicknesses from measured core/shell XPS-intensity
ratios. SESSA has been used to investigate the range of validity
of several approaches developed for NP characterisation with
XPS Chudzicki et al. (2015) and has been instrumental in the
INNANOPART project Alex G Shard (2014) with the objective to
develop techniques to characterise the chemical structure of CSNPs.
A recent publication Cant et al. (2021) summarises a technical
report International Organization for Standardization (2021) from
the International Organization for Standardization with guidelines
and recommendations for the quantification of XPS data and for the
analysis of nanoparticles with coatings.

Self-assembled monolayers (SAMs) of alkanethiols on flat gold
surfaces are awidely employedmodel system in nanotechnology due
to their well-defined structure and surface properties. Numerous
studies deal with the synthesis, characterisation, thermodynamics,
and reactivity of alkanethiols on flat gold surfaces but there are
still many open questions regarding basic properties of SAMs
on highly curved surfaces Biebuyck et al. (1994); Hansen et al.
(1992); Folkers et al. (1992); Luedtke and Landman (1998);
Love et al. (2005); Daniel and Astruc (2004). Techane et al. (2011)
conducted a quantitative analysis of the SAM-layer thickness of 16-
mercaptohexadecanoic acid (C16COOH) on flat gold and on 14 nm
diameter gold nanospheres using XPS. With SESSA, simulation
of XPS spectra is possible for different aggregates of CSNPs (see
Figure 10) with an arbitrary number of shells simply by defining the

compositions, thicknesses, and atomic densities of each layer in the
CSNP. The spectra in Figure 10 show SESSA simulations performed
for three different nanomorphologies Chudzicki et al. (2015): 1)
SAM on a flat gold surface (red); 2) CSNPs formed by SAMs on
gold NP-cores (blue); and 3) a single SAM/Gold-CSNP (orange).
The experimental spectra, corrected for the transmission function
of the analyser, measured by Techane et al. are also shown and
agree satisfactorily with SESSA simulations. The analysis allowed
the authors not only to evaluate the internal structure of this type of
CSNP, but also to quantify the length of a single CH2 group in the
aliphatic chain of the SAM to be between 0.10 and 0.11 nm. It should
also be noted that the ratio of peak intensities for the single CSNP
model and the powder model are identical, justifying the commonly
employed single nanoparticle hypothesis for powders of NPs
Kuipers et al. (1986). On the other hand, the shape of the inelastic
background is distinctly different, suggesting the use of inelastic
background analysis for NP-characterisation Müller et al. (2019);
Hansen et al. (1992). Indeed, analysis of the shape of the inelastic
background, as well as angle resolved XPS are nowadays highly
popular means to obtain information on the compositional depth
profile near surfaces as well as their nanomorphology Tougaard
(2021); Tasneem et al. (2010).

Summarising the above, good consistency between data assessed
using very different approaches has been demonstrated for quasi-
elastic electron transport in the medium energy range. This
is true for the IMFP values calculated from optical constants
and EPES measurements (cf. Figures 2, 6), for the analysis of
REELS spectra for SiO2, from which the dielectric function was
extracted in satisfactory agreement with optical measurements (cf.
Figures 1D,E, 7). The powerful method to decompose the spectrum
into its constituents (Eq. 18) proves the existence of supersurface
scattering in a reflection geometry (Figure 8), and made it possible
to experimentally uncover the LGS loss function (Eq. 10), which,
from the theoretical point of view constitutes the core of the energy
dissipation process. The various examples considered for XPS also
showed satisfactory agreement, typically within 10%–15%. This
typical error estimate is comparable to the uncertainty in the IMFP
values, which is still the parameter giving the greatest contribution

FIGURE 10
Left panels illustrate typical aggregates of core shell nanoparticles (CSNPs) which can be modelled with SESSA. The presented spectra compare
transmission-function corrected data for self-assembled monolayers (SAMs) of 16-mercaptohexadecanoic acid (C16COOH) (1) on a flat gold surface
and (2) CSNPs formed by SAMs on gold NP-cores with the corresponding simulations. In addition, (3) the simulated spectrum for a single CSNP is also
shown. The peak intensity ratios for the single CSNP and powder model are identical, but the shape of the inelastic background is distinctly different.
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to the error in quantification of electron beam techniques. Looking
back several decades, when the uncertainty in the IMFP was 50%
rather than 15% Seah and Dench (1979); Briggs and Seah (1983),
one can say that the quantitative understanding of electron spectra
has seen a remarkable development: many authors have dedicated a
lot of careful work to improve both the model for electron transport
near surfaces as well as the input parameters required by them, and
have devised appropriate experiments to benchmark the employed
models and physical parameters.

6.4 Low energy electrons

Unfortunately, the situation in the low energy regime (<100 eV)
is presently far less satisfactory. The main reasons seem to be the
following: 1) The model for electron transport needs to be extended
to take into account additional physical phenomena which are less
important in the medium energy range; 2) The physical parameters
entering any model are not known with an accuracy anywhere
comparable to the case of medium energies; 3) Experiments with
low energy electrons are generally more difficult and the necessity of
using extremely well-defined surfaces is even more stringent in the
low energy case; and 4) Falsification of any of the models found in
the literature is complicated by the lack of benchmark data acquired
by specifically designed experiments.

While the theoretical description of SE emission has advanced
considerably since the early days of the field Kanter (1961); Schou
(1980); Seiler (1983); Ganachaud and Mokrani (1995); Ganachaud
and Cailler (1979); Rösler and Brauer (1992); Moller and Mohamed
(1982); Rösler and Brauer (1981); Devooght et al. (1998); Kuhr and
Fitting (1999); Chung and Everhart (1977); Dubus et al. (1987),
important questions regarding the model for electron transport
remain unanswered. Concerning elastic scattering, the Mott-cross
sections for elastic scattering seem to be adequate above 200 eV, but
for lower energies it becomes necessary to account for exchange
and polarisation effects as well as absorption and solid state effects.
These phenomena all have a significant quantitative impact on the
physics of elastic scattering Salvat et al. (2005); KESSEL (2022). It
is difficult to experimentally determine the required corrections
or even to asses the ranges of validity of any approach. Below
about 100 eV, measurements of the elastic reflectivity from surfaces
no longer agree quantitatively with atomic cross sections even for
a noble metal such as Au Ridzel (2019). Furthermore, phonon
scattering needs to be taken into account at these energies, for
which several models have been proposed Ziman (1960, 1972);
Schreiber (2001); Fitting et al. (2001); Schreiber and Fitting (2002);
Pop et al. (2004); Akkerman and Murat (2015); Sparks et al. (1981);
Fischetti and Laux (1996); Gibarua et al. (2022), leading to widely
different values for the transport mean free path for phonon
scattering. Again, it is not easy to experimentally decide which of
these models yields the best description and usually that model
is chosen for which the required parameters are the most readily
available.

Formedium energies, optical data used in linear response theory
yield consistent results between experiment and theory for inelastic
scattering (see Figure 2). In the low energy range, several authors
have proposed different approaches but the consistency of the results
is rather poor and comparison with experiment is not convincing

Bourke and Chantler (2010); Chantler and Bourke (2019); Nguyen-
Truong (2017, 2016); de Vera and Garcia-Molina (2019). The latter
fact is summarily illustrated in Figure 11, showing the IMFP values
for the noble metal Au in panel (a) as datapoints, exhibiting
a significant scatter for energies below ∼100 eV. Experimental
SE yields, i.e., the number of detected electrons upon impact of a
single primary electron, as a function of the incident energy are
presented in Figure 11B Ridzel et al. (2020). Again, a significant
scatter in the experimental SE yield curves is observed, even for a
noblemetal, which is comparably easy to preparewith awell-defined
clean surface.

The green dash-dotted and the black dashed curve in
Figure 11A represent calculations of the IMFP using two different
physical models, the Mermin Mermin (1970) and the Penn model

FIGURE 11
(A) Data points: Experimental IMFP values for Gold taken from the
literature Penn (1987); Shinotsuka et al. (2019); Kanter (1970);
Lindau et al. (1974); Tanuma et al. (2005); Zhukov et al. (2006),
compared with IMFPs obtained via analysis of SEY data shown in (B)
(solid blue line); Dashed black line: IMFPs calculated using the Mermin
dielectric function; Dashdotted green line: Penn’s SSPA algorithm. For
energies above ∼100 eV the IMFP from different sources agrees almost
perfectly. The symbol ϕ indicates the work function of Gold, Ui is the
inner potential Ridzel et al. (2020). (B) Comparison of results of the
MC calculation for SEYs using IMFP data shown in Figure 1A with
experimental data Brohnstein and Freiman (1968); Joy (2003); Lin and
Joy (2005) (data points). Note that the SE-yield above ∼100 eV
changes significantly when the IMFP for energies below 100 eV is
varied within the limits shown in panel (A).
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Penn (1987), which were chosen here exclusively because they give
widely different values for the IMFP in the low energy range, while
for high energies these two models yield practically identical IMFP
values. The green, blue and black curves in Figure 11B represent
MC-calculations of the SE-yield. The only difference between these
calculations is the energy dependence of the IMFP for energies
below 200 eV, as shown in panel (a). The calculations for the yield
values at higher energies is seen to depend quite significantly (up
to a factor of three) on the low energy IMFP values. It should be
emphasised again that apart from IMFP values below 200 eV the
model to calculate the dashed and dash-dotted curves was identical.
The explanation is that, nomatter how energetic the primary particle
is and to what depth the secondary cascade extends, a limiting factor
of SE emission is always the ability of the SE cascade to penetrate the
surface and hence the SE yield at arbitrarily high energies is always
sensitive to the low energy transport.

This fact was employed to obtain information about the low
energy IMFP energy dependence from the high energy part of the
yield curve. The IMFP energy dependence was varied in between
the two extreme cases labelled “Mermin” and “Penn” and the least
squares deviation between experimental and simulated yield curve
was minimised giving the optimum IMFP energy dependence in
the low energy regime. This optimum is represented in Figure 11
by the blue solid curve in panel (b), the corresponding IMFP values
are shown in blue in panel (a). This result suggests that for Au, the
Penn algorithm Penn (1987) yields IMFP values which give the best
match between simulated SE-yields and the available experimental
data. Since the experimental data exhibit a significant scatter and
the employed model to simulate the SE-yield contains a number of
additional parameters also fraught with errors which are difficult to
quantify, it is still difficult to state with certainty which model for
the IMFP is best, but it does show that the entire SEY-curve contains
information about the low energy transport.

While the sensitivity of the high energy part of the yield curve
to the physics of low energy transport is fundamentally interesting
and could indeed be utilised to obtain information about the low
energy transport, it is clear that this would first require reliable
measurements with sufficiently small error bars of the SE-yield
curve. To ensure reproducibility and intercomparability of literature
data it is not only necessary to produce accurate data, but also to use
extremely well-defined surfaces.

The latter point is also of paramount importance for a final
phenomenon essential for low energy electrons near surfaces: the
escape over the surface potential barrier. The model for the crossing
of the potential barrier needs a more careful treatment for electron
energies close to the vacuum level. Moreover, it is difficult to find
adequate parameters describing the potential barrier for arbitrary
materials, in particular for insulating materials. Cazaux (2010b,a,
1999, 2006); Kuhr and Fitting (1999); KESSEL (2022); Astašauskas
(2019). Special care must also be taken in experimental work in this
connection, since minute changes in the work function and inner
potential can lead to dramatic changes in the SE yield.

For energies close to the vacuum level, the electronic structure
of the investigated materials also needs to be taken into account.
Electron reflectivity at very low energies is modulated by the
available density of final states, in particular energy gaps above
the vacuum level cause maxima in the reflectivity Bellissimo et al.
(2020); Bellissimo (2019); Bronold and Fehske (2022), whileminima

are observed for energies with available final states. In multilayered
graphene samples, oscillations in the reflectivity are observed
which are caused by the presence of interlayer resonances in the
electronic structure Feenstra et al. (2013). These oscillations occur
when electrons are multiply reflected by the π-bound layers in
van der Waals materials Jobst et al. (2015); Frank et al. (2011);
Mikmekova et al. (2013). This gives rise to a strong anisotropy of
the involved phenomena such as an unexpected dependence of
the transverse IMFP on the number of layers Geelen et al. (2019).
Generally, on well-prepared crystalline surfaces, the band structure
causes strong features in the angular-energy distribution of the
SE emission close to the vacuum level Willis et al. (1971); Willis
(1975).

Perhaps the most important problem in connection with
SE emission from surfaces is that it is very difficult to falsify any
of the models which can be found in the literature. The point is
that the experimental data which are generally used to validate any
model, such as SE-yield curves, backscattering coefficients as well
as the energy spectrum of SEs are all essentially featureless. None
of these quantities exhibits strong characteristics allowing to infer
the mechanism leading to SE-generation and their escape from the
surface.

This difficulty can be overcome by electron coincidence
measurements, i.e., spectroscopy with correlated electron pairs, two
electrons which have interacted with each other. By correlating the
arrival times of electrons in two detectors Berakdar and Kirschner
(2004); Voreades (1976), the spectrum of emitted SEs can be
recorded, differential with respect to a certain given energy loss of
the primary particle. In other words, in this way one can establish
a causal relationship between a certain energy lost by the primary
particle and the spectrum of electrons emitted as a result of this
specifically considered energy loss.

The double differential secondary electron-electron energy loss
spectrum (SE2ELCS) for 100 eV primary electrons incident on
a SiO2 surface is shown in Figure 12C on a false color scale.
The DIIMFP of SiO2 (cf; Figure 1B) is shown for comparison
by the white curve. Each pixel in the coincidence spectrum
represents the intensity of electron pairs with energies (E1,E2). For
each energy of the fast electron (E1), the intensity along the E2
axis gives the secondary electron spectrum caused specifically by
primary electrons that have lost the considered energy ΔE = E0 −E1.
As expected, these exhibit considerably more structure and
characteristic features than the singles spectra.

Generally, since the energy and momentum of all particles
involved in the interaction (the incident and the detected
electrons) are fixed by the experimental conditions in coincidence
spectroscopy, the kinematics of the interaction giving rise to
emission of the SE is fully determined. In other words, the initial
state of the emitted electron in terms of its binding energy and
momentum in the solid, can be reconstructed from coincidence
measurements using energy and momentum conservation. In
this way, the electronic transition leading to the SE emission is
pinpointed and the mechanism for SE creation can be studied
Werner et al. (2020).

This type of measurement has contributed substantially to the
understanding of low energy electron transport and emission of
SEs. First of all, early coincidence measurements were able to
establish the causality between the energy loss of the primary and
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FIGURE 12
(A) Electronic structure model for an insulator explaining the method
to determine the electron affinity using two-particle spectroscopy; χ:
electron affinity, Eg: band gap energy. It is seen that the smallest
energy loss ΔEmin required for emission of a secondary electron just
above the vacuum level is: ΔEmin = Eg + χ. (B) Comparison of the
(singles) reflection electron energy loss spectrum (REELS, red curve)
with the coincidence spectrum shown in (C) summed over all energies
E2 of the second electron; (C) Double differential coincidence
spectrum of SiO2 overlayed with the REELS spectrum (white curve).
Emission from the top of the valence band is indicated by the diagonal
red line. The dashed green line corresponds to energy conservation
E1+E2= E0.

the emission of secondaries Voreades (1976). Secondly, the fact
that the transport of the primary can be seen as a Markov-chain
of binary collisions was later unambiguously verified Werner et al.
(2011). Furthermore, the conjecture that the decay of plasmons
leads to emission of secondaries von Koch (1970), which was

later supported by theoretical calculations Chung and Everhart
(1977) was directly verified by means of coincidence measurements
Werner et al. (2008a). This can be clearly seen for the case of SiO2
in Figure 12C where the plasmon feature in the white curve in
the single scattering regime gives rise to a strong peak in the
coincidence intensity for energies E1 between ∼70 eV and ∼85 eV.
It was also found that plasmon-decay leads to emission of a
single SE while coherent multiple plasmon excitation could not be
observedWerner et al. (2013b); Bellissimo (2019), corroborating the
Markov-chain model also for low energy transport. Even when the
primary electron is approaching the surface, but still in vacuum,
the Coulomb interaction with the surface leads to surface losses,
which cause emission of SEs which are directly observable in
coincidence data Werner et al. (2013b). Coincidence spectroscopy
was also used to resolve the (π+ σ)-plasmon spectrum of graphite
with respect to the electronic interband transitions involved in its
decay Werner et al. (2020).

The cited examples show that coincidence data provide essential
benchmarks for the validation of low energy electron transport
models. In fact, in a recent work Werner et al. (2020) coincidence
spectroscopy also gave the explanation of a prominent feature in the
singles (i.e., non-coincident) spectrum of highly oriented pyrolitic
graphite, commonly referred to as “X″-peak in graphite Ueno et al.
(2001). The “X″-peak is a strong resonance in the SE spectrum of
graphite, with a well-defined characteristic energy of 3.7 eV above
vacuum. It occurs when the (π+ σ)-plasmon in graphite decays,
thereby breaking the symmetry of the system and hybridising the
interlayer states with atomic like σ-states. The hybrid state has both
a high density of states andmobility, and couples strongly to vacuum.
In other words, a channel for low energy electron escape opens up
with a characteristic energy determined by the final state electronic
structure. This should be compared with the characteristic energies
of Auger-Meitner or photoelectrons, which are determined by the
initial state binding energies of the involved electronic levels. This
characteristic peak in the singles SE spectrum of graphite can be
very useful to calibrate the energy scale near the vacuum level in
any experimental apparatus.

Coincidence data not only provide benchmark data for models
of SE generation and transport, but also directly contain important
information about the electronic structure of a material. This
particularly concerns electron refraction of escaping SEs at the
surface potential barrier of an insulator Samarin et al. (2004). In
a first approximation, the crossing of the surface barrier can be
treated within a simple one-dimensional Schrödinger equation with
a potential barrier. While the parallel component of the momentum
is conserved, the perpendicular component of the momentum k⊥,in
is increased inside the solid:

k2
⊥,in

2
=
k2
⊥,out

2
+Ui, (23)

where Ui is the inner potential, which, in the case of insulators is
taken to be given by the electron affinity, the energetic distance
between the bottom of the conduction band and the vacuum level
(see Figure 12A). The inner potential thus leads to refraction at the
surface and the critical angle of refraction θc defines the opening
angle of the cone of electrons inside the solid which are allowed to
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escape:

ΔΩ = 2π(1− cosθc) = 2π(1−√
Ui

E
), (24)

where, for simplicity, the classical transmission probability was used.
For energies E ∼ Ui, the energy dependence of the opening angle
of the escape cone defines the energy distribution, i.e., the typical
(featureless) shape, of the secondary electron spectrum, just above
the vacuum level. Moreover, the escape cone has a strong influence
on the SE emission yield, for any primary energy.

The electron affinity can be directly read-off from coincidence
data, as explained in Figure 12A: the smallest energy loss possible
in an insulator is equal to the band gap, which can be found
by inspection of the onset of losses in the singles energy loss
spectrum. The smallest possible energy loss for which a second
electron, a secondary, can reach the vacuum level is given by the
sum of the band gap and the electron affinity, and corresponds
to the onset of energy losses in the coincidence spectrum. The
difference between these two values then gives the electron affinity.
In Figure 12B the singles energy loss spectrum is compared with
the spectrum obtained by summing the coincidences over E2. The
shift in the onset of losses between the singles and the coincidence
spectrum is χSiO2

=0.9 eV, in good agreement with the literature
value. Beyond the single scattering regime, the Markov-chain type
plural scattering regime of the primaries, i.e., non-coherent multiple
plasmon excitation, also leads to SE emission with (secondary)
energies E2 approximately limited by the red horizontal line, which
is given by E2 = ωp −Eg − χ, where ωp is the energy of the plasmon.

For crystalline materials, the change of the wavelength upon
surface crossing can be monitored by analysis of the vacuum
energies at which Bragg diffraction occurs Werner et al. (2020).
There seems to be no consensus in the literature how this can
be achieved for non-crystalline insulators, making it difficult
to properly define the reference energy of electrons inside this
class of materials. It would be interesting to see how the inner
potential values obtained at high energies, using electron holography
measurements Dunin-Borkowski et al. (2023) compare with data
for energies close to the vacuum level, such as the ones shown in
Figure 12. The holography data could potentially be an extensive
and extremely useful database for the inner potential.

6.5 2-Dimensional electron cascade in the
scanning field emission microscope

Any textbook on electron microscopy contains an illustration
of the three-dimensional electron cascade defining the “pear-
shaped” interaction volume, in which the generation of various
signals takes place which are employed in electron microscopy,
such as fluorescent x-rays, backscattered electrons, SEs and Auger-
Meitner electrons Kyser and Murata (1974); Goldstein et al. (1992);
Reimer (1985). Conventional electron microscopy uses rather
massive electron-optical components to focus a beam to the
desired nanoscale dimensions, which can then be used to either
get information about the surface structure, but also to modify
the nanomorphology of a surface, as in focussed electron beam
induced deposition (FEBID) Huth et al. (2012). Obviously, for

nanotechnological applications, a tool for nano-characterisation
and modification with microscopic dimensions offers significant
advantages. Such a tool is realised by the scanning field emission
microscope (SFEM) Young et al. (1971); Bertolini et al. (2017),
a scanning tunneling microscope (STM) operated in the field
emission mode, by retracting the tip from the sample surface to
distances of a few to a few tens of a nanometre. By applying a
negative bias of a few to a few tens of a volt to the tip, a lensless
microscope is realised. The strong field in the tip-sample junction
focusses the field emitted electrons to a nanometre sized spot on
the surface from which electrons are reflected and SEs are emitted.
By scanning the tip, images of the topographic contrast as well as
the magnetic signal of a sample have been obtained Pietro et al.
(2017). The SFEM is a development of the topographiner, pioneered
by Young some decades ago Young et al. (1971). The mechanism
of contrast formation in the SFEM has posed a riddle in the past,
since preliminary calculations of electron trajectories in vacuum
Cabrera (2016) show that the field in the tip-sample junction pushes
all electrons at the impact position back into the surface, preventing
them to reach the detector.

This apparent paradox was resolved by means of model
calculations in which electron trajectories in vacuum are described
in a deterministic way, by numerical integration of the Newtonian
equations of motion Radlicka et al. (2018), while upon reentry into
the surface, the conventional MC approach for electron reflection
and creation of secondary electrons as well as their escape over
the surface barrier was employed Ridzel et al. (2020). The results
led to a paradigm shift in electron microscopy: the formation of
a two-dimensional electron cascade, which propagates along the
surface in the field between the electron source, the sample and
the (biased) detector Werner et al. (2019). While elastically and
inelastically backreflected electrons reaching the detector originate
from locations close to the impact position, the detected secondary
electrons are created far away, typically several tens or hundreds of a
micron (!).

The main simulation results leading to this conclusion are
presented in Figure 13, showing trajectories of electrons emitted
from a tip leading to a cascade of secondary electrons. From top
to bottom (a)-(e), the field of view is zoomed out from nanoscale
dimensions (panel (a)) to macroscopic dimensions (panel (e)) as
indicated by the yellow size bars. The orange annulus in panel (e)
represents the detector in the considered configuration. Trajectories
depicted in blue color indicate primary electrons, the light blue
color indicates first generation SEs created by energy loss processes
of the primaries. These first generation SEs in turn create second
generation SEs (green), and so on, ultimately forming the cascade.
The left column represents a side view of the surface with the
black solid line indicating the solid-vacuum interface. Above the
surface, in vacuum, mainly reflected electrons (blue) are visible,
their trajectories clearly showing the influence of the strong field
in the tip-surface junction. Inside the solid, the trajectories exhibit
the typical shape commonly observed in MC results of particle
transport, but the essential feature to note is that the lateral extent
of the cascade is huge, spanning a macroscopic range, while the
maximum extension along the depth coordinate is merely some tens
of a nanometre, i.e., the SE cascade is essentially two-dimensional.

Analysis of the spectrum of electrons reaching the detector
reveals that the low energy part of the spectrum, i.e., the peak of

Frontiers in Materials 17 frontiersin.org

https://doi.org/10.3389/fmats.2023.1202456
https://www.frontiersin.org/journals/materials
https://www.frontiersin.org/journals/materials#articles


Werner 10.3389/fmats.2023.1202456

FIGURE 13
Electron trajectories in and above a Silver target for a tip located
20 nm above the surface. Left column: side view, with the label “0″

indicating the interface between the solid (below the horizontal black
line) and vacuum (above). Right column: top view. From top to bottom
(A–E), the field of view is zoomed out as indicated by the yellow size
bars. The color scale indicates the generation of the secondaries (see
the text).

secondary electrons, originates far away (microns) from the impact
position under the tip. The green diffuse features around the origin,
but rather far away from it (best seen in the top view of panel (b)
and (c)) indicate positions where these SEs aremainly created.These
SEs obviously carry no information on the sample properties at
the investigated location under the tip Werner et al. (2019). On the
other hand, the elastically and inelastically backscattered electrons
reaching the detector originate from the tip location and carry
information about the sample structure. These are best seen as blue

trajectories in the top view of panel (b)-(e), which reach the detector
(blue trajectories in panel (e)). This behaviour has in the mean time
been experimentally verified by energy filtered SFEM Thamm et al.
(2022). In this way, the existence of a 2-dimensional cascade in the
SFEM, predicted by the presented MC calculations has been shown
to exist in reality.

7 Summary

The concept of partial intensities is a simple but effective
description of the electron energy dissipation process. In the quasi-
elastic regime where energy fluctuations dominate the energy
dissipation, it can be used to accurately model the shape and
intensity of electron spectra. The main tools for spectrum analysis,
make it possible to decompose the spectrum into its constituents
corresponding to different types of scattering or even collisions
taking place in different layers of the sample (Eq. 18) or to
extract information on the optical properties from electron spectra
(Eq. 20). Note that Eqs 6 and 18 are not only mathematically
speaking their mutually inverse operations but are also numerically
robust, Eqs 6 and 18 can be applied consecutively multiple
times, retaining the original data within all digitally representable
digits.

The usefulness of the partial intensity approach is not limited
to spectrum analysis, such as deconvolution of XPS spectra
Cserny et al. (2000); Werner et al. (2002), analysis of REELS data
Werner (2010); Werner et al. (2009), but can also be employed to
increase the efficiency of Monte Carlo calculations, both in the
quasi-elastic regime Werner (2001) as well as in the true slowing
down regime Wagner and Werner (1998); Werner (1997).

The presented applications demonstrate the level of consistency
between the theoretical description of electron transport based on
linear response theory using optical constants, and experiments
analysed without using any of the elements of this theory or
optical constants. This leads to satisfactory agreement between
IMFP values using the two approaches and also leads to good
agreement between optical constants derived from electron
spectra and optical measurements. Applying the spectrum
decomposition tools, the theoretical core of the energy dissipation,
the Landau-Goudsmit-Saunderson loss function has been exposed
in experimental data. Accurate quantification and nanomorphology
determination has also been demonstrated. It should again be
emphasised that the accuracy of both, compositional quantification
as well as calibration of length dimensions on the nanoscale
hinges critically on the availability of accurate IMFP values.
In summary, in the medium energy range, the quantitative
understanding of electron transport and the typical accuracy of
experimental data are of comparablemagnitude, a rather satisfactory
situation.

In the low energy regime (<100 eV), which is of growing interest
owing to its importance for nanotechnology, there is still a lot of
space for improvement.Themain problems have been indicated and,
where possible, routes towards improvement have been outlined.
It has been pointed out that one can obtain valuable information
about low energy electron transport by performingmeasurements at
high energies, and several types of measurements can provide good
benchmark data helpful for experimental work, such as the “X”-peak
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in graphite and the relationship between the band structure and
the low energy electron reflectivity. Spectroscopy with correlated
electron pairs has been proposed as an experimental technique
to overcome the limitations posed by the typical data used for
validation of models for low energy electron transport, such as
the SE-yield curves, the backscattering coefficient and the energy
spectrum of emitted SEs. The point is that the latter are all
essentially featureless and devoid of any characteristics useable to
quantitatively validate any separate physical phenomenon. Devising
experiments to quantitatively validate specific physical parameters,
such as the IMFP, phonon mean free paths, etc., has been identified
as an issue of high priority. This is deemed as one of the most
important routes towards improvement, since it could potentially
be used to falsify (or, what is the same, “validate”) existing
models.

In closing it should be emphasised that in spite of certain
deficiencies in the quantitative understanding of low energy
electron transport, the usefulness of state of the art models in
this field is undisputed. The available models are indispensable
for the advancement of nanotechnology in that they can help to
explain contrast mechanisms in various electron beam techniques,
to improve industrial production processes, such as electron
beam lithography, and even semi-quantitative model calculations
can be enlightening for interpretation of results obtained with
electron beam techniques. A case in point is the prediction
of the 2-dimensional electron cascade in the SFEM, which is
expected to play a significant role in future nanotechnological
applications.
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