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Experimental permeability measurements saw a considerable increase in accuracy

when recommendations and guidelines were imposed upon the realization of two

international benchmarks. Such requirements aid the design stage and experimental

validationof a permeameter rig however, systematic errors in themeasurements still

compromise the comparability of measurements obtained by different radial

permeameter rigs. Owing to hurdles and limitations in the data acquisition

system, validation of the mold cavity and fluid injection system, optical errors in

the visual tracking of a flow front, and uncertainties in themeasurement of the fluid

viscosity, the measurement’s accuracy is yet lower than the required for a

standardized process. In this study, the detailed study and calibration of such

parameters was able to identify and minimize error sources that would

otherwise result in undetected systematic deviations from the expected results.

In conclusion, the verificationproposedby the radial benchmarkdoesnotguarantee

the accuracy of the measurement, as the error in the instruments proposed for the

verification is comparable to the requirements themselves. This creates a certain

uncertainty in the verification that needs to be tackled with more detailed

measurement protocols to ensure not only the compliance with the

measurement requirements but also to set the limits of the attainable accuracy.

The rig was validated by measuring the permeability of the fabric reinforcements

used in the radial benchmark exercise.Due to the scattering in the results reported in

the benchmark exercise, 13 out of the 19 reported values were excluded to obtain a

good estimation of the expected permeability for each volume fraction. Although

the rig complied with all recommendations currently in place, the obtained

permeability showed a 20% deviation in the K1 direction, while the K2 was within

the expected range for the average value. The observed deviationwas later found to

be caused by an optical distortion, which affected the measurement of the real-

world flow front dimensions. A correction for this deviation needs further systematic

investigation, also a possible revision of the future standard since a correction for

optical distortions is yet not included in the measurement guidelines.
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1 Introduction

Liquid Composite Molding (LCM) is a widely popular

technique for the manufacturing of composite materials. It

comprises a large number of manufacturing processes with a

common link: the impregnation of a fabric reinforcement. In all

these processes, a textile reinforcement structure is placed inside

a mold cavity in a defined orientation, compacted up to a

pressure characteristic of the process, and impregnated with a

thermoset resin, such as polyester or epoxy, or a reactive

thermoplastic prepolymer. When injecting into a closed mold,

such as in resin transfer molding (RTM), it is essential to place

the inlet and outlet vents in the correct location according to the

resin flow inside the mold to prevent the occurrence of dry spots.

It is also important to inject with enough pressure to ensure the

reinforcement impregnation without fiber washing. Numerical

flow simulations based on finite elements can aid in the

determination of these parameters; however, limitations in

addressing the multi-scale flow during impregnation,

capturing realistic fiber architectures, or the fabric stack

deformation associated with compaction results in unrealistic

permeability estimations and a wide scattering between

permeability values derived from analytical models, numerical

simulations, and experimental measurements (Karaki et al.,

2017). Predicted permeability values are commonly validated

by comparison with experimental results since experimentally

measured permeability reflects the unpredictability of the real

environment conditions, namely the characteristic variability of

the fibrous reinforcements that are difficult to simulate. For that

reason, the accuracy of a validation depends on the quality of the

input parameters such as the fabrics compaction response or the

preform permeability in a real process (Siddig et al., 2018). While

accurate experimental permeability data is relevant for the

achievement of satisfactory simulation results, this is also

difficult to obtain. The literature is filled with permeability

measurement methods and experimental results, however,

misconceptions about the measurement procedure allied with

parameters measured with a low precision create a mixture of

human and systematic errors in the experimental results. These

types of errors and experimental uncertainties, contrarily to

random errors that are by definition uncontrollable, hence

being eliminated by averaging a series of measurements,

human errors and systematic errors can either increase

variability compromising the measurement accuracy or create

an uncontested bias in a systematic direction. The existence of

such errors in experimentally measured permeability was made

evident in 2011 with the first international permeability

benchmark (Arbter et al., 2011). In this benchmark,

permeability values from a total of 16 different experimental

procedures, combining mainly linear and radial methods,

showed a scatter between participants higher than one order

of magnitude for the principal permeability values. This scatter

level could not be explained by the natural variability in these

types of measurements, but more importantly, it made it

impossible to know the expected permeability values for the

tested fabric. Years later the second and third benchmark

exercises on linear unsaturated permeability (Vernet et al.,

2014) and radial unsaturated permeability (May et al., 2019),

respectively, tried to tackle the experimental errors with the

elaboration of measurement guidelines. These guidelines were

intended to solve misconceptions about the measurement

procedure or inconsistencies in the specimen preparation,

however the coefficient of variation (cv) in permeability values

reported by different systems was 28% higher than the cv

obtained by individual systems. The average individual cv is

comparable to the characteristic variability found in textiles,

which proves the guideline’s efficiency in improving

reproducibility. However, the same guidelines cannot ensure

the measurement’s accuracy and the comparability of results

obtained by different systems, something essential for the future

standardization of these tests. This happens because each input

parameter in the permeability calculation has the potential to

create a systematic deviation if not properly calibrated. For that

reason, ensuring that the real cavity thickness corresponds to the

desired cavity thickness, ensuring that the measured fluid

viscosity is indeed correct, or the injection pressure

corresponds to the required value remains the reason for

under/overestimation permeability measurements. With

accurate instrumentation and a robust methodology, the

influence of experimental errors can be accounted for and

minimized to a point where different systems produce

comparable results under the same test method. This is an

essential requirement for the elaboration of the measurement

standard “ISO/CD 4410 Experimental characterization of in-

plane permeability of fibrous reinforcements for liquid composite

molding,” which is currently under development (ISO/CD

“4410 Experimental characterization of in-plane permeability

of fibrous reinforcements for liquid composite moulding”

[Internet], 2022). As shown in this paper, when developing a

radial permeameter rig (RPR) a calibration process is vital to

ensure not only the compliance with the measurement

requirements but also to determine the attainable accuracy

with a certain configuration. The development stages of the

RPR are presented with all error sources that were detected

and how they affected the measurement’s precision.

2 The design of a RPR according to
the measurement requirements

The radial permeameter rig (RPR) in the KU Leuven was

originally designed by the University of Auckland in

New Zealand (Swery et al., 2016), and manufactured in

Belgium based on the provided technical drawings. The RPR

measures unsaturated in-plane permeability of any fabric

reinforcement textile at any volume fraction up to a
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compaction pressure of 0.61 MPa. In this design, the thickness

control is achieved by measuring the distance between

compaction plates with laser sensors and automatically

stopping the compaction process at the desired thickness.

The fabric reinforcements are compacted in a mold cavity

constituted by a round aluminum plate, 250 mm in diameter, and

a square glass plate (Herasil 102), with dimensions 300 ×

300 mm. Both plates are 30 mm thick. The glass plate is

placed on a supporting aluminum frame with a cavity 250 ×

250 mm in its center, allowing to visualize and record the flow

front progression through the glass plate. A digital camera, a

Fujifilm xf10, is placed 160 mm below the glass plate visualizing

an area of 200 × 140 mm. The alignment between plates is made

by a self-alignment ball joint attached to the round plate. The ball

joint allows free rotation, preventing translation in any direction.

The plates align when pressed against each other without fabrics

in the cavity. The alignment is then secured by locking the ball

joint bymeans of a threaded clamp that compresses the bolt joint.

Figure 1 shows a cut-out of the compaction plate with the ball

joint connection and the placement of the glass plate in the

supporting frame with the camera cavity below the plate. In

terms of injection system, the round plate has an 11.5 mm

injection hole drilled in the center. This hole is connected to

the fluid inlet by a channel drilled inside the plate, also 11.5 mm

in diameter. Close to the fluid inlet, in a T-junction, a

temperature transducer from KA Sensors® measures the fluid

temperature with an accuracy of ±0.02%. The injection system

works with a constant and regulated pressure up to 5 bar (±1%),

measured at the pressure pot with a calibrated manometer. As

mentioned, the cavity thickness is not determined by a spacer

frame, but by adjusting the position of the compaction plate in

relation to the glass plate. The compaction plate is connected to a

Universal testing machine (UTM) allowing to adjust the mold

clearance at a constant displacement rate up to a pre-set pressure

or thickness. The installation of a permeability rig in a UTM has

the advantage of replicating the thickness-controlled nature of

resin transfer molding (RTM), where the closing force of a mold

is determined by the compaction response of a fabric stack. The

combination between compressibility and permeability in a

single test is relevant in simulations combining both

processes, such as vacuum infusion (VI), because changes in

the compaction response can easily be correlate with the

FIGURE 1
Upper assembly: Cut-out in the center of the compaction plate and ball join alignment. The compaction plate, a round plate 250 mm wide,
30 mm thick, contains the injection hole drilled in the center of the plate and a channel drilled inside the plate to connect with the injection system.
Lower assembly: The glass plate is placed on a supporting frame with dimensions 350 × 350 mm, with a cut-out of dimensions 250 × 250 mm in the
center to visualize the flow front progression with a digital camera. The glass plate is held in place by aluminum plates 25 mm wide screwed
intro the supporting frame.
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measured permeability (Swery et al., 2016; Yenilmez et al., 2017;

George et al., 2019). The UTM, an Instron 4,467, has a load cell

capacity of 30 kN (±0.5%), and the cavity thickness is measured

by three laser sensors, model CP08MHT80 with a resolution of

8 μm, linearity of 0.1% and a temperature drift <5 μm/°C. The

laser sensors are installed in a half ring above the compaction

plate, arranged in a circular disposition as shown in Figure 2. The

arrangement with three laser sensors allows to define a plane on

the compaction plate surface and monitor its parallelism with the

glass plate within the allowable deflection tolerance of 2%. The

zero-thickness point is set by registering the measured

displacement when the compaction plates are pressed together

at a pressure of 0.6 MPa. The machine compliance is registered in

the full load range thus the zero-thickness point can be selected

across the displacement range and subtracted from the measured

displacement. The measured thickness is registered in function of

load by a program written in LabVIEW®. The program is also

responsible for thickness control by automatically stopping the

compaction process when the pre-set cavity is detected by 2 of the

three sensors.

2.1 Experimental verification of the
measurement requirements

While considerable preparatory work is required to meet all

benchmark requirements, it is known that participants who did

not follow all recommendations measured permeability values

with higher variability and clearly deviated from the group

results. These requirements are practical aspects related to the

injection system, mold geometry and deflection limit, as well as

the accuracy of data capture and sample preparation. Overall, all

parameters with a direct influence in the permeability estimation

must be verified to ensure not only the compliance with the

current measurement requirements but also to set the limits of

the attainable accuracy. This section presents the experimental

methods used to test the radial benchmark requirements (May

et al., 2019) and the limitations that were encountered in the

fulfillment of these requirements.

2.1.1 Injection system
The requirements concerning the injection at constant

pressure are as follows: [1] constant and regulated inlet

pressure with a deviation of not more than 2% of the nominal

inlet pressure [2] The pressure vessel must be free of air leaks [3]

A pressure sensor should be located as close as possible to the

inlet and the injection pressure has to be recorded throughout the

experiment with a sensor of accuracy <0.5% FS (full scale). In

terms of fluid temperature, the requirement is [4] a continuous

measurement with a sensor in the mold or in the tubing. The

alternative is a temperature measurement in the reservoir before

and after each test.

Requirements [1] and [2] were met by the assembly of the

injection system. In this system, the pressure inside the pot is

regulated and kept constant by a pressure regulator valve. The

pressure inside the pot is measured with a calibrated manometer

(±1%) connected to the air pressure tubing, see Figure 3. The

pressure inside the pot was tested for air leaks by pressurizing the

pot to 5 bar andmonitored in the manometer for 15 min with the

air inlet valve closed. No noise or pressure decrease was detected

during this time. Also, during injection a small pressure decrease

is easily compensated by the regulator valve. Thus, a constant

pressure and regulated can be kept in the pressure pot within an

accuracy of 1%.

FIGURE 2
The cavity thickness is controlled by three laser sensors placed above the compaction plate.
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Requirement [3] was not achieved fully. A pressure

measurement at the inlet measurement was not possible at

this stage. In this study the fluid pressure used in the

permeability calculation was assumed to be equal to the air

pressure inside the pot, which might not be true due to

pressure losses in the fluid tubing. In a further study a

pressure measurement was added in the T-junction to track

variations in the fluid pressure during injection.

For requirement [4] a temperature sensor (2-Wire PT1000)

was installed in the compaction plate to measure the fluid

temperature near the injection hole. The resistance (Ω) value

is converted into temperature by a Eurotherm

EPC3000 programmable controller that also displays the

temperature. The temperature measured by the temperature

sensor was checked by flushing silicone oil in the injection

system. A recipient with silicone oil was placed inside the

pressure pot and the pot was pressurized to 5 bar. The

injection valve was open, and the fluid flowed towards the

injection hole where it was collected in another recipient.

Inside that recipient, a thermocouple type-k connected to a

Fluke 50 Series II thermometer measured the oil temperature

below the injection hole. The room temperature was measured in

the vicinity of the mold before each measurement also with the

thermocouple. Once the fluid ran out, the oil collected at the

injection hole was returned to the pressure pot and the

measurement repeated a total of four times.

In conclusion, the average oil temperature at the inlet and

injection hole are in good agreement, see Figure 4. Both

temperatures are also within the range of the room

temperature. However, the thermocouple is 10 times less

accurate than the sensor which does not allow to draw a

strong conclusion regarding the agreement between

temperatures or the temperature variations from one

experiment to another. For that reason, the room temperature

and the fluid temperature measured below the plate could be

0.56°C apart instead of 0.21°C if the extremes of the error bars are

considered. The temperature sensor measured a stable

temperature measurement over the four runs which proved

the thermal stability of the fluid when circulating in the system.

Having a good measurement of the injection temperature is

only half-way as the correspondent fluid viscosity also needs to be

determined. The dynamic viscosity of the silicon oil was

measured with an ARES-G2 rheometer from TA Instruments

in a temperature range of +15°C to +40°C, rate of 1°C/min and a

shear rate of 100 s−1. Three oil samples from the same production

batch were tested to assess the consistency of the measurements.

FIGURE 3
Fluid injection system. A pressure valve regulator allows to set the pressure inside the pressure pot with the aid of a calibrated manometer in the
pressure tubing. This valve also keeps the set pressure constant by compensating small pressure decreases. In terms of temperature, a measurement
is made at the compaction plate with a temperature sensor (2-Wire PT1000) at a T-junction in the compaction plate. The resistance value is
converted into temperature by a Eurotherm EPC3000 programmable controller that also displays the temperature.
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The measured viscosity curves were compared with the

viscosity/temperature curves obtained by other benchmark

participants. The obtained curves, in dashed lines, are in good

agreement with five out of the nine provided curves, see Figure 5.

All measurements are carried out with oil from the same batch,

however each curve was obtained by a different operator in a

different institution. For that reason, the differences between

curves might be related to differences in the device’s calibration

or slight differences in themeasurement procedures. Considering

a temperature of 25°C, the average viscosity of the

3 measurements is 94.2 ± 0.5 mPa s which is in the same

range as the average of the five curves 93.9 ± 0.5 mPa s, but

considerably different for the remaining 4 curves average 90.9 ±

1.1 mPa s.

The differences between curves obtained with different

systems was also noticed in the benchmark exercise. These

differences are not negligible, and they directly add to the

permeability scatter between institutions. For that reason, the

viscosity values used to calculate the permeability tensor should

also be reported in addition to other test parameters to account

for these differences.

2.1.2 Mold geometry
Concerning the mold geometry, the guidelines require: [1]

two rigid molding surfaces (metal, glass, PMMA, or similar), [2]

maximum deflection during test <2% of nominal thickness, a

fixed and uniform mold thickness validated using plasticine

blocks. The nominal thickness refers to the cavity height at

the start of the injection which must correspond to the target

thickness within a tolerance of 2%. The mold surfaces are

aluminum and glass; thus requirement [1] is fulfilled. The

second requirement [2] was tested with plasticine blocks

according to method proposed in the benchmark guidelines.

The method consists in placing plasticine blocks, liquid metal

filler (metal epoxy), or a similar material in the tool cavity at five

different locations, and then measuring the thickness of each

block to determine the local cavity height. The test is performed

first without fabrics in the cavity to assess the thickness accuracy,

then with fabrics to account for the cavity deflection due to a

compaction pressure. In this study, both tests were repeated five

times. The proposed method does not take into account the

deflection caused by the injection of a pressurized fluid during

measurements. However, if the deviation from the target

thickness is well below the 2% limit when the cavity is

verified with fabrics, then the additional pressure of lower

magnitude in relation to the compaction force is unlike to

drive the deflection outside the allowable tolerance.

The placement of plasticine blocks in the cavity depends on

the geometry and dimensions of the compaction plate. The RPR’s

compaction plate has a diameter (D) of 250 mm, thus four of the

FIGURE 4
Verification of the temperaturemeasured by the temperature sensor. The silicone oil temperaturewasmeasured at the inlet by the temperature
sensors and below the injection hole by a thermocouple. The error bars represent the thermocouple accuracy (±0.002 x measured temp. + 0.3°C).
Though the thermocouple is not as accurate as the sensor, the average temperature in both measurements (shown by the horizontal lines and
values) is not significantly different and close to the room temperature value. The same silicone oil ran in the injection system a total of four
times to assess if the fluid remains at room temperature.

Frontiers in Materials frontiersin.org06

Sousa et al. 10.3389/fmats.2022.871235

https://www.frontiersin.org/journals/materials
https://www.frontiersin.org
https://doi.org/10.3389/fmats.2022.871235


blocks are placed 63 mm (D/4) from the injection hole in a square

cross shape and block five is placed on the lower right-hand side

of the injection hole. In the tests with and without fabrics, the

average thickness measured at the five locations must be less than

2% of the target thickness to comply with the deflection

requirement. Also, the thickness measured in each location

cannot vary more than 2% in order to comply with the

uniform mold thickness requirement. In the test with fabrics,

holes 20 mm in diameter were punched into a 16-layer stack of

the Twill fabric to create cavities where the plasticine blocks

could be placed and easily removed from. The compaction to a

thickness of 3 mm results in a fiber volume fraction of 61.7%,

higher than the encountered in the permeability measurements

since more fabric layers were compacted.

Before placing the blocks in the cavity, each block was

rounded into an approximate diameter of 10 mm and

wrapped in a layer of plastic film of thickness 8 µm to prevent

the sticking to the compaction plates. After the spheres were

placed on the glass plate, the cavity was closed at a constant

displacement rate of 0.5 mm/min until a thickness of 3 mm was

reached. At this moment, the plate movement is stopped, and it

reverses at the same speed until the load cell registers no load.

This process is done automatically using with the Instron’s

crosshead actions. The signal to stop and revert the

compression process is given by the DAQ when the target

thickness is detected by the laser sensors. Finally, the height of

each plasticine sphere was measured three times with an

electronic caliper of accuracy ±20 µm without removing the

plastic film. The caliper was closed with minimal force to

avoid deforming the block, but at the same time ensuring full

contact of the caliper jaws with the surface. However, this process

is very dependent on the force used to close the caliper as it is

difficult to have a good sensing. The average of the three

measurements was registered in each of the five locations and

the average block thickness was calculated for the overall cavity

thickness. The same methodology was used in the measurement

with fabrics; however, the plasticine spheres were placed inside

the pre-cut holes in the fabric.

The average thickness in the five locations and the thickness

measured in each location is in both cases within the permissible

variation of ±60 µm for a cavity height of 3 mm. In the case of an

empty cavity, the average of the five locations was 3.015 mm and

with fabrics 3.034 mm, see Figure 6. The difference of 19 µm is

contained within the accuracy of the measurement, and location

five in the center of the mold does not show a thickness

significantly higher than the average, thus the differences

between both cases can be related with the accuracy of the

thickness control method and not due to deflection. The error

FIGURE 5
Viscosity curves for the silicone oil used in the measurements. The three curves in dashed line were obtained in this study, while the other nine
curves were provided by the benchmark participants. At a temperature of 25°C, the average viscosity of the obtained measurements is 94.2 ±
0.5 mPa s which is in good agreement with the viscosity reported in five of the provided curves, 93.9 ± 0.5 mPa s, but considerably different for the
remaining four curves average 90.9 ± 1.1 mPa s. The differences between curves are most likely due to different measurement protocols as the
silicone oil is from the same batch.
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bars represent the caliper error (±20 µm) as the difference

between the five measurements (average cv 0.3%) is less than

the caliper error. The thickness measured in each of the 5-

locations did not show any significant difference, thus only

the average thickness is representative of the cavity accuracy.

The cavity deflection lead to a deviation from the target thickness

twice the normal deviation, however still within the permissible

variation.

The cavity measurement with plasticine blocks has shown to

be imprecise in the measurement of parallelism between plates as

no significant differences were found between the five locations.

However, the measurement is effective in detecting gross

deviations from target cavity thickness. On the top of the

uncertainty due to the instrumentation’s accuracy, other

sources of error were found to affect the accuracy of the

measurement. For instance, if the plastic film is not well

stretched over the plasticine or if it overlaps, all imperfections

in the plastic film will be imprinted on the plasticine surface. All

these irregularities will make the caliper measurement less

precise. Also, when the blocks were wrapped with a 150 µm

thick paper, a lack of adhesion between the paper and the

plasticine was observed, resulting in an overestimation of the

block’s thickness. In average, each block was 161 ± 37 µm thicker

when wrapped in paper than without paper. For that reason, the

adhesion of the wrapping material with the plastic film has

shown to have an influence in the measured thickness. When

plastic film was used the same thickness was measured when the

film was removed. With all the reservations on the measurement

precision, the errors are well below the maximum deviation of

60 μm, stipulated by the 2% requirement.

2.1.3 Data acquisition system and sensors
When the cavity thickness was initially checked, the

measured average thickness without fabrics was 3.15 ±

0.02 mm. This result could be interpreted as excessive plate

deformation, however upon a closer examination of the

thickness detection by the laser sensors, a relatively high AC

content in the DC signal was noticed. An AC content in a DC

signal causes the measured thickness to change in a per second

basis making a reliable thickness measurement impossible.

A common strategy to deal with such signal fluctuations is

the application of a running average. In a running average, a

continuous signal is averaged in subset sizes of k elements

resulting in a “new” averaged continuous signal. This method

is commonly used in time series data, such as the voltage output

of a sensor to smoothen short-term fluctuations and cancel out

randomly distributed noise (Converter and Note, 2005).

However, when a running average with a sub-set size of

800 was applied to a signal acquired with a sampling rate of

1,200 points/s, it was not effective in decreasing the noise below

FIGURE 6
Thickness of the plasticine blocks in the five locations with an empty cavity and fabrics in the cavity. The average of the five location is
represented by a horizontal line. The error bars represent the caliper error (±20 µm) as this error is larger than the difference between the five
measurements (average cv 0.3%).
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the rejection level, the sensor resolution, where it would not

interfere with the thickness measurement.

The ripple of a power supply is one of the causes for an AC

interference, however the linear power supply used in this setup, a

E3620A from HP, has a ripple and noise lower than 1.5 mVpp

(“peak-to-peak”). The interference source could then be external.

After some investigation it was found that in the laboratory where the

RPR is installed there are several heavy electrical equipment that

“pollute” the power line with a non-sinusoidal voltage when switched

on or off. When this voltage travels in the power line were the power

supply is connected, it introduces voltage spikes in the DC output of

the laser sensors since the quality of the output voltage is directly

affected by the quality of the input voltage. When the amplitude of

these interferences surpasses the noise rejection level, defined where

at the sensor’s resolution level (1.6 mV), the measured thickness will

show aperiodicfluctuations over afinite period of time, see Figure 7A.

These interferences were detected by registering the sensor’s output

voltage with the compaction plate held in place. On the other hand, if

the noise levels are low enough to not cause interferences, the DC

output, thus themeasured thickness, will remain stable over time, see

Figure 7B. This shows that the sensor’s output can be affected by

external noise sources through the power supply, affecting the

thickness measurement.

Such results show the necessity to isolate the sensor’s power

supply from the electrical power network by powering the sensors

with batteries. This solution ensures the system stability trough the

remotion of aperiodic voltage fluctuations caused by external electrical

interferences. With a constant noise level, a running average can

effectively reduce the noise to a level where it will not interfere with the

thickness measurement. There are other ways to achieve isolation

from external interferences, but this is the quickest way of doing it

without increasing the complexity of electronic system.

2.1.4 Conclusion of the guidelines verification
It can be concluded that the RPR complies with all test

requirements except the measurement pressure in the fluid

line. The compliance with the measurement requirements has

proved to be essential in obtaining reproducible results since

they cover essential aspects for permeability measurements.

However, it can be noticed that the errors in the measurement

instruments proposed for the verification are almost as high

as the requirements themselves creating a certain uncertainty

in the verification. Also, the lack of a measurement protocol

for the fluid viscosity measurement and cavity validation with

plasticine blocks can further increase the uncertainty and lead

to an erroneous validation. The proposed requirements can

be further extended with the verification of interferences in

the sensors output voltage. The existence of electrical

interferences that surpass the admissible noise level has

proved to undermine the performance of a sensor

independently of its accuracy. The verification of these

parameters must also be conducted on a regular basis to

ensure the device’s stability.

3 Comparison of the obtained
permeability values with the
benchmark results

The radial benchmark exercise (May et al., 2019) provides a

set of reference permeability values for commercially available

fabrics, obtained under specific guidelines tailored to minimize

error sources and achieve maximum repeatability between

measurement rigs. This allows to test the same materials and

compare the obtained permeability values with the results

FIGURE 7
Laser sensor output. Both signals were averaged with a running average of sub-set size 800. The signal average is represented by a dashed line
and the sensor’s resolution limit by a continuous line. (A)Without other electrical equipment’s working in the proximity, the noise level is effectively
averaged below the sensor’s resolution. (B) With other equipment’s working in the proximity the existence of power surges and harmonics in the
electrical power network affects the DC output of the laser sensors making the distance measurement oscillate with time.
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obtained by other institutions. Such comparison with reference

measurements is the most practical way to validate a

measurement since deviations from the expected permeability

can easily be identified. However, when testing a fabric from a

different batch, the roving process will cause variability in the

fiber structure which will be reflected in the measured

permeability. The magnitude of these differences has not yet

been reported in literature. In this case, the validation was

conducted using one of the fabrics from the radial benchmark

exercise in addition to the same injection fluid. These materials

were received during the benchmark exercise, thus from the same

batch as the materials tested by other benchmark participants.

The preparation of materials and the test methodology followed

the guidelines proposed in the radial permeability benchmark.

3.1 Test preparation

3.1.1 Preparation of the fabric stacks
The fabrics used in the radial benchmark were a twill weave

(2/2) glass fiber from Hexcel (01,102) with a nominal areal

density of 295 g/m2, and a multi-axial non-crimp E-glass

(NCF) woven fabric (+45°/−45°) with a nominal areal density

of 444 g/m2. The fabrics geometry is described in detail in the

benchmark publication (May et al., 2019). In this validation test

only the twill (2/2) fabric was tested. Squared fabric samples with

dimensions 270 × 270 mm (±2 mm) were cut from the fabric roll

with fabric scissors and the production direction marked as the 0°

direction. The manual cutting of a fabric might induce shearing

to the textile structure and consequently affect permeability, thus

other cutting methods such as stamping or cutting in a CNC

might be preferable. The layers were carefully stacked with the

same surface facing upwards and the 0° direction coincident. The

number of layers in each stack followed the test procedure

proposed by the benchmark organizers, see Table 1. Each

fiber volume fraction was tested five times. The fabric stacks

were placed on a 10 mm cardboard to minimize the handling in

the next stages, mainly the fringe-out of fibers at the edges which

affects the estimation of area density. The benchmark guidelines

only require weighing each stack to determine the areal density

based on the nominal sample areal. In this case the areal density

was also calculated on a per layer basis by randomly selecting

30 fabric samples from each fabric type and measuring the

surface area with a ruler and the weight of each layer with a

Mettler AE 24 scale (accuracy ±0.1 g). An areal density of 290.0 ±

0.2 g/m2 was determined for the twill fabric and 451.0 ± 2.0 g/m2

were determined for the NCF. Both areal densities are within the

expected deviation for an industrially manufactured textile and in

good agreement with values reported by other benchmark

participants.

3.1.2 Preparation of the injection system and
permeameter rig

The preparation of the injection system and the rig involves

ensuring that all components are in thermal equilibrium, so that

the fluid viscosity will remain constant when flowing from the

pressure pot to the cavity. The injection fluid, silicon oil

Xiameter® PMX-200 100cS from Dow Corning, is placed in

the vicinity of the mold 24 h prior to testing and the injection

system is moved into the testing room to equilibrate the

temperature inside the pressure pot to room temperature. For

that same reason, the assembly with the compaction plates is also

installed in the Instron the day prior the tests.

3.2 Test methodology

The test method is divided into 8 stages:

3.2.1 Alignment of the compaction plates and
setting the zero-thickness point

The compaction plates are pressed together at a constant

displacement rate of 0.5 mm/min up to a load of 25 kN

(0.51 MPa). When the maximum pressure is reached, the

crosshead stops, and the ball joint is locked by rotating the

threaded clamp that compresses it. The parallelism between

compaction plates is maintained under the condition that the

compaction load during tests does not surpasses the ball joint

locking force. However, this procedure bares the risk of

calibrating the setup at a higher deformation level since the

zero-thickness point is also registered at this moment. To avoid

an erroneous calibration, the displacement measured by the laser

sensors is registered over the continuous loading up to 25 kN.

This displacement is usually in the microns range since both

compaction plates move at the same relative speed rate when

pressed together. For this reason, the stack thickness can be

directly with the laser sensors independently of the load level.

The thickness measurement and calibration are performed

TABLE 1 Test procedure, adhering to the benchmark requirements (May et al., 2019).

Fabric Number of layers Cavity height [mm] Volume fraction [%] Injection pressure [MPa]

Hexcel 12 3 46.3 0.1

13 50.1 0.2

14 54.0 0.4
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accordingly to the most recent guidelines for compressibility of

fabric reinforcements. After calibration the cavity is opened at the

same displacement rate of 0.5 mm/min.

3.2.2 Compliance curves measurement
With the plates aligned and fixed, the compliance curves are

registered. A compliance curve is a displacement versus load

curve obtained prior to testing by pressing the compression

plates together similar to the alignment process, however, the

crosshead movement is reverted when the maximum load is

reached. A new compliance curve starts when the load cell no

longer detects load. A total of 10 compliance curves are obtained

consecutively. The load is measured by the Instron’s load cell, but

the displacement is measured both by the Intron’s crosshead and

the laser sensors. From the set of 10 curves, at least the five last

curves must overlap without noticeable difference. If the Instron

compliance curves do not overlap the ball joint must be

unscrewed and the alignment process repeated. However, if

the Instron compliance are repeatable, but the laser sensors

compliance curves not, then it is only necessary to replace the

red tape where the sensors light is reflected from and clean the

sensor lens. A stable and repeatable compliance is essential for

the determination of a precise cavity height and to minimize the

error in compression tests as it was shown in a previous

publication (Sousa et al., 2020).

3.2.3 Injection system preparation
Silicon oil is placed in a plastic beaker cup and the oil

temperature is measured with a thermocouple type k

connected to a Fluke 50 Series II. The room temperature near

the mold and the temperature inside the pot are also registered.

The pressure pot is then closed with the plastic beaker inside and

the air pressure inside the pot set accordingly to the injection

pressures in the test procedure, see Table 1. A valve in the fluid

injection line holds the fluid flow until the injection starts. Once

the air pressure is set, the air inlet is closed, and the pressure

inside the pot is monitored with the manometer to ensure that

the pot is well sealed. If no air leaks can be heard or visualized in

the manometer during a period of 10 min the injection system is

ready.

3.2.4 Stack placement in the cavity and
compression to the set thickness

The last step in the fabric’s preparation is the punching of a

12 mm cut-out for injection in the center of the fabric stack with a

circular punch and a hammer. The stack is only removed from

the cardboard sheet when placed in the cavity, at that moment

the sheet is weighed and subtracted from the stack weight. The

stack is manually placed in the center of the mold cavity and the

compaction plate moved closer to the stack so that the cut-out in

the fabric stack can be aligned with the injection hole in the

compaction plate. This process is facilitated by the camera placed

below the glass plate which allows to visualize the alignment of

the injection hole and the fabric cut-out on a computer screen.

The fabrics are 20 mm wider than the compaction plate to move

the stack and align the injection holes more easily. The alignment

of the injection holes is a very delicate process because the fabric

layers can easily shift, distorting the injection hole. After aligned,

the stack is compacted at a displacement rate of 0.5 mm/min

until a thickness of 3 mm is achieved. The Instron will

automatically stop when the target thickness is detected in

two out of the three laser sensors. A relaxation time of 10 min

is allowed and the temperature inside the fabric stack is

measured.

3.2.5 Flow front tracking in the cavity
The camera takes photos every 2 seconds, providing on

average 15 flow front positions. The valve in the injection line

is open and the saturation of the fabric stack begins. While oil

flows in the stack, the injection temperature at the inlet sensor is

registered every 10 s. The injection pressure is monitored with

the manometer in the pressure pot to ensure that the pressure

remains constant throughout the injection. The fluid flows inside

the fabric stack until it reaches the edges of the area viewed by the

camera. At that moment the injection valve is closed, and the

cavity is opened at a displacement rate of 0.5 mm/min. The load

and displacement measured by the Instron are recorded from the

moment fabrics are compressed up to the decompression

moment. After injection, the fluid temperature inside the

saturated stack is measured with the thermocouple and

compared with the temperature measured by the inlet sensor

during injection.

3.2.6 Cleaning of the cavity
After the injection, the pressure pot is depressurized, and the

remaining oil is placed again in the vicinity of the mold. The

pressure pot is closed and pressurized to flush any leftover oil

from the injection tubes. Finally, the fabric stack is removed, and

the cavity is clean with paper and ethanol to remove the fibers left

behind.

3.2.7 Compliance measurement
The compliance measurements are repeated with a clean

cavity. These curves must precisely overlap with the previous

10 curves to ensure that the plates remain aligned. If the

compliance curves does not align with the previous, the error

must be accounted for in the thickness measurement.

3.2.8 Permeability tensor calculation
The in-plane permeability tensor is calculated with the

Weitzenböck et al. algorithm, using a global method

(Weitzenböck et al., 1999; Weitzenbock* and Shenoi PAW,

1998). The minor and major ellipse axis, the 45° with respect

to the major axis, and the orientation angle of K1 (β) were

measured with ImageJ considering a fixed ellipse-center at the

injection point since the injection pressure is maximum at this
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TABLE 2 Obtained K1 and K2 permeability directions and orientation angle of K1 for the measurements performed, average of the 18 participants and
the expected permeability after removing all outlier measurements.

Measured permeability

Number of
layers

Vf (±cv) K1 in
10–10 m2 (±cv)

K2 in
10–10 m2 (±cv)

Orientation angle
of K1

(β°)

Hexcel 12 46.2 (±0.5%) 0.520 (±4.4%) 0.108 (±12.4%) 0.67
13 50.3 (±0.3%) 0.327 (±16.0%) 0.0618 (±10.4%) 0.90
14 53.4 (±0.6%) 0.205 (±7.1%) 0.0434 (±6.9%) 1.60

Group average 18 participants (1 outlier excluded)

Number of layers Vf (%) K1 in 10–10 m2 (±cv) K2 in 10–10 m2 (±cv) Orientation angle of K1 (β)

Hexcel 12 46.2 0.607 (±32%) 0.129 (±50%) 0.33
13 50.3 0.411 (±33%) 0.0734 (±56%) 0.04
14 53.4 0.205 (±37%) 0.0467 (±56%) 1.25

Expected permeability 7 participants (19 outliers excluded)

Number of layers Vf (%) K1 in 10–10 m2 (±cv) K2 in 10–10 m2 (±cv) Orientation angle of K1 (β)

Hexcel 12 46.2 0.666 (±15%) 0.126 (±13%) -0.43
13 50.3 0.434 (±18%) 0.0734 (±19%) -0.70
14 53.4 0.285 (±15%) 0.0467 (±32%) 1.23

FIGURE 8
Comparison between the average K1 and K2 obtained in the measurements (KUL) and the group average estimated from the benchmark results
(group average). Before calculating the group average, the results from participants who did not comply with the cavity deflection limit of 2% or
reported permeability values that differmore than 30% from the average valuewere excluded. The error bars represent the results standard deviation.
It is noticeable a good agreement for the K2 direction, less than 4%, however the difference in the K1 direction is 8 and 20% at the highest and
lowest volume fractions, respectively. The differences in the K1 direction were attributed to an optical distortion in the flow front measurement.
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point. The data points along the flow front are extracted are

extracted accordingly to themethod cited in (Fauster et al., 2019).

The target injection pressure is considered for the calculations,

and the fluid viscosity is determined based on the average

temperature measured at the fluid inlet and calculated from

the average measured viscosity curves.

4 Results and comparison with the
benchmark

The radial benchmark gathered permeability values (K1 and

K2) and orientation angles of K1 (β) from a total of

19 participants using 20 systems. The results of the

19 participants comprise a dataset from which a group

average and a standard deviation can be estimated for each

fiber volumetric fraction. The commercial availability of the

fabric materials used in the radial benchmark exercise allows

to compare the obtained permeability values to those reported in

the benchmark. The comparison allows to determine the

accuracy of the measurements similarly to a calibration

process. However, the relatively high variability in the group

results makes difficult to identify the expected permeability for

each fiber volume fraction. In the K1 direction the group’s

average showed a coefficient of variation around 32 and 37%,

for the lowest and highest volume fractions, respectively. In the

K2 direction the coefficient of variation is 20% higher than the

previous at the same fiber volume fractions. These values already

exclude the one outlier measurement. Such coefficients of

variation are in average 2.5 times higher than the average

individual coefficient of variation, thus not representative of

the actual fabric induced variability. For that reason, all

measurements in the group cannot be considered equally valid

when estimating the expected permeability at each volume

fraction.

To lower the variability between results and narrow the

region of interest, some results were excluded from the

average calculation under certain criterions. The first

exclusion criterion was the noncompliance with the 2%

deflection requirement. The removal of these data points

halved the number of valid measurements, however it had

little effect on the group’s average. In the K1 direction the

FIGURE 9
Physically straight lines in a graph paper were measured across the horizontal and vertical directions to quantify the magnitude of the optical
distortions caused by the camera lens. The lines in the vertical direction, coincident with the main permeability direction (K1), showed an increasing
pixels length whenmeasured along the horizontal axis of the graph paper. These differences do not allow to use a constant conversion factor (pixel/
mm) to the entirety of the image.
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average only decreased by 7% for the lowest volume fraction and

10% for the highest. Some of the removed data points were within

the cluster of results, particularly for the lower fiber volume

fractions, while other values that complied with the cavity

requirement are more than 30% below the average. To narrow

even further the region of interest and arrive at the reference

permeability values, the measurements that differ more than 30%

from the average value were also removed. Finally, an average of

seven measurements is considered and the average permeability

is estimated. Table 2 summarizes the obtained average

permeability values, the group average with the

18 participants without exclusions and the average of the

measurements considered in the comparison with the

reference permeability values. After stablishing the expected

permeability value for each volume fraction and permeability

direction, the measured average can be compared with the group

average.

The comparison of results showed a measured K1

permeability 25% lower than the average for all volume

fractions, while K2 is in good agreement with the average, see

Figure 8. The reason for this deviation was correlated to an

optical error in the measurement of the flow front positions.

Optical distortions of some degree are present in all cameras

lenses, either due to the shape of the lens or the alignment

between lens and the camera sensor (Zhang, 2000). The camera

lens was calibrated by measuring the length of physically straight

lines in a graph paper. Both lines across the horizontal and

vertical directions were measured to quantify the magnitude of

the optical distortions caused by the camera lens, see Figure 9.

The measured length in pixels was divided by the real-world

length of the vertical and horizontal lines, 110 and 180 mm,

respectively. The lines in the vertical direction, coincident with

the main permeability direction (K1), showed an increasing

pixels length when measured along the horizontal axis of the

graph paper. When the flow front was initially measured, a

constant conversion factor (pixel/mm) was used, however the

observed differences in both directions do not allow to use a

constant value in entirety of the image. The position changed

camera throughout the measurements, thus it was not possible to

apply a correction to the measured length posterior to the

measurements or quantify its influence in the measured

permeability. For that reason, it is advisable to fix the camera

in a stable position throughout the measurements.

In terms of injection system, a temperature measurement in

the oil reservoir before and after each measurement is mentioned

in the measurement requirements as an alternative to a

temperature sensor in the mold or in the tubing. However,

during the measurements no differences were noticed when

measuring these temperatures. On the other hand, the

temperature measured in the saturated fabric stack

immediately after opening the mold closely matched the

temperature measured by the sensor in the fluid line. Thus,

FIGURE 10
Recorded thicknesses during tests. UF(front), UR (right), and UB(back) are measured by the three laser sensors. The positions refer to the
sensor’s location above the compaction plate. The indirect thickness measurement method uses the displacement measured by the Instron to
calculate the distance between plates. The dashed lines represent the target thickness and the 2% deviation limit.
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measuring the temperature of the saturated fabric stack is a better

replacement for a temperature measurement in the fluid tubing.

It was also noticed that the laser sensors placement in the half

rig compromises the thickness accuracy. This is because the half

rig vibrates andmoves slightly when the compaction plate moves.

For that reason, the zero-thickness measurement had to be

repeated multiple time between the measurements. On top of

that, the fact that the sensors are placed at 50 mm from the

compaction plate causes a linearity error of 50 µm which further

increases the uncertainty in the thickness measurement. The

combination of these situations caused the thickness accuracy to

vary over time, see Figure 10. The thickness in each test was also

calculated with an indirect thickness measurement method based

on the measured machine’s displacement before and during

compaction (Sousa et al., 2020). The measured thickness was

always within the 2% limit, except for some laser sensors

measurements, but relocating the sensors to a more stable

position on the top of the compaction plate will result in a

more stable thickness measurement.

In conclusion, the obtained permeability values showed a

relatively low coefficient of variation compared to the results

reported by the benchmark participants. Such results prove the

accuracy of the measuring device, however, the desired accuracy

has not yet been achieved, since some improvements can still be

made in the measurement of the stack thickness, flow front and

injection pressure.

5 Conclusion

The realization of two international benchmarks on linear

and radial unsaturated permeability allowed the elaboration of

measurement guidelines and test requirements that effectively

reduced the measurement error and improved the comparability

between different systems. However, a robust measurement

protocol with specific guidelines on equipment, measurement

procedure and data analysis did not ensure the measurements

accuracy. In this study, a radial permeability rig (RPR) was

developed and tested accordingly to the most recent

measurement requirements. Regarding the requirements

checking prior to the testing, all requirements were complied

with, except the requirement of a pressure measurement at the

fluid inlet. It was found that the lack of a specific protocols

regarding the instrumentation and measurement procedure can

lead to certain uncertainty in the requirements verification. These

guidelines will in the future be integrated into the measurement

standard, thus their robustness can still be improved. Particularly

the cavity measurement with plasticine blocks proved to not be a

robust method since the measurement of the plasticine blocks

thickness is dependent on the operator skill. Also, the method

does allow to measure the additional deflection induced by the

injection pressure during a measurement, which might be

influential when the deflection under a compaction pressure is

close to the 2% limit. For that reason, the usage of 3D Digital

Image Correlation (DIC) in the measurement of the plate’s

deflection will certainly improve the robustness of the

method. The existence of sporadic electrical noise in the data

acquisition system has shown to compromise the precision of the

thickness measurement. Therefore, a verification of the sensors

output should be included in the requirements prior to testing.

Following the verification of the measurement requirements,

the permeameter rig was validated by testing the twill fabric

reinforcement used in the benchmark exercise. The fabric and the

injection fluid used were from the same batch as the tested by the

radial benchmark participants. The same guidelines were

followed to directly compare the obtained results with the

benchmark reference. It is known that fabrics from different

batches might not yield the exact same permeability due to

differences in the roving process and fiber structure.

Additional studies are necessary to quantify these differences.

The comparison of the obtained permeability values with those

reported by other benchmark participants allowed to detect a K1

permeability 25% lower than the average in all tested volume

fractions, while K2 is in good agreement with the calculated

average. Though the measurements precision is in good

agreement with the precision reported by other participants,

the accuracy was still compromised by an optical distortion in the

camera lens not accounted for in the requirements. Given the fact

that most cameras lens show optical distortion up to some

degree, such verification must be included in the requirements

for optical flow front measurements. Optical errors in flow front

measurements were not yet mentioned in the literature, however

they proved to significantly impact the measurement’s accuracy.

Overall, the benchmark guidelines and respective validation

by repeating the benchmark measurements was successfully

achieved with some limitations. The results report in the

permeability benchmark clearly shows that certain parameters

with a direct influence in the permeability measurement can lead

to systematic errors in the permeability measurements. The

validation process with benchmark guidelines and the

comparison of permeability values obtained with the reference

allowed the detection of an inaccuracy in the K1 direction that

would be difficult to perceive without a reference for comparison.

A better understanding of the scatter sources in a permeability

measurement and their impact on the measurement’s accuracy is

essential for the study of phenomena associated with fabric

reinforcements, such as fabrics-induced variability, since the

experimental induced variability can be considerably higher.
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