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The study presents a numerical investigation on exterior reinforced concrete (RC) beam-
column joints under seismic actions based on a macro-modelling approach proposed by
the authors in a recent paper. The followed approach makes use of the well-known
“scissors model” where two nonlinear rotational springs arranged in series were
introduced to schematize the shear behavior of the joint panel and, moreover, the
possible occurrence of the debonding of longitudinal steel rebars at the beam-joint
interface. In this paper, the scissor model is employed in the context of a novel
predictive approach with the twofold objective to: 1) develop a new model for the
estimate of the maximum shear strength of RC joints by performing a multivariate
linear regression analysis on a set of experimental tests and, 2) define a new
multilinear backbone joint shear stress-strain law to be assigned to one of the
mentioned springs. In particular, the identification of the shear strain parameters is
obtained by performing a sensitivity analysis in which a number of monotonic load-drift
numerical curves are derived by varying the strain values in ranges opportunely a-priori
defined and compared with the experimental ones to investigate their accuracy. Finally,
cyclic analyses on RC joints collected in the experimental database are carried out by
considering the backbone joint shear stress-strain law identified in the calibration process.
The analyses are performed by using the nonlinear open-source finite element platform,
OpenSees, in which the “pinching4” uniaxial material model, available in the software
library, is implemented to set the parameters governing the hysteresis rules and pinching
effect. To this purpose, five literature proposals suggesting the values to use for such
parameters are taken into account and their assessment is presented in the paper. The
obtained outcomes have allowed, on the one hand, to identify the proposal providing the
best numerical simulations of the experimental results and, on the other end, to draw useful
indications on how to further improve the cyclic modelling by opportunely modifying the
setting of the “pinching4” material model parameters.
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INTRODUCTION AND RESEARCH
BACKGROUND

The latest severe earthquakes occurred not only in Italy but
also in many areas around the world have frequently
highlighted that failure of beam-column joints represents a
very recurring event in reinforced concrete (RC) frame
buildings built prior to the introduction of the latest
seismic codes. The main deficiencies include their poor
structural details, lack of proper transverse reinforcements,
inadequate anchorage of longitudinal steel bars crossing the
joints as well as the quality of the concrete material employed
at the time of manufacturing. In several cases, local failures of
“old-type” joints, especially the exterior ones, like corner
joints or those belonging to façade frames - being more
seismically vulnerable than the internal joints, especially
when unreinforced - were responsible for the global
building collapse.

In the last 15 years the growing attention towards the
assessment of the joint behavior has frequently promoted the
cooperative collaboration between the construction industry and
scientific community in the common twofold objective of: 1)
better investigating the response of existing deficient beam-
column joints and, eventually, proposing new solutions for the
external retrofitting; 2) define specific and detailed
recommendations for their design and analysis. To this
purpose, the experimental research studies cited in the
references (Bedirhanoglu et al., 2010; Al-Salloum et al., 2011;
Akguzel and Pampanin, 2012; Del Vecchio et al., 2014; Realfonzo
et al., 2014; De Risi et al., 2016; De Vita et al., 2017) are considered
noteworthy, mostly focused on exterior joints. Among them,
different strengthening solutions employing composites
materials were investigated (Akguzel and Pampanin, 2012),
(Shafaei et al., 2014) as also highlighted in the state-of-the-art
published in (Bousselham, 2010).

More recent studies (Saleh et al., 2021) focused on the effect of
web openings, often required by electromechanical layouts, on
the performance of exterior joints under cyclic loading. These
authors found that openings in the beams generally lead to a
decrease in cracking and ultimate strengths and stiffness, due to
opening proximity to support, opening aspect ratio, and opening
reinforcements. Therefore, it is recommended to provide
additional reinforcements around web openings (Deifalla et al.,
2021).

Other relevant contributions found in the literature deal with
the numerical modelling of the RC beam-column joints’ behavior;
in particular, starting from the first rough indications reported in
some past technical codes (ASCE/SEI 41/06, 2006; ACI 369 R-11,
2011), more realistic and accurate modeling approaches were
developed, i.e,: lumped–plasticity approaches (Alath and
Kunnath, 1995), (Liel et al., 2010), multi–spring
macro–models (Biddah and Ghobarah, 1999), (Lowes and
Altoontash, 2003), nonlinear finite element (FE) modeling
(Genesio, 2012).

Among the lumped-plasticity modeling techniques, one of the
first proposals was provided by Giberson (1969), who reproduced
the flexural behavior of beams and the shear deformation of joints

through nonlinear rotational springs at each end of beams and
columns, which were modeled through linear elastic elements. A
similar model was used by Otani (1974), with the introduction of
two parallel elements for beams and columns, representing the
linear elastic behavior and the post–elastic behavior, respectively.
The bar slippage was also taken into account through rotational
springs at beam-joint and column-joint interfaces. The bond
stress was assumed to be constant along the anchorage length and
only the steel reinforcement under tension was assumed to slip.
However, this model does not consider the deformability
contribution due to the joint shear; this aspect was considered
later by other modeling approaches with the introduction of a
zero-length rotational spring inside the joint core (El-Metwally
and Chen, 1988).

Alath and Kunnath (1995) modeled the joint shear
deformation with a nonlinear rotational spring centered into
the joint core. Rigid links with a finite size connect beams and
columns, which are capable of independent rotations. This so-
called “scissors model” is widely used in literature, due to its ease
of implementation in several computer codes.

The multi-spring macro-model approaches are based on the
use of more than a single spring to model different mechanisms of
the joints. Among these, one of the first methods was proposed by
Biddah and Ghobarah (1999), developing a modified version of
the “scissors model”. The method is based on the use of two
different nonlinear rotational springs to simulate the shear
behavior and the bond-slip phenomena; in their work the
cyclic response of the joint is schematized throughout a tri-
linear idealized hysteretic relationship without accounting for
the pinching effect.

Youssef and Ghobarah (2001) used diagonal shear springs to
link the hinges at the corner of joints; rigid elements connected
these hinges to each other, with the addition of three concrete
springs and three steel springs at the intersection between the
joint and the adjacent elements to represent the bar-slip
phenomenon. However, this model requires a large number of
springs and a proper constitutive law for each spring and,
therefore, it is difficult to implement.

Lowes and Altoontash (Liel et al., 2010) proposed a 4-node 12-
degree-of-freedom macro-model element with eight zero-length
translational bar slip springs, four interface shear springs, and a
panel zone whose shear stress-strain relationship curve is defined
through the “modified compression field theory” (MCFT)
approach (Vecchio and Collins, 1986).

This model was simplified by Mitra and Lowes (2007), who
introduced amodel consisting of four zero-length bar-slip springs
located at the beam-joint and column-joint interfaces and a zero-
length shear spring in the middle of the panel zone.

However, the model may not be suitable to evaluate the
hysteretic response of exterior joints without transverse
reinforcement, since the experimental data used for the
validation included only interior joints with a minimal amount
of transverse reinforcement.

Shin and LaFave (2004) implemented two rotational springs in
series at the beam–joint interfaces to simulate both the bar slip
deformability contribution and the beam plastic rotation
contribution. The panel zone was modeled following the
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approach by Lowes and Altoontash (Liel et al., 2010).
Experimental data were used to calibrate the cyclic behavior.

Another multi-spring approach was proposed by Sharma et al.
(2011), who modeled the joint panel through one rotational
spring located in the beam region and other two springs in
the column portion. Lumped-plasticity elements were used for
beams and columns. The backbones of these three springs were
proposed for monotonic loading in principal stresses, and
anchorage failure in the case of not sufficient beam bars
anchorage length was also considered by reducing the critical
principal stress.

Within this context, a wide overview of the mentioned existing
joint modeling techniques was recently published by the authors
in Grande et al. (2021) where a new macro-modelling approach
was presented and implemented in the nonlinear open-source
finite element platform, OpenSees (McKenna et al., 2010), with
the aim to simulate the seismic performance of beam – column
joints belonging to existing RC structures built according to past
codes and guidelines.

By following the numerical study presented in Grande et al.
(2021) - briefly summarized in Numerical Analyses: Outcomes of
the Previous Research and Insights – a new formula for the
estimate of the shear strength of exterior RC joints is, firstly,
proposed by authors in the present paper. The analytical proposal
was calibrated on experimental basis through amultivariate linear
regression analysis; it is characterized by the same key parameters
and structure of the strength models proposed by Kim and
LaFave (2009), Kim and LaFave (2012) and Jeon (2013), Jeon
et al. (2015) providing the most accurate predictions among all
the accounted literature proposals.

Then, a new multilinear backbone joint shear stress-strain law
is presented, which was identified after a proper definition of its
characterizing parameters. In particular, for the strain
parameters, a sensitivity analysis was carried out by
considering the experimental database, from which a number
of monotonic load-drift numerical curves were derived and
compared with the experimental ones by varying the shear
strain values in ranges opportunely a-priori defined. It is
highlighted that the approach followed here is novel with
respect to similar studies found in the literature (De Risi et al.,
2016), (Shin and LaFave, 2004), (Sharma et al., 2011) in which the
strain parameters were set to specific values just because they
fitted well the (few) available experimental data.

Finally, cyclic analyses were performed on RC joints collected
in the database, by accurately reproducing the test procedures
adopted for each specimen. To this purpose, the “pinching4”
uniaxial material model, available in the Opensees library
(McKenna et al., 2010) and developed by Lowes et al. (2003),
was used to set the parameters governing the hysteresis rule and
pinching effect.

The found outcomes have allowed, on the one hand, to
identify the best literature proposal and, on the other end, to
draw useful indications on how to opportunely modify the values
of the “pinching4”material model parameters with the purpose to
further improve the simulation of the cyclic response of RC
beam-column joints. Such aspect will be addressed in a future
study under preparation.

KEY FEATURES OF THE PROPOSED
MODEL FOR EXTERIOR “2D” JOINTS

A macro-model for numerically simulating the seismic behavior
of exterior RC beam-column joints was recently developed and
published by the authors in Grande et al. (2021). The model, of
which only the main details are summarized herein, is suitable for
the typically named “2D joints”, i.e., unconfined joints made of
just one transverse beam (see Figure 1A) which represent the
typologymost commonly investigated in the experimental studies
published in the literature.

In the macro-modelling approach, frame elements and fiber
discretization of the cross section were used for beams and
columns, and the “scissors model” (Alath and Kunnath, 1995)
was adopted for the joint element, which is generally preferred to
other models due to its ease of implementation in several
computer codes.

Figure 1B shows a scheme of the “scissors model”, in which the
two main mechanisms governing the overall behavior of the RC
joints are considered by means of two nonlinear rotational
springs in series; in particular, spring 1 accounts for the shear
deformation of the panel, while spring 2 represents the “fixed-
end-rotation” of the beam due to the debonding of the
longitudinal steel rebars at the beam-joint interface. Spring 1
connects a master node and a duplicated slave node located at the
same position in the middle of the panel zone; these nodes are
connected to the beam and the column members through
rigid links.

The numerical analyses presented in Grande et al. (2021) as
well as those described in this paper were carried out by using the
open-source finite element platform “OpenSees” (McKenna et al.,
2010).

The two rotational springs introduced to simulate the behavior
of the joint panel were modelled through the “Pinching4 Uniaxial
Material”, which is based on a multilinear moment-rotation
(M-θ) backbone law. The M-θ laws introduced for the two
rotational springs are directly derived from multilinear shear
stress-strain (τ − c) laws, in the case of the spring 1, and from
bond-slip (τ-s) constitutive laws, in the case of the spring 2. The
two relationships are qualitatively shown in Figures 1C,D
respectively.

It is worth highlighting that, in the present study, the authors
focus on the proper identification of the parameters characterizing
the multilinear τ-γ constitutive law assigned to the joint shear
rotational spring 1 (to be converted into an M-θ relationship).
Indeed, the experimental tests considered in the analyses discussed
in the following sections are mostly related to beam-column
assemblages experiencing the joint shear failure and, hence,
their numerical modelling is generally affected by the activation
of the spring 1. However, more details about the modelling of the
rotational spring 2, omitted herein for the sake of brevity, can be
found in Grande et al. (2021).

As shown in Figure 1C, the multilinear law is completely
defined by four points identifying the main phases of the joint
shear behavior, i.e.: the cracking of the joint attained at the shear
stress τ1, the pre-peak phase (acting until the pre-peak stress τ2),
the attainment of the peak strength τ3, the softening branch with
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the residual strength value, τ4, and a final constant trend. In
literature, this relationship has been repeatedly adopted in several
studies (De Risi et al., 2016), (Jeon et al., 2015), (Celik and
Ellingwood, 2008), but different choices were made in the
estimate of the key τ − c parameters.

In Shin and LaFave (2004), the proposal by Uzumeri (1977) was
selected to estimate the shear stress value τ1, which is expressed by:

τ1 � 0.29
��
f c

√ ��������
1 + 0.29σ j

√
(MPa) (1)

Where:

- fc (MPa) is the cylinder compressive strength of concrete;
- σj (MPa) is the ratio between the column axial load (N) and
the corresponding cross-section area (bc hc) of the column
(Figure 1A).

Table 1 provides the equations describing the five models
taken into account to estimate the maximum shear stress (τ3 �
τmax), directly written for the investigated 2D joints without
transverse steel reinforcement. Among them, models 2 to 4
were developed by using a mechanical approach based on a
strut-and-tie mechanism, whereas model 1 and model 5, very
similar to each other, were empirically derived. More details,
omitted here for the sake of brevity, can be found in Grande et al.
(2021).

For what concerns the remaining shear stresses τ2 and τ4, and
the four shear strains (γ1, γ2, γ3, γ4), Table 2 lists the models
selected from the literature which provided specific indications.

As observed, the values of τ2 and τ4 are given as a percentage of
the maximum shear strength τ3, while the suggested values for the
shear strains γ1, γ2, γ3, γ4, were calibrated on experimental basis.

FIGURE 1 | Scheme of the 2D joint under consideration (A); sketch of the used “scissors model” (B); multilinear shear stress-strain (or moment-rotation) law
assigned to spring 1 (C); multilinear moment-rotation law assigned to spring 2 (D).

TABLE 1 | Selected literature models for the estimate of peak shear stress τ3 � τmax.

Model ID Authors Describing equationa

1 Kim and LaFave (2009) τmax � 0.483 (BI)0.3 (fc)
0.75 (MPa)

2 Vollum and Newman (1999) τmax � 0.642 λ[1 + 0.555 (2 − hb
hc
)] ��

fc
√ (MPa)

3 Reyes de Ortiz (1993) τmax � 0.6fc(1− fc
250)bc 0.45(hc sinφ+ ab cos φ) cosφ

hcbb
(MPa)

4 Hwang and Lee (1999) τmax �
��
fc

√ {1−[ 0.13(sinφ−cos φ)�
fc

√ (0.84 hc bj+ 2.85 N
fc)] As,c fyc

sin2φ
}(0.84 hc bj+ 2.85 N

fc)cosφ
hcbb

(MPa)

5 Jeon (2013) τmax � 0.409 (BI)0.495 (fc)
0.941 (MPa)

aFor the meaning of all the symbols see the section “Glossary”
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Unlike model A and model D, Celik and Ellingwood (2008) and
Shin and LaFave (2004) provided a range of values for the shear
strains γi. Therefore, the minimum (models B1 and C1) and the
maximum (models B2 and C2) values of the range were reported
in Table 2.

As mentioned earlier, the implementation of the τ-γ
constitutive laws into the OpenSees numerical framework
requires the conversion of the shear stresses into the moments
Mj and the shear strains into the rotations θj of the joint shear
spring. The rotation of the spring θj can be assumed equal to the
joint panel strain γj, whereas the bending moment Mj is obtained
from the joint shear stress τj according to Eq. 2:

Mj � τ jA
1

1−hc/2Lb
jdb

− 1
Lc

(2)

which is obtained by using a simple equilibrium equation of the
forces acting on the joint panel (Grande et al., 2021).

In Eq. 2, τj (MPa) is the shear stress of the multilinear law; A
(mm2) is the joint cross-section area; jdb (mm) is the beam
internal lever arm; hc (mm) is the height column cross-section: Lb
(mm) is the beam length; Lc (mm) is the column length.

NUMERICAL ANALYSES: OUTCOMES OF
THE PREVIOUS RESEARCH AND INSIGHTS

In Grande et al. (2021) preliminary numerical analyses were
performed by considering an experimental database assembled
from the literature, including a set of fifteen cyclic tests performed
on specimens representative of typical exterior beam – column
joints. In order to avoid eventual uncertainties and heterogeneity
related to the simulated tests, the collected specimens were rather
similar in terms of geometric configurations, test set-ups, load
conditions, loading procedures and observed failure modes. This
is the case of: 1) joints J01 and J05 tested by Realfonzo et al.
(2014); 2) joints TU3 and TU1 by Pantelides et al. (2002); 3) joints
#4, T#1, TC3, T01, T0, BS-L tested, respectively, by Clyde et al.
(2000), De Risi et al. (2016), Del Vecchio et al. (2014), Hadi and
Tran (2016), El-Amoury and Ghobarah (2002), Wong (2005) and
Hassan et al. (2018); 4) joints C1 and C2 tested by Antonopoulos
and Triantafillou (2003); e) joints J2 and O1 tested, respectively,
by Shafaei et al. (2014) and Tsonos (2002).

All the analyzed joints presented a 2D-configuration, i.e., they
were not provided with orthogonal beams (Figure 1A). Beams
and columns were reinforced with ribbed steel bars, which were

symmetrical arranged, except for the case of the specimens T_C3
(Del Vecchio et al., 2014) and J2 (Shafaei et al., 2014). No
transverse reinforcement was located in the joint panel zone,
in accordance with past code prescriptions. All the specimens
failed by joint shear failure except for the joints TU1 (Pantelides
et al., 2002) and T0 (El-Amoury and Ghobarah, 2002)
experiencing in the pull (negative) loading direction the bond
failure due to the slippage of the longitudinal reinforcements in
the beam. More details about the assembled experimental
database are reported in Grande et al. (2021).

The numerical analyses were performed by employing the
multilinear law in Figure 1C for the shear behavior and that in
Figure 1D for the bond-slip behavior. For the spring 1, different
values of τ and γ were selected by opportunely combining each
model providing the estimate of the shear strength τmax (models 1,
2, 3, 4, 5) with eachmodel providing the other values of shear stress
and strains (models A, B1, B2, C1, C2, D). Thus, the resulting 30
obtained τ-γ laws were implemented one at a time to carry out
nonlinear static analyses by monotonically applying either
downwards (positive direction) or upwards (negative direction)
displacements at the end of the beam. The obtained results,
expressed in terms of applied force vs. drift (the latter
corresponding to the ratio between the displacement at the end
of the beam and the beam length) were compared with the
corresponding curves obtained from the envelope of the
experimental hysteretic cycles up to 75% of the peak
experimental force in the post-peak phase both in the positive

TABLE 2 | Selected literature models providing values of τ2, τ4, γ1, γ2, γ3, γ4.

Model ID Authors τ2 τ4 γ1 γ2 γ3 γ4

A De Risi et al. (2016) 0.85 τmax 0.43 τmax 0.0004 0.0017 0.0049 0.0441
B1 Celik and Ellingwood (2008) 0.75 τmax 0.30 τmax 0.0001 0.002 0.01 0.03
B2 0.75 τmax 0.16 τmax 0.0013 0.01 0.03 0.1
C1 Shin and LaFave (2004) 0.90 τmax 0.30 τmax 0.0005 0.002 0.01 0.03
C2 0.90 τmax 0.30 τmax 0.0005 0.01 0.03 0.05
D Sharma et al. (2011) 0.90 τmax 0.24 τmax 0.0006 0.002 0.005 0.025

FIGURE 2 |Ranking of the bestmodels yielding amean absolute percentage
error (MAPE) calculated on all the monotonic envelopes lower than 25%.
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and negative direction; this assumption was made to represent the
same conventional failure for all the considered specimens.

Then, in order to estimate the scatter between the numerical
and the experimental curves, the mean absolute percentage
error (MAPE) between the experimental and the numerical
force for each specimen was calculated by means of the
following formula:

Err,F �
∑n

i�1
|Fexp,i−Fnum,i|

Fexp,i
· 100

n
(3)

where: Fexp,i and Fnum,i are, respectively, the ith experimental
force and the corresponding numerical one; n is the total number
of measures considered in the analysis performed on each test
specimen.

The bar chart in Figure 2 shows the six model combinations
between the analytical proposals providing the shear strength
τmax (models 1, 2, 3, 4, 5) and those suggesting the other values of
shear stress and the strains (models A, B1, B2, C1, C2, D) for
which the calculated errors on the whole monotonic curve for all
the fifteen experimental joints were below the 25% threshold. The
errors bars show the positive and negative deviation of the errors
from the mean value computed for each model, while the
corresponding coefficients of variation (CV) are reported in
round brackets.

In particular, the plot shows that three over the best six
combinations include model 5 (i.e. the model by Jeon (2013)
for evaluating the shear strength); similarly, two combinations
entail model 1 (i.e., that proposed by Kim and LaFave (2009))
which also yields the lowest coefficients of variation. As
mentioned earlier, these two models were developed by
considering the same parameters (i.e., BI and fc) and the same
formula at the basis of the calibration procedure (see Table 1).

At the same way,model A andmodel C1, respectively proposed
by De Risi et al. (2016) and Shin and LaFave (2004), appear in five
of the six best combinations.

Some Considerations on the Joint Shear
Strength
The monotonic simulations in Grande et al. (2021) highlighted
the strong correlation between the numerical evaluation of the
global shear strength of joints and the correct estimate of the
shear stress τmax Therefore, some considerations were performed
by comparing the values of τthmax estimated from the analyzed
models 1 to 5with the experimental values of shear strength (τexpmax)
obtained from the equilibrium of the forces acting on the joint
panel as follows:

τexpmax �
Tb − Vcol

A
(MPa) (4)

where Tb is the tensile force acting in the longitudinal bars of the
beam, Vcol is the column shear force, A is the cross-section area of
the joint.

The scatter between the numerical and the experimental
strength was calculated through the mean absolute percentage
error (MAPE) as follows:

Err,τ �
∑n

i�1

∣∣∣∣τexpmax,i−τthmax,i

∣∣∣∣
τexpmax,i

· 100
m

(5)

where τexpmax,i and τthmax,i are the ith experimental and the ith
numerical shear strength, respectively, while m is the number
of available measures.

The bar charts in Figures 3A,B depict the errors for both the
positive (“+”) and negative (“−”) direction of loading in terms of
τmax estimated for all the collected specimens according to the
considered five models. An exception is represented by the
specimen TU1 (Pantelides et al., 2002) and T0 (El-Amoury
and Ghobarah, 2002) for which only the errors in the push
(positive) direction were calculated since, as mentioned before,
an anchorage failure due to loss of bond was experienced in the
pull direction.

The bar chart in Figure 4, instead, shows the model errors in
the estimate of τmax computed all the considered tests and
considering both the positive and negative directions together;
the errors bars show the positive and negative deviation of the
error from the mean value computed for each model.

From these graphs it can be noted that the accuracy of the all
models is rather variable with the considered test. Overall, model
1 (Kim and LaFave, 2009) and model 5 (Jeon, 2013) seem to
provide values of the shear strength closer to the those emerged
from experimental tests, since the mean errors amount to 13.11
and 14.39%, respectively (see Figure 4).

It is mentioned that these two empirical models derived from
the study on the shear strength performed on a wide experimental
database, considering several geometric configurations. On the
contrary, themodels 2, 3 and 4were developed using a mechanical
approach based on a strut-and-tie mechanism, but considering
only few experimental cases investigated by the authors.

CALIBRATION OF A CONSTITUTIVE
MODEL FOR 2D-JOINTS

The numerical study presented in Grande et al. (2021) and briefly
summarized in Numerical Analyses: Outcomes of the Previous
Research and Insights was basically devoted to 1) identify the
literature models best estimating the joint shear strength and, 2)
find, based on the literature proposals, the multilinear joint shear
stress-strain constitutive law that, implemented in the proposed
model for 2D-joints, be able to provide the best simulation of then
monotonic envelopes of load-displacement experimental curves.

The study presented in this paper, instead, is aimed at deriving
a new constitutive model for the analysis of both the monotonic
and cyclic behavior of 2D-joints, with the purpose to further
improve the simulation of the considered experimental tests. To
this end, a calibration procedure is carried out by considering just
the mentioned experimental database concerning RC beam-
column joints in 2D configuration. In particular, while the
first application of the procedure specifically regards the shear
strength of the joint, presented in the following, the subsequent
applications are devoted to derive: 1) a multi-linear shear stress-
slip law for the monotonic response, described in The Proposed
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Backbone Joint Shear Stress-strain Law, and 2) a model able to
predict the response of 2D joints under cyclic loads, presented in
Modeling of Cyclic Response of Joints – “Pinching4” Model.

Joint Shear Strength Model Prediction
The assessment of the literature models in predicting the shear
strength of the experimental database, presented in the previous
section, showed that the models proposed by Kim and LaFave
(2009) and by Jeon (2013) provided the lowest values of MAPE
(13.11 and 14.39% respectively). As observed from Table 1, both
models identified the beam reinforcement index, BI, and the
concrete compressive strength, fc, as the key parameters affecting

the joint shear strength; the only difference between the two
equations relies into the numerical coefficients calibrated by
the authors based on their own accounted set of experimental
cases.

In the present study, considering an experimental database
containing 2D-joint configurations only, a multivariate linear
regression analysis is performed by taking into account the same
predictor variables (BI and fc) and the same structure of the
formula used by model 1 and model 5 for deriving the shear
strength:

τmax � a · (BI)b · (fc)c (6)

where a, b and c are the numerical coefficients to be opportunely
calibrated.

It is worth highlighting that the use of a multivariate linear
regression analysis instead of a simple linear regression method
allows to study the relationship between a dependent variable and
more than one independent variable.

The general functional equation is expressed by an additive
model expressed in a logarithmic scale as follows:

ln(Y) � β0 + β1 ln(X1) + β2 ln(X2) +/ + βn ln(Xn) (7)

where:

- Y is the response (dependent) variable;
- Xj (j � 1,2. . .n) are the predictor (independent) variables;
- βj (j � 1,2. . .n) are the coefficients of the regression analysis.

In the literature, this functional form was employed in several
empirical models for estimating the main variables affecting the

FIGURE 3 | Model errors in terms of τmax for each considered experimental test: push direction (A); pull direction (B).

FIGURE 4 |Model errors in terms of τmax calculated per each considered
literature model by considering all experimental tests.
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shear strength of beam and column elements in RC framed
structures (Jeon, 2013), (Haselton et al., 2016).

Once the numerical coefficients of the relationship are
evaluated, Eq. 10 can be equivalently rewritten in the original
multiplicative form:

Y � eβ0(X1)β1(X2)β2/(Xn)βn (8)

The coefficient of determination R2 and the residual standard
error σ quantify the effectiveness of the predictive model and are
evaluated based on the regression analysis carried out using the
form in Eq. 7.

By focusing on the prediction of the shear strength of exterior
joints, the dependent variable is, of course, represented by the
shear strength τmax, while the considered independent variables
are BI and fc. Therefore, Eq. 7 can be converted into:

ln(τmax) � ln(a) + ln(BI)b + ln(f c)c (9)

whereas Eq. 8 can be converted into an expression coinciding
with Eq. 6.

In order to examine the accuracy of the two predictor variables
BI and fc on the response variable τmax, an analysis of variance
(ANOVA) was performed in a log-transformed space. In the
ANOVA analysis, the following two different statistic tests proved
the accuracy of the regression method adopted: the “F test” and “t
test”. In particular, the “F test” checks the hypothesis of no
significant relationship between the predictive independent
variables (in this case, BI and fc) and the single dependent
variable τmax (null hypothesis). On the other hand, the “t test”
is used to check the hypothesis of no significant relationship
between a single independent variable and the dependent variable
(null hypothesis). Both tests must meet the condition of
significance at the 95% level, or equivalently, a p-value less
than the 5%, so that the null hypothesis can be rejected. In
the “F test”, this condition ensures that at least one of the
coefficients βj in Eq. 7 is statistically significant; on the other
hand, in the “t test”, a p-value less than the significant level
implies that the single predictor variable is significant.

Usually, a stepwise elimination process is performed until all
the remaining variables are all significant at the 95% level based
on the “F test”.

The regression analysis, in conjunction with the ANOVA test,
was performed by considering both the positive and the negative
values of the shear strength τmax available for each experimental
test collected in the database; an exception is represented by the
tests TU1 (Pantelides et al., 2002) and T0 (El-Amoury and
Ghobarah, 2002) for which the two negative values of τmax

were excluded from the analysis since they are associated to
the occurrence of bond failure in place of the joint shear one.

Table 3summarizes the results obtained from the regression
analysis in terms of “F test” value, root mean square error

(RMSE), correlation of determination (R2) and p-value, while
Table 4 shows the results of each predictor variable in terms of
numerical coefficients, “t test” value and p-value.

As observed, both the variablesBI and fc are significant at the 95%
level based on the “F test” and each of them, including the intercept
(ln(a) in Eq. 9), are significant at the 95% based on the individual “t
test”. Thus, the null hypothesis can be rejected for both the statistic
tests; moreover, the coefficients resulting from the multiple linear
regression can be deemed relevant for the purposes of the predictive
capacity model.

Before definitively accepting the results derived from the
multiple regression analysis, it is necessary to perform an
outlier detection plan in order to identify whether the
obtained model is appropriate. To this aim, the residuals are
plotted against the predicted values and against the predictor
variables to determine whether some data points must be
eliminated to get a final model. If the residuals are distributed
within a horizontal band centred around the zero, the model can
be deemed accurate and it does not show any trend in
overestimating or underestimating the output of the
independent variable. Furthermore, the normal probability plot
must be displayed to assess the normality of the distribution of the
residuals. This condition is achieved if the points in the plot lie
approximately on a straight line.

Figure 5A shows the residual plot against both the fitted values
ln(τmax) and the two significant predictor variables: ln(BI) and
ln(fc). From this plot, it is observed that the residuals are evenly
scattered and no curve trend is observed, indicating a reasonable
accuracy of the predictive model. Moreover, the normal
probability plot in Figure 5B shows an approximately linear
trend. These outcomes prove the effectiveness of the predictive
shear strength model for exterior joints described in Eq. 9.

Therefore, the functional form of the predictive model can be
expressed by Eq. 10, with the numerical coefficients derived from
the ANOVA test:

ln(τmax) � −0.5634 + ln(BI)0.4448 + ln(f c)0.783 (10)

that, converted into the original multiplicative form expressed by
Eq. 6, provides the following predictive model for the joint shear
strength:

τmax � 0.569 · (BI)0.445 · (f c)0.783 (11)

Comparison Between the New Proposal
and the Literature Models 1 and 5
By comparing the new proposal with the counterpart models by
Kim and LaFave (2009) (model 1) and by Jeon (2013) (model 5), it

TABLE 3 | Regression results for the proposed empirical model.

F test RMSE R2 p-value

31.61 0.153 0.716 1.43e-7

TABLE 4 | Regression results for each predictor variable.

Predictor variables Coefficient t test p-value

ln(BI) 0.4448 5.77 5.12e-6
ln(fc) 0.783 7.81 3.64e-8
ln(a) (intercept) −0.5634 -2.1 0.04
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is noted that the main difference lies in the coefficient multiplying
the parameter BI and fc (� 0.569), which is higher than those of
the two literature models (0.483 and 0.409, respectively); the
coefficient term (0.445), representing the power of BI, is higher
than that provided by Kim and LaFave (0.3), but lower than that
provided by Jeon (0.495); the coefficient representing the power
of fc (0.783), instead, is slightly higher than that found by Kim and
LaFave (0.75), but lower than that proposed by Jeon (0.941). Of
course, differences in the found numerical coefficients are strictly
related to the experimental database used for the calibration
procedure; to this purpose, as already mentioned, the new
proposal was specifically found by considering an experimental
database including a homogeneous set of RC exterior joints.

In order to compare the accuracy of the proposed strength
model with that of the counterpart formula, the bar chart in
Figure 6 shows the mean errors in terms of τmax calculated
according to MAPE (see Eq. 5) for all the experimental tests by
considering the following three case: a) τmax in the push (“+”)
loading direction only; b) τmax in the pull (“−”) loading direction
only, and c) τmax in both loading directions.

As observed, all the three models always provide the highest
errors in the pull loading direction; however, the application of
proposed model yields an overall error reduction of about
13–15% and 20–30% with respect to model 1 (Kim and
LaFave, 2009) and model 5 (Jeon, 2013), respectively.

Finally, in Figure 7 the theoretical values τthmax, estimated for all
the tests by applying the three considered models, were compared
with the experimental ones τexpmax, relatively to the push
(Figure 7A) and pull direction (Figure 7B). The bisector
corresponds to perfect agreement between prediction and tests;
therefore, points falling in the lower part of the graph indicate
conservative predictions whereas points falling over the line
represent non-conservative situations.

As shown, the application of the new strength model leads,
except for a few cases, to the best agreement between prediction
and tests, with points (blue circles) mostly distributing about the
bisector line. Conversely, points related to the application of the
model by Kim and LaFave (2009) (white squares) are mostly
distributed below the bisector line, thus indicating conservative
predictions; an opposite trend, instead, is observed for points

FIGURE 5 | Residual plots for ln(τmax) (blue points), ln(fc) (black points) and ln(BI) (red points) (A); normal probability plot of the predicted values (B).

FIGURE 6 | Comparisons between the new proposal and Models 1 & 5 in terms of mean errors calculated according to MAPE on all the considered
experimental tests.

Frontiers in Materials | www.frontiersin.org July 2021 | Volume 8 | Article 7197169

Grande et al. Modelling of Exterior RC Joints

https://www.frontiersin.org/journals/materials
www.frontiersin.org
https://www.frontiersin.org/journals/materials#articles


referred to the use of the formulation by Jeon (2013), generally
providing non-conservative predictions.

THE PROPOSED BACKBONE JOINT
SHEAR STRESS-STRAIN LAW

By following the development of a sound analytical model for the
estimate of the maximum shear stress (τmax � τ3), a new backbone
τ – γ law was identified by properly defining the remaining stress
and strain parameters of the multilinear relationship assigned to
the rotational spring 1 (Figure 1C).

In particular, the stress values (τ1, τ2, τ4) were determined by
both following the indications provided from literature studies
and accounting for the conclusions drawn from the preliminary
numerical analyses published in Grande et al. (2021). The strain
parameters (γ1, γ2, γ3, γ4), instead, were identified by carrying out
new monotonic numerical analyses in which their associated
values were varied within specific ranges chosen by authors.
Then, by computing the errors emerged from the numerical vs
experimental comparisons in terms of force – drift monotonic
envelopes, the best set of γi parameters was identified.

It is worth highlighting that the whole calibration procedure,
better detailed in the following sections, consists of, firstly,
defining the values of the stress parameters, and, secondly,
identifying the best values for the strains γi among the
investigated ones. Of course, the two steps of the applied
procedures are not decoupled, since the percentage errors
emerged from the sensitivity analyses are affected on both the
stress and strain assessments.

Definition of the Stress Parameters (τ1, τ2, τ4)
Cracking Shear Strength τ1
Based on the examined literature studies, the cracking shear
strength τ1 can be reasonably estimated through the formula
proposed by Uzumeri (1977) (see Eq. 1). In particular, the results
of the preliminary numerical analyses published in Grande et al.
(2021), which were performed by implementing the 30 τ-γmodel

combinations briefly described in Numerical Analyses: Outcomes
of the Previous Research and Insights, highlighted that this first
stress point can be roughly set, on average, to 57% of τmax.

Pre-Peak Strength τ2
The pre-peak strength τ2 can be assumed equal to 0.85τmax,
according to the model proposed by De Risi et al. (2016), which
showed the best agreement in predicting the pre-peak branch of
the monotonic experimental envelopes (Grande et al., 2021).
Moreover, since the minimum pre-peak strength assessed from
the literature models is 0.75τmax (as proposed by Celik and
Ellingwood (2008)), while the maximum value is 0.9τmax

(model by Shin and LaFave (2004) and model by Sharma
et al. (2011)), an average value between the two ends of the
range (i.e., τ3 � 0.85τmax) can reasonably assumed.

Residual Strength τ4
The residual strength point τ4 of the backbone law is assumed
equal to 0.3τmax which is the value approximately suggested by
the most of considered literature models (Shin and LaFave, 2004;
Sharma et al., 2011; Celik and Ellingwood, 2008) (see also
Table 2) and fitting quite well the experimental monotonic
curves in the post-peak phase (Grande et al., 2021).

The second column of Table 5 summarizes the four τi stress
values identified by authors for the proposed constitutive law.

Definition of the Strain Parameters (γ1, γ2,
γ3, γ4)
A higher uncertainty affects the strain parameters of the τ – γ
relationship, since the proposed values from the literature are
merely derived from experimental observations on each
individual test, and do not depend on neither particular
geometric or mechanical properties nor other theoretical
considerations. However, the assessment of the monotonic
analyses in terms of load-drift published in Grande et al.
(2021) provided preliminary indications on the range of strain
values which best meet the experimental results. Thus, a

FIGURE 7 | Numerical vs experimental τmax values: comparisons between the new proposal and Models 1 & 5: push loading direction (A); pull loading
direction (B).
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sensitivity analysis was carried out on all the 15 experimental
tests, with the aim to identify a set of strain parameters to propose
in the τ – γ constitutive model for exterior joints.

Table 5 provides the four proposed ranges of strains to assess
(γ1, γ2, γ3, γ4) which were associated to the corresponding
backbone points. The motivations for investigating such
ranges are provided in the following.

Strain γ1
Regarding the strain corresponding to the cracking shear strength
τ1, investigating only three values was considered sufficient for the
purpose of the study; indeed, the monotonic analyses previously
performed by implementing the 30 mentioned model
combinations showed that a larger variation of this parameter
does not lead to a significant scatter in terms of errors calculated
between experimental and numerical enveloped in the first loading
branch. In detail, these analyses highlighted that, relatively to γ1
parameter, the lowest errors were generally obtained by
considering model B2 in which the value γ1 � 0.0013 (upper
end of the range provided inTable 5) coincides with the upper end
of the range proposed by Celik and Ellingwood (2008); such a
value is also the highest among those proposed by the various
authors (see Table 2). However, numerical analyses related to
some few tests showed that the first branch of the experimental
monotonic envelope was better reproduced by setting γ1 to 0.0004
(lower end of the range provided in Table 5); such a value is that
proposed by De Risi et al. (2016) but it is not significantly different
from other proposals (Shin and LaFave, 2004), (Sharma et al.,
2011) (see Table 2). Finally, γ1 � 0.0008 in Table 5 is the average
value of the range and represents a third alternative considered by
authors.

Strain γ2
Regarding the strain corresponding to the pre-peak strength τ2, it
is worth mentioning that the previous analyses highlighted that
the implementation of the models B2 and C2 in Table 2, both
suggesting γ2 � 0.01, led to the highest scatter in terms of errors
between the numerical drift and the experimental one;
conversely, the adoption of lower γ2 values, such as those
provided by the other models, showed to provide better
simulations. Therefore, the first two γ2 values included in the
range reported in Table 5 coincide, respectively, with those of
model A (De Risi et al., 2016) and models B1 (Celik and
Ellingwood, 2008), C1 (Shin and LaFave, 2004) and D
(Sharma et al., 2011). The upper end of the range, instead,
was arbitrarily chosen by the authors with the aim to consider

a third alternative; as shown later, this value was found to be
optimal in carrying out the numerical analyses.

Strain γ3
With respect to γ1 and γ2, the strain corresponding to the peak
stress, γ3, is characterized by greater uncertainty; indeed, the
previous numerical analyses performed on the considered
experimental tests have highlighted the wide range of values
that such parameter can assume to fit the experimental data well.
The same literature models in Table 2 propose very different
values for γ3. However, it is worth mentioning that the previous
analyses showed that, as for γ2, the implementation of themodels
B2 and C2 in Table 2, both suggesting γ3 � 0.03, led to the
highest scatter in terms of errors between the numerical drift
and the experimental one. Conversely, the models yielding the
lowest errors were found to be models B1 and C1 (both
suggesting γ3 � 0.01), in the push loading direction, and
models A and D (suggesting γ3 � 0.0049 and γ3 � 0.005,
respectively) in the pull loading direction. Therefore, in order
to cover the widest range of possible values, γ3 spans from 0.004
(value close to the minimum one proposed in literature, equal to
0.0049 (De Risi et al., 2016)), to 0.02 (the highest value found
from the previous numerical analyses fitting some experimental
curves well). Within this range, a thickening of the values was
considered towards the lower end, where the higher uncertainty
was identified in the numerical analyses; conversely, by moving
towards the upper end of the range, a lower number of values
were considered, being less likely.

Strain γ4
As for γ3, high uncertainties affect the correct identification of the
strain γ4 corresponding to the residual strength τ4. These are
related, on one hand, to the test procedures used in some
experimental investigations (as that carried out by Realfonzo
et al. (2014), where tests were stopped at a predetermined
conventional collapse in order to not significantly damage the
specimens) and, on the other end, to the significant scatter of
values proposed in the literature models (see Table 2). Therefore,
in this case, the lower end of the range coincides with the
minimum value suggested in literature (γ3 � 0.025 (Sharma
et al., 2011)); then, such a value was increased up to 0.050
(value adopted by model C2 (Shin and LaFave, 2004)) by also
including the other literature proposals. Finally, in order to
account for experimental cases in which high values of drift
were experienced, the remaining values of γ4, equal to 0.06, 0.07
and 0.08, were also taken into consideration.

TABLE 5 | Selected shear stress values and proposed ranges for γi parameters.

Backbone Point Shear stress, τj Shear strain, γj

1 τ1 � 0.29
��
fc

√ ���������
1 + 0.29σ j

√
Uzumeri (1977) c1 � 0.0004 − 0.0008 − 0.0013

2 τ2 � 0.85τmax c2 � 0.0017 − 0.002 − 0.004
3 τmax � 0.569 · (BI)0.445 · (fc)0.783 c3 � 0.004 − 0.006 − 0.007 − 0.009 − 0.010 − 0.012 − 0.014 − 0.016 − 0.018 − 0.020
4 τ4 � 0.3τmax Lowes et al. (2003), Shin and LaFave (2004),

Sharma et al. (2011)
c4 � 0.025 − 0.030 − 0.035 − 0.0441 − 0.050 − 0.060 − 0.070 − 0.080
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Sensitivity Analysis and Results
In order to assess the influence of each γi parameter on the global
response in terms of force – drift results, the sensitivity analysis
was performed by varying every single value of the strain
parameter within the predetermined range, thus requiring a
hard computation effort. Indeed, a total of 21600 monotonic
analyses were carried out by considering the 720 values of the
strain parameters [� (#3c1) x (#3c2) x (#10c3) x (#8c4)] applied
on the 15 experimental specimens in the 2 directions of loading
(therefore, 720 × 15 × 2 � 21600 analyses). Of course, a wider
variation of γi values within each considered range would have led
to an even more accurate identification of the strain parameters
but, according to the authors, the choices made herein represent
the right compromise with the required computational effort.

Each of the monotonic curves resulting from the sensitivity
analysis was compared to the experimental envelope of each test
and the MAPE value was calculated according to Eq. 3.

It is highlighted that the errors between the ith experimental
force and the corresponding numerical one were calculated
considering the total length of the numerical monotonic curve
(i.e., until the point τ4 – γ4, or, equivalently, until the final point of
the experimental curve).

For each experimental test, the combination of (γ1, γ2, γ3, γ4)
minimizing the mean absolute percentage error on the
monotonic envelope was, then, identified.

The resulting combinations are shown in Table 6 for each
experimental test, together with the related percentage error. The
last row of Table 6 also reports in bold italics the combination of
“mean” γi, i.e., the set of γi obtained by averaging the values
obtained from all the 15 experimental tests, together with the
corresponding mean value of the errors. Such set of γi values is
that proposed by the authors in conjunction with the stress
parameters τi to define a new backbone joint shear stress-
strain law to implement and validate in the numerical analyses
described in the following section. For better clarity, the four
couples of (τi – γi) parameters of the proposed law are
summarized in Table 7.

Validation of the Proposed τ – γ Law
In order to check the accuracy of the proposed model, new
monotonic analyses were carried out by implementing the
proposed τ – γ law in the OpenSees computer code, both in the
positive and negative direction of the loading. Then, theMAPE value
between the experimental and numerical curve was calculated by
applying Eq. 6 over the whole monotonic envelope of each test.

In Table 8, the errors per each test related to the
implementation of the proposed constitutive law (namely
“proposed model”) are compared with those obtained by
considering the best three literature τ – γ models identified in
Numerical Analyses: Outcomes of the Previous Research and
Insights, i.e., “model 5A”, “model 1A” and “model 5C1” (see the
ranking in Figure 2). Furthermore, the errors resulting from
considering the optimal set of γi parameters − found test by test in
the minimization error procedure (see Table 6) − in place of the
proposed average values in Table 7, are reported for a better
comparison (see column “optimal solution” in Table 8).

As expected, test by test the MAPE values related to the
“proposed model” are higher than those derived by the
“optimal solution”; on average, the mean error computed on
all the experimental tests (μMAPE) is about 45% greater (compare
15.86% with 10.87% in the last raw of Table 8). In particular, it is
observed that for some specimens (specifically, J05, T#1, T01, BS-
L, J40, O1), there is not a large scatter between the “proposed
model” and the “optimal solution”, while some others (J01, TU3,
#4, C1, C2, J2) show a higher difference in the error between these
two models.

The mean error provided by the “proposed model” is, however,
lower than that derived from the literature models 5A, 1A and
5C1, which show μMAPE values equal to 20.04, 21.01 and 23.65%,
respectively.

Of course, in some tests the error for the “proposed model” is
higher than that related to the literature models. This is the case
of: a) themodel 5A which provides better results for the tests TU3
(Pantelides et al., 2002), #4 (Clyde et al., 2000), C1; b) the model
1A which shows lower errors for the tests J01 (Realfonzo et al.,
2014), #4 (Clyde et al., 2000), C1 (Antonopoulos and
Triantafillou, 2003), and c) the model 5C1 furnishes better
results for the specimen #4 (Clyde et al., 2000). Only in the
case of the joint #4 (Clyde et al., 2000), the “proposed model”
works worse than all the three literature models. However, it is
worth mentioning that the percentage errors related to the
literature models, published in Grande et al. (2021) and
provided in Table 8 for the sake of comparison, have been
computed until the 75% of the maximum strength, while the
errors of both the “proposed model” and the “optimal solution” are
evaluated considering the whole monotonic envelope.

Finally, Figure 8 shows the resulting force – drift monotonic
curves plotted for all the 15 specimens. In particular, in each
graph the red curve and green one represent the monotonic
envelope numerically obtained by implementing the τ – γ law
identified as “optimal solution” and “proposed model”,
respectively; the black dotted curve, instead, is the
experimental monotonic envelope.

The Figure clearly highlights the greater accuracy in matching
the experimental behavior when the “optimal solution” is

TABLE 6 | Strain parameters minimizing the mean absolute percentage errors.

Joint γ1 γ2 γ3 γ4 MAPE [%]

J05 0.0004 0.0040 0.0060 0.0441 6.67
J01 0.0013 0.0020 0.0040 0.0300 9.74
TU3 0.0013 0.0040 0.0120 0.0700 8.90
TU1 0.0013 0.0040 0.0070 0.0800 10.19
#4 0.0004 0.0017 0.0090 0.0250 15.02
T#1 0.0013 0.0040 0.0060 0.0500 16.33
T_C3 0.0013 0.0017 0.0200 0.0441 12.08
T01 0.0013 0.0040 0.0060 0.0500 11.30
T0 0.0013 0.0020 0.0060 0.0350 10.88
BS-L 0.0008 0.0040 0.0100 0.0441 5.19
J40 0.0004 0.0017 0.0070 0.0500 8.04
C1 0.0013 0.0040 0.0060 0.0350 20.33
C2 0.0013 0.0040 0.0060 0.0350 13.87
J2 0.0013 0.0040 0.0200 0.0800 7.52
O1 0.0013 0.0040 0.0060 0.0600 7.11
μγi

; μMAPE 0.001087 0.003273 0.008733 0.04882 10.87
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implemented in the numerical simulations, but the “proposed
model” also provides good results for all the analyzed joints.

Both the numerical curves match the first elastic branch of the
experimental envelope better than the softening phase; this issue
is also common to all the numerical models investigated in the
previous study (Grande et al., 2021). In fact, the main difference
between the “optimal solution” and the “proposed model” stands
after the peak point for most of the cases. As also shown from the
errors in Table 8, the proposed numerical model (green curve in
Figure 8) meets well the experimental outcomes in the following
cases: J05, BS-L, J40, O1. On the other hand, the worst results are
shown for the tests #4, T#1, TC_3, C1 and C2. Even in this
analysis, the negative envelopes of the specimens TU1 and T0 are
related to the nonlinear rotational spring describing the
anchorage failure of the bottom bars at the beam-joint interface.

It is noticed that, in the case of the joints showing the higher
errors, the main difference between the numerical and the
experimental results relies in the values of the peak force, i.e.
in the maximum shear strength. This aspect confirms that the
assessment of this parameter is a crucial preliminary step in the
definition of the shear behavior of beam – column joints.

Moreover, in the cases of joints TU3, TU1, T#1, T01, the
“proposed model” is characterized by a constant trend after the
residual strength point (τ4-γ4 in the constitutive law) since the
corresponding experimental envelopes experienced high
excursions in terms of drift in the post-peak phase.

MODELING OF CYCLIC RESPONSE OF
JOINTS : “PINCHING4” MODEL

The modelling of the cyclic behavior represents a key aspect in the
study of the seismic performance of the RC beam-column joints
and is characterized by a greater complexity with respect to the
simulation of the monotonic response. To this aim, the “pinching4”
uniaxial material model (see Figure 9), available in the OpenSees
library (McKenna et al., 2010), and developed by Lowes et al.
(2003), was still used to set the parameters governing the hysteresis
rule and pinching effect. Thismodel has beenwidely used in several
studies available in literature to simulate the hysteretic behavior of
shear critical elements like beam – column joints or infilled frames
(De Risi, 2015).

Themodel is based on amultilinear envelope response (backbone
curve) and a trilinear unload – reload path, as illustrated in Figure 9.
The cyclic degradation is simulated by three damage rules, that is,
unloading stiffness degradation, reloading stiffness degradation (i.e.
deterioration in strength developed in the vicinity of the maximum
andminimum deformation demands) and strength degradation (i.e.
deterioration in strength achieved at previously unachieved
deformation demands).

Figure 10 shows the different effect of these three damage
modes on the hysteretic response of the material.

Each of the three hysteretic damage modes is characterized by
a modified version of the damage index proposed by Park and

TABLE 7 | Shear stress and strain parameters of the proposed constitutive law.

Backbone point Shear stress, τj Shear strain, γj

1 τ1 � 0.29
��
fc

√ ���������
1 + 0.29σ j

√
Uzumeri (1977) c1 � 0.001087

2 τ2 � 0.85τmax c2 � 0.003273
3 τmax � 0.569 · (BI)0.445 · (fc)0.783 c3 � 0.008733
4 τ4 � 0.3τmax Lowes et al. (2003), Shin and LaFave (2004), Sharma et al. (2011) c4 � 0.048820

TABLE 8 | Mean absolute percentage errors and their mean values calculated for: a) the best three literature models (5A, 1A and 5C1); b) the proposed model, and c) the
optimal solution.

Specimen MAPE [%]

Model 5A Model 1A Model 5C1 Proposed modela Optimal solutionb

J05 11.00 12.44 8.87 8.63 6.67
J01 23.71 14.58 19.42 18.92 9.74
TU3 14.43 19.13 25.43 15.60 8.90
TU1 17.35 21.95 24.42 16.47 10.19
#4 9.88 19.01 11.69 22.96 15.02
T#1 32.75 22.41 42.44 18.52 16.33
T_C3 20.09 22.01 28.35 17.20 12.08
T01 33.52 26.31 32.91 13.43 11.30
T0 30.68 26.54 30.19 14.99 10.88
BS-L 9.30 13.87 13.42 5.55 5.19
J40 10.47 29.08 16.54 9.07 8.04
C1 17.23 22.47 29.61 27.42 20.33
C2 37.77 35.02 38.13 22.98 13.87
J2 23.13 20.91 22.97 17.49 7.52
O1 9.35 9.46 10.29 8.71 7.11
μMAPE 20.04 21.01 23.65 15.86 10.87

astrain parameters ci reported in Table 7 and in the last row of Table 6 as well.
boptimal set of strain parameters ci found test by test in the minimization error procedure (Table 6)
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FIGURE 8 | Numerical vs Experimental comparison of the monotonic envelopes considering the “optimal solution” (red curve) and the “proposed model” (green
curve).
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Ang (1985), dependent on the displacement history and the
accumulated energy, as follows:

δi � (α1(dmax)α3 + α2( Ei

Emonotonic
)α4)≤ δlim (12)

where:

dmax � max[(dmax)i
defmax

,
(dmin)i
defmin

] (13)

Ei � ∫
loadhistory

dE (14)

Emonotonic � gE(∫
monotonic load

dE) (15)

In Eqs 12–15:

- the subscript i refers to the current displacement increment;
- δi is the damage index (0 in case of no damage, 1 in case of
maximum damage);

- αj are parameters required to fit the damage rule to
experimental data;

- Ei is the accumulated hysteretic energy;

- Emonotonic is the energy required to achieve under monotonic
loading the deformation that defines failure;

- defmax and defmin are the positive and negative deformations
that define failure;

- dmax and dmin are the maximum and minimum historic
deformation demands;

- δlim is the maximum possible value of the damage index;
- gE is a multiplication factor used to define the maximum
energy dissipation under cyclic loading.

The same basic equations are used to describe
deterioration in strength, unloading stiffness and
reloading stiffness. For the case of stiffness degradation
(Figure 10A):

ki � k0(1 − δki) (16)

where: ki is the current unloading stiffness; k0 is the initial
unloading stiffness for the case of no damage; δki is the
current value of the stiffness damage index.

The same relationship describes the envelope strength
degradation (Figure 10C), as follows:

FIGURE 9 | “Pinching4” material model (adapted from Lowes et al. (Kim and LaFave, 2012)).

FIGURE 10 | Damagemodes of the “pinching4”material: unloading stiffness degradation (A); reloading stiffness degradation (B); strength degradation (C) (Genesio, 2012).
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fmax,i � fmax,0(1 − δfi) (17)

where: fmax,i is the current envelope maximum strength; fmax,0 is
the initial envelope maximum strength for the case of no damage;
δfi is the current value of the strength damage index.

The case of reloading stiffness degradation (Figure 10B) is
defined by applying an increase in the maximum (decrease in the
minimum) historic deformation demand:

dmax,i � dmax,0(1 − δdi) (18)

where: dmax,i is the current deformation that defines the end of
the reload cycle for increasing deformation demand; dmax,0 is the
maximum or minimum historic deformation demand; δdi is the
current value of the reloading – strength damage index.

The damage rule of Eq. 12 requires the definition of 4
parameters (αj) which must be calibrated for each of the three
damage indices on the basis of experimental data. In the
“pinching4” model, these αj parameters are replaced by proper
degradationmodel parameters to be defined for each damage index
(δki, δfi, δdi); all these 15 parameters are indicated in Table 9.

Also, as observed in Table 9, the “pinching4” model requires
the definition of other parameters, i.e.: 1) gE, already introduced
in Eq. 15, and 2) three couples of parameters (rDispP, rDispN;
rForceP, rForceN; uForceP, uForceN) describing the pinching
behavior of the unload-reload path in Figure 9.

It is worth mentioning that the correct setting of these 22
parameters characterizing the material model (specifically, 15
degradation parameters + “gE” + 6 unloading–reloading pinching
parameters), is a key task in the numerical simulation of the joint
cyclic response. To this purpose, several studies were published in
the literature, in which the calibration of these parameters was
always based on a fitting process of experimental cyclic responses
of beam-column joints. In this paper, the studies performed by
Lowes and Altoontash (2003), Theiss (2005), Hassan (2011), De

Risi (2015), Jeon (2013) were taken under consideration for the
definition of the “pinching4” material model. The main details of
these studies are provided in the following section.

Selected Literature Studies
In each selected literature study the researchers defined a set of
“pinching4” parameters even though generally calibrated by using
their own experimental data. In particular, the study by Lowes
and Altoontash (2003) represents one of the first attempts to
provide specific indications on the hysteretic rules defined by the
“pinching4” material model. The proposed unload-reload path
and the damage law were assessed through the comparison
between the simulated and the observed response for a series
of four joint sub-assemblages with different design details. The
backbone envelope was defined through themodified compression
field theory (MCFT) approach proposed by Vecchio and Collins
(1986). Experimental data provided by Stevens et al. (1991) were,
then, used to define the response under cyclic loading. These data
showed an extremely pinched shear stress-strain behavior, which
was attributed to the opening and closing of cracks in the
concrete-steel composite. The numerical simulations showed
that the proposed model represented well the fundamental
characteristics of the observed response, including energy
dissipation within the joint and the shear failure mode.
However, due to the limited number of experimental tests
investigated by the authors, the accuracy of the model should
be further assessed for a higher number of joints.

Theiss (2005) investigated five laboratory tests previously
carried out by Walker (2001) and Alire (2002). Different cyclic
analyses were performed, employing simulation and no
simulation of the joint’s strength and stiffness deteriorations
under cyclic loading. The results showed that simulating the
strength and stiffness deteriorations had a significant impact on
the global hysteretic response of the joints, especially in terms of

TABLE 9 | Pinching4” material model parameters and their role.

Parameter type Parameter
name

Description

Pinching parameters rDispP, rDispN Ratio of deformation at which reloading occurs to the maximum/minimum historic
deformation demand

rForceP, rForceN Ratio of the force at which reloading begins to force corresponding to the maximum/
minimum historic load demand

uForceP, uForceN ratio of the load developed upon unloading, from a negative (positive) load, to the
maximum (minimum) of the load envelope

model degradation
parameters

Unloading stiffness degradation
parameters

gK1, gK2,
gK3, gK4

Control unloading stiffness degradation (parameter related to δki index)

gKlim Damage index limit for unloading stiffness degradation (parameter related to δki index)
Reloading stiffness degradation
parameters

gD1, gD2,
gD3, gD4

Control reloading stiffness degradation (parameter related to δdi index)

gDlim Damage index limit for reloading stiffness degradation (parameter related to δdi index)
Strength degradation parameters gF1, gF2,

gF3, gF4
Control strength degradation (parameter related to δfi index)

gFlim Damage index limit for strength degradation (parameter related to δfi index)

Energy dissipation gE Floating point value used to define maximum energy dissipation under cyclic loading.
The total energy dissipation capacity is given by this factor multiplied by the energy
dissipated under monotonic loading
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maximum drift demands. The effect of the joint modeling was
also evaluated through dynamic analyses on a three-story RC
frame building.

The study by Hassan (2011) aimed at evaluating the seismic
performance of four full-scale corner beam-column joint sub-
assemblies until total collapse. The model incorporates the effect
of axial load level, overturning seismic moment, joint aspect ratio,
joint failure mode and the post-shear damage residual axial
capacity. To validate the appropriateness of the proposed joint
model, six additional unconfined exterior and corner tests were
selected from literature and investigated through numerical
simulations.

The study by De Risi (2015) focused on proposing a
modelling approach for exterior RC joints under cyclic
loading in order to assess the seismic vulnerability of existing
RC buildings typical of Italian/Mediterranean building stock,
and to evaluate the impact of joints’ response on such a
performance. To this purpose, the calibration of the key
parameters governing the joint panel hysteretic behavior was
based on an experimental database including 10 tests of which 2
were performed by the same author; from the calibration
procedure, the mean values of the parameters calibrated from
each test were finally proposed. In particular, the applied
procedure was performed starting from the experimental
shear stress-strain backbones and minimizing the error in
terms of dissipated energy between the numerical and the
experimental responses. No degradation in strength was
introduced (namely all gF parameters in Table 9 were set
equal to zero) since it was already included in the backbone
of the joint response obtained from the experimental data.

Finally, the study by Jeon (2013) was based on the most
complete experimental database, which gathered 28 exterior
sub-assemblages from literature. The mean values of the
“Pinching4” material parameters, extracted from the model
validation in terms of strength, stiffness and energy
dissipation, were then utilized in the simulations of RC
structures for a probabilistic risk assessment.

Table 10 shows the values of the pinching parameters
proposed by the selected literature studies. From this table, the
following considerations can be made:

- in most of the cases, the pinching parameters (rDisp, rForce,
uForce) are assumed to be equal − in absolute value −
between the positive and negative unload – reload path;
only Hassan (2011) proposed different values between the
two branches (in particular, rForceP � 0.35 and rForceN �
−0.40, whereas uForceP � −0.10 and uForceN � −0.40);

- the models by Lowes and Altoontash (2003), De Risi (2015) and
Jeon (2013) assumed the unloading stiffness damage to be a
function of the displacement history only, since the parameters
gK2 and gK4, related to the energy accumulation damage, are set
equal to zero. The same observation can be made for reloading
stiffness degradation parameters; in this case, also the model by
Theiss (2005) shows that the stiffness loss is determined
primarily by the maximum deformation demand (dmax) (gD2

� 0.005; gD4 � 0);

- both the unloading and the reloading stiffness damage indices
limits (gklim and gDlim) assumed similar values among all the
models; in fact, the maximum value of gklim is equal to 0.99
(Theiss, 2005), (Hassan, 2011) and the minimum is 0.89 (Lowes
and Altoontash, 2003), while gDlim assumes a maximum of 0.99
(Theiss, 2005), (Hassan, 2011) and a minimum of 0.95 (Lowes
and Altoontash, 2003; Jeon, 2013);

- the displacement history is taken as main factor of the strength
degradation index for the models by Lowes and Altoontash
(2003), Theiss and Jeon (gF2 and gF4 equal to zero) (Theiss,
2005; Jeon, 2013);

- the strength degradation limit (gFlim) is equal to 0.99 for the
models by Theiss (2005) and Hassan (2011) (note that this limit
value is also assumed for the other damage indices by these
authors), whereas much lower values are assumed by the
models by Lowes and Altoontash (2003), and Jeon (2013)
(0.13 and 0.25, respectively);

- as mentioned earlier, the strength degradation parameters
assumed by De Risi (2015) are all set equal to zero, i.e., no
strength degradation is included in this model. Indeed, due to
these parameters, a reduction in the envelope curve of the
hysteretic cycles would have been shown, leading to a
mismatch if the monotonic backbone had been previously
calibrated through specific analyses and assumptions as done
by De Risi (2015); the author proposed the multilinear
response envelope, based on some experimental tests, before
the definition of the degradation laws concerning the cyclic
behavior of joints;

- the energy dissipation factor gE is assumed equal to 10 by all the
models, with the exception of themodel by Theiss (2005), which
proposed an energy multiplication factor equal to 2.

Assessment of the Model Parameters
Proposed in Literature
The considerations made on the literature values assigned to the
“pinching4” model parameters represent a useful starting point
for carrying out cyclic analyses on the experimental tests available
in the database. Therefore, the obtained results have allowed, on
one hand, to identify the literature proposal fitting the
experimental best and, on the other end, to catch valuable
indications on how to properly modify the values of some
“pinching4” model parameters.

To this purpose, the finite element model geometry used to
simulate the monotonic envelope of the experimental joints, was
again considered to carry out cyclic analyses for the same set of 15
specimens in the OpenSees platform (McKenna et al., 2010).

Even in this case, the macro –modeling approach adopted the
“scissors model” to simulate the joint element, with the two
rotational springs 1 and spring 2 in series, representing the
shear behavior of the joint panel and the bond – slip
mechanism at the beam – joint interface. In particular, the
multilinear moment – rotation (M–θ) law in Figure 1C was
adopted to describe the envelope backbone of the shear rotational
spring, of which the key parameters were derived from the τ and γ
values previously calibrated by the authors (see Table 7).
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The “pinching4” uniaxial material model was, hence, assigned to
the two rotational springs. Of course, besides the implementation
of the backbone envelope in terms of moment-rotation multilinear
laws, the “pinching4” material model requires, for cyclic analyses,
the mentioned additional 22 parameters describing the unloading-
reloading path, the strength and stiffness degradation and pinching
effect (see Table 9).

Therefore, for each of the 15 experimental specimens, a set of 5
cyclic analyses were carried out by implementing the corresponding
5 sets of cyclic degradation parameters listed in Table 10.

It is worth highlighting that that no strength degradation was
considered in all the 5 models, meaning that the strength damage
index parameters (gF1, gF2, gF3, gF4, gFlim) were always set equal to
zero whatever the accounted model. Indeed, like the numerical study
performed by De Risi (2015), even in this work the monotonic envelope
of each joint has been separately calibrated by performing specific
monotonic analyses. The introduction of the strength loss
phenomenon, indeed, would have reduced the envelope backbone,
leading to aworseningwith respect to the experimentalmonotonic curve.

In order to assure a perfect correspondence between numerical
and experimental curves, the cyclic analyses were performed by
implementing, for each single experimental test, the same
displacement history described in literature by the authors.

Results and Discussion
In order to identify the model which best approximate the cyclic
behavior of the tests, an assessment was carried out on the basis
of the difference between the numerical and the experimental
response in terms of dissipated energy (Ed,i) and stiffness
degradation (Ki) at each cycle. In fact, these are the

properties mainly controlling the shape of the hysteretic
loops and their evaluation is a relatively simple issue in the
post – processing phase of the force – drift cyclic response. In
particular, by summing up the area enclosed by each force-
displacement cycle, the total cumulative dissipated energy was
obtained, which obviously increases with the imposed
displacement. On the other hand, the secant stiffness Ki was
calculated through the relationship proposed by Mayes and
Clough (1975) as follows:

Ki �
∣∣∣∣F+

max,i

∣∣∣∣ + ∣∣∣∣F−
max,i

∣∣∣∣∣∣∣∣D+
max,i

∣∣∣∣ + ∣∣∣∣D−
max,i

∣∣∣∣ (19)

where: F+max,i and F−max,i are the peak lateral forces applied to the
beam in the two directions of loading; D+

max,i and D-
max,i are the

corresponding displacements.
Unlike the cumulative energy, the secant stiffness decreases

with imposed displacement.
To compare the accuracy of the numerical simulations

resulting from the implementation of the five sets of
“pinching4” model parameters, the mean absolute percentage
error was calculated between the experimental and the
numerical values for both energy and stiffness at each cycle by
applying the following equation:

Err,Ed �
∑n

i�1

∣∣∣∣Eexpd,i
−Enum

d,i

∣∣∣∣
Eexp
d,i

· 100
n

; Err,K �
∑n

i�1
|Kexp

i −Knum
i |

Kexp
i

· 100
n

(20)

where n is the total number of measures in terms of energy
and stiffness available for each specimen, Eexp

d,i and Enum
d,i are,

TABLE 10 | Values of the “Pinching4” material parameters selected from the literature.

Parameter type Parameter
ID

Lowes and
Altoontash (2003)

Theiss
(2005)

Hassan
(2011)

De Risi
(2015)

Jeon
(2013)

Pinching parameters rDispP 0.25 0.11 0.15 0.16 0.2
rForceP 0.15 0.25 0.35 0.23 0.2
uForceP 0 0 −0.1 −0.22 0
rDispN −0.25 −0.11 0.15 0.16 0.2
rForceN −0.15 −0.25 0.15 0.23 0.2
uForceN 0 0 −0.4 −0.22 0

model degradation
parameters

Unloading stiffness degradation
parameters

gK1 1.3 0.42 0.5 0.85 0.95
gK2 0 0.35 0.2 0 0
gK3 0.24 0.2 0.1 0.12 0.1
gK4 0 0.028 0.4 0 0
gKLim 0.89 0.99 0.99 0.96 0.95

Reloading stiffness degradation
parameters

gD1 0.12 0.046 0.1 0.38 0.35
gD2 0 0.005 0.4 0 0
gD3 0.23 1.385 1 0.34 0.15
gD4 0 0 0.5 0 0
gDLim 0.95 0.99 0.99 0.96 0.95

Strength degradation parameters gF1 1.11 1 0.05 0 0.05
gF2 0 0 0.02 0 0
gF3 0.32 2 1 0 0.32
gF4 0 0 0.05 0 0
gFLim 0.13 0.99 0.99 0 0.25

Energy dissipation gE 10 2 10 10 10
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respectively, the experimental and numerical dissipated
energy calculated at the i-th displacement cycle; Kexp

i and
Knum
i are, respectively, the experimental and numerical

stiffness calculated at the i-th displacement cycle according
to Eq. (19).

The MAPE values emerged from the analysis are reported
in Table 11 for both energy and stiffness parameters; the
mean value (μMAPE) calculated per each model on all the
experimental tests is also provided in the last row of
Table 11.

As observed, the model by Jeon (2013) yields the lowest
μMAPE values both in terms of energy and stiffness, being
equal to 37.67 and 23.40%, respectively. In the ranking, the
model by De Risi (2015) follows, providing overall mean
values equal to 38.13% for the dissipated energy and
23.73% for the stiffness degradation. For both the
properties, the model leading to the highest mismatch is
the model by Theiss (2005).

By analyzing the tests case by case, some observations can
be made regarding the joints J05 and J01 (Realfonzo et al.,
2014), since they are characterized by high values of errors for
the energy, but very low values for the stiffness if compared to
corresponding results found for the other tests. This particular
outcome is probably due to the fact that the experimental data
of the entire cyclic load history were available for these tests.
Thus, the analysis on the dissipated energy and stiffness
degradation was made possible also for the first small
imposed displacements, which have been proven to furnish
the highest mismatch in terms of loop width and,
consequently, in terms of energy dissipation. No substantial
differences are observed in terms of secant stiffness at each
cycle, since the monotonic backbone of the numerical models
provided a good approximation with the experimental
envelope.

Moreover, it is highlighted that, the cases that already had
showed the highest errors in terms of monotonic envelopes (see
§5) are also characterized by high errors in terms of energy
dissipation and stiffness loss (see joints #4, T#1, T_C3, C1, C2 in
Table 11). This observation remarks the importance of defining a
proper monotonic backbone curve before studying the hysteretic
cyclic behavior.

Figure 11 and Figure 12 depict the cumulative dissipated
energy and the stiffness degradation, respectively; for each test, all
the five numerical outcomes are displayed and compared among
them and with the experimental trend as well.

As observed, a large scatter among the considered models is
found in terms of numerical energy dissipation (Figure 11),
whereas only slight differences are noted in terms of stiffness
decay (Figure 12).

As emerged from the outcomes shown in Table 11, the
numerical model derived by adopting the pinching parameters
proposed by Theiss (2005) provided the less accurate results in
terms of dissipated energy and stiffness degradation. Conversely,
the best numerical simulations are those generally obtained
considering the proposal by Jeon (2013) The good accuracy is
also confirmed by analyzing the plots in terms of force – drift
hysteretic cycles shown in Figure 13 where the experimental
curves are compared to the numerical ones obtained by using the
pinching parameters proposed by Jeon (2013) (the cyclic
simulations obtained by using the pinching parameters
suggested by the other proposals are omitted for the sake of
brevity). Of course, in order to further improve the cyclic
modelling of the considered RC joints, an ad-hoc calibration
procedure of the “pinching4” model parameters should be
performed by considering the collected experimental database;
to this purpose, a good starting point is represented by the
outcomes of the numerical study performed herein, suggesting
to focus on the sets of parameters proposed by Jeon (2013) and by

TABLE 11 | Mean absolute percentage errors for energy dissipation and stiffness degradation.

Test MAPE [%] Energy MAPE [%] Stiffness

Lowes
and

Altoontash
(2003)

Theiss
(2005)

Hassan
(2011)

De
Risi

(2015)

Jeon
(2013)

Lowes
and

Altoontash
(2003)

Theiss
(2005)

Hassan
(2011)

De
Risi

(2015)

Jeon
(2013)

J05 80 61 79 58 54 9 12 8 9 13
J01 84 67 77 65 63 16 13 14 14 15
TU3 27 43 36 23 15 29 31 26 22 21
TU1 22 60 27 24 26 46 48 49 45 54
#4 76 70 80 69 63 43 26 40 37 39
T#1 39 39 38 35 30 28 36 27 21 18
T_C3 44 29 45 28 28 69 72 61 52 44
T01 25 45 12 23 24 23 30 23 21 19
T0 26 22 36 30 22 24 27 24 20 20
BS-L 29 14 33 23 27 16 21 15 9 8
J40 55 41 52 45 48 42 30 36 29 27
C1 25 75 34 64 58 24 22 25 20 18
C2 33 76 44 60 69 31 24 27 25 22
J2 40 21 34 16 21 11 27 16 17 18
O1 18 10 21 9 17 20 44 19 15 15
μMAPE 41.53 44.87 43.20 38.13 37.67 28.73 30.87 27.33 23.73 23.40
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De Risi (2015), and opportunely modify them by spanning within
the values proposed by these authors. However, this aspect is
omitted herein and will be addressed in another paper under
preparation.

CONCLUSION

Past and recent earthquake events have underlined a behavior of
existing RC frame structures in some cases characterized by

FIGURE 11 | Cumulative dissipated energy: comparison among the literature models.
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significant damages and failure of beam-column joints. This
unexpected behavior has led to a particular attention of the
scientific community toward the assessment, verification and
design of this important component of RC frames.

In this study, a numerical modelling approach to evaluate the
behavior of exterior RC beam – column joints has been presented.
In particular, starting from the outcomes of a previous study
carried out by the authors, a calibration process based on a set of

FIGURE 12 | Stiffness degradation: comparison among the literature models.
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experimental tests has been carried out in order to derive an
efficient constitutive model for exterior RC joints.

To this end, non-linear static analyses carried out by
implementing the scissor model in the software OpenSees have

been performed by simulating both the monotonic experimental
behavior and the cyclic response of the selected experimental cases.

The monotonic analyses have been preliminary finalized to
identify among the models of literature the ones that better

FIGURE 13 | Force – drift cyclic response using the pinching parameters proposed by Jeon (Mitra and Lowes, 2007).
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simulate the experimental behavior of the selected specimens. From
these analyses it has been observed that themodel byKim and LaFave
(2009) and the model by Jeon (2013) are the most reliable in
predicting the shear strength of the examined joints, while the
deformability level is better approximated by the strain parameters
proposed by the model by De Risi et al. (2016). Subsequently, the
calibration process has been carried out to improve the capacity of the
model to simulate the monotonic response of exterior RC joints.

Moreover, cyclic analyses have been carried out considering
the model derived from the calibration process here presented
and some literature proposals for defining the set of parameters
governing the hysteresis rules and pinching effect. The obtained
results, although have clearly emphasized the great complexity in
simulating the cyclic response, have pointed out the reliability of
the proposed model and, also, provided useful indications on how
to further improve the cyclic modelling of the considered RC
joints.
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GLOSSARY

The symbols used within the paper are reported herein:

A (mm2) joint cross-section area

As,b (mm2) area of the beam longitudinal reinforcement in tension

As,c (mm2) total area of the column longitudinal reinforcement

BI (-) beam reinforcement index equal to (As,b·fyb)/(bb·hb·fc)
D+
max,i (mm) displacement corresponding to F+max,i

D-
max,i (mm) displacement corresponding to F−max,i (kN)

Ei (N mm) accumulated hysteretic energy at the ith displacement
increment

Emonotonic (N mm) energy required to achieve under monotonic loading
the deformation that defines failure

Ed,i
exp (N mm) experimental dissipated energy calculated at the i-th

displacement cycle

Ed,i
num (N mm) numerical dissipated energy calculated at the i-th

displacement cycle

Err,En (%) mean absolute percentage error calculated on the dissipated
energy parameter

Err,F [%] mean absolute percentage error calculated on the force parameter

Err,K (%) mean absolute percentage error calculated on the stiffness
degradation parameter

Err,τ (%) mean absolute percentage error calculated on the shear strength
parameter

Fexp,i (kN) ith value of the experimental force

F+max,i (kN) peak lateral force applied to the beam in the push loading
direction at the ith displacement cycle

F−max,i (kN) peak lateral force applied to the beam in the pull loading
direction at the ith displacement cycle

Fnum,i (kN) ith value of the numerical force

Ki (N/mm) stiffness loss at ith displacement cycle

Ki
exp(N/mm) experimental stiffness calculated at the i-th

displacement cycle

Ki
num(N/mm) numerical stiffness calculated at the i-th displacement cycle

Lb (mm) beam length

Lc (mm) column length

M (kN m) generic bending moment corresponding to the joint shear stress

Mj (kN m) jth bending moment corresponding to the jth shear stress τj
M1

s (kN mm) bending moment at beam cracking associated to the slip s1

M2
s (kN mm) bending moment at pre-peak phase associated to the slip s2

M3
s (= Mmaxs) (kN m) maximum bendingmoment associated to the slip s3

M4
s (kN m) residual bending capacity associated to the slip s4

N (N) axial force applied to the column

Tb (N) tensile force acting in the beam longitudinal bars

Vcol (N) column shear force

Xj (-) jth predictor (independent) variable

Y (-) response (dependent) variable

ab (mm) depth of the neutral axis in the beam, evaluated assuming plane section

bb (mm) width of the beam cross-section

bc (mm) width of the column cross-section

bj (mm) effective joint width, equal to bj � minbc; (bc + bb/2]

d-d9 (mm) distance between the longitudinal reinforcements in tension
and compression of the beam

dmax (mm) maximum historic deformation demands

dmin (mm) minimum historic deformation demands

dmax,i (mm) current deformation defining the end of the reload cycle for
increasing deformation demand

dmax,0 (mm) maximum (or minimum) historic deformation demand

defmax (mm) positive deformations that define failure

defmin (mm) negative deformations that define failure

fc (MPa) cylinder compressive strength of concrete

fmax,i (kN) current envelope maximum strength

fmax,0 (kN) initial envelope maximum strength for the case of no damage

fstm,tr (MPa) mean value of the maximum tensile stress developed in the
bar that can be transferred by bond

fst,0 (MPa) maximum bond stress estimated in absence of confining effect

fyb (MPa) steel yield strength of beam reinforcement

fyc (MPa) steel yield strength of column reinforcement;

gE (-) multiplication factor used to define the maximum energy dissipation
under cyclic loading

ki (N/mm) current unloading stiffness

k0 (N/mm) k0 is the initial unloading stiffness for the case of no damage

hb (mm) height of the beam cross-section

hc (mm) height of the column cross-section

jdb (mm) beam internal lever arm

lb (mm) anchorage length of the longitudinal bar (the bond stress is
assumed uniform over this length)

m (-) number of available measures

n (-) total number of measures considered in the analysis

ptr (MPa) the transverse pressure in the column (equal to σj)

s (mm) slip of the beam’s reinforcing bars under tension

s1 (mm) slip s associated to the bending moment at beam crackingM1s

s2 (mm) slip s associated to the bending moment at pre-peak phase M2s

s3 (mm) slip s associated to the maximum bending moment M3s

s4 (mm) slip s associated to the residual bending capacity M4s

θ (mm) longitudinal bar diameter;

αj (-) jth parameter required to fit the damage rule to experimental data

βj (-) coefficient of the regression analysis

γ (-) generic shear strain value

γj (-) jth joint shear strain

γ1 (-) shear strain corresponding to τ1

γ2 (-) shear strain corresponding to τ2
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γ3 (-) shear strain corresponding to τ3 � τmax

γ4 (-) shear strain corresponding to τ4
δi (-) damage index at the ith displacement increment (0 in case of no
damage, 1 in case of maximum damage)

δlim (-) maximum possible value of the damage index

δdi (-) current value of the reloading – strength damage index

δfi (-) current value of the strength damage index

δki (-) current value of the stiffness damage index

θ (rad) generic rotation corresponding to the joint shear strain

θj (rad) jth joint rotation

θs (rad) joint rotation due to slip of the beam’s reinforcing bars under tension

λ (-) parameter accounting for the bending shape of the beam’s longitudinal
steel bar end inside the joint (λ � 1.0 in the case of a “L-shape” configuration;
λ � 0.9 in the case of a “U-shape” one)

σj (MPa) ratio between the column axial load (N) and the corresponding
cross-section area bc·hc of the column

τ (MPa) generic shear stress value

τj (MPa) jth joint shear stress

τ1 (MPa) shear stress at joint craking

τ2 (MPa) shear stress at pre-peak phase

τ3 (= τmax) (MPa) shear stress at peak

τ4 (MPa) residual shear strength

φ angle between the strut and the longitudinal beam axis
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