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Introduction: The Geostationary Ocean Color Imager-II (GOCI-II), launched on

February 19, 2020, offers increased observation times throughout the day and

higher spatial resolution compared to its predecessor, the Geostationary Ocean

Color Imager (GOCI), launched in 2010. To ensure the reliability of GOCI-II data

for practical applications, the accuracy of remote sensing products needs to be

validated. This study uses in situ data from Lake Taihu for validation.

Methods: We assessed the accuracy of GOCI-II remote sensing products,

including remote sensing reflectance derived using two atmospheric

correction algorithms: ultraviolet (UV) and near-infrared (NIR). The study also

evaluated the accuracy of derived parameters, such as chlorophyll-a (Chl-a)

concentration, total suspended matter (TSM) concentration, and phytoplankton

absorption coefficient (aph), based on these atmospheric correction algorithms.

In situ measurements from Lake Taihu were used as ground truth data

for validation.

Results: Our results revealed that the UV atmospheric correction algorithm

provided higher accuracy in Lake Taihu compared to the NIR algorithm. The

average absolute percentage deviations (APDs) for remote sensing reflectance

across different bands were: 25.17% (412 nm), 29.69% (443 nm), 22.27% (490 nm),

19.38% (555 nm), 36.83% (660 nm), and 33.0% (680 nm). Compared to NIR-

derived products, the UV algorithm showed improved accuracy for Chl-a

concentration, TSM concentration, and aph, with reductions in APD values by

16.92%, 3.32%, and 10.91%, respectively. When applying UV correction, the 412

nm band performed better than the 380 nm band, likely due to a lower signal-to-

noise ratio at 380 nm and smaller extrapolation errors at 412 nm.

Discussion: While the NIR algorithm is suitable for open ocean waters, the UV

algorithm demonstrated higher accuracy in turbid environments such as Lake
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Taihu. Therefore, a combined UV-NIR atmospheric correction algorithm may be

more effective for handling various types of water environments. Additionally,

further research is needed to developmore suitable retrieval algorithms for Chl-a

concentration and aph in eutrophic waters to improve accuracy.
KEYWORDS

geostationary ocean color imager-II (GOCI-II), remote sensing products, validation,
atmospheric correction, Lake Taihu
1 Introduction

Launched on February 19, 2020, the Geostationary Ocean Color

Imager-II (GOCI-II) exhibits an observation coverage of 2,500×2,500

km2, with observation times from 7:15 AM to 4:15 PM (Beijing time),

thereby offering hourly observations. The observation center is

positioned at (130°E, 36°N) (Yang et al., 2018; Shin et al., 2021;

Kang et al., 2022; Kim et al., 2023). Compared with its predecessor,

the Geostationary Ocean Color Imager (GOCI) launched in 2010

(Ding et al., 2024; Li H. et al., 2020; Hu et al., 2019), the GOCI-II

provides extended observation durations (10 observations daily), an

increased spatial resolution (250 m × 250 m), and an expanded

spectral range from 8 to 12 bands (Kim et al., 2022; Ahn and Park,

2020), thus offering greater support for monitoring diurnal variations

in the water environment.

To ensure the reliability of GOCI-II data for practical

applications, rigorous accuracy verification for remote sensing

products is essential. Ahn and Park (2020) evaluated the accuracy

of three atmospheric correction algorithms via the spectral

relationships between the near-infrared (NIR) bands of 620 nm

and 709 nm and the intrinsic optical parameters on the basis of

measured data for turbid water bodies off the coast of South Korea.

Their validation outcomes demonstrated that the atmospheric

correction model based on the inherent optical properties

exhibited robust retrieval performance across various suspended

particulate matter concentration levels, yielding average absolute

percentage error reductions of approximately 12% and 16%

compared with traditional NIR atmospheric correction models.

The algorithm, which is based on the 709 nm spectral

relationship, demonstrated satisfactory retrieval performance

solely within specific suspended particulate matter concentration

ranges. Kim and Park (2021) conducted an analysis study using data

from concurrent missions of the GOCI and GOCI-II from October

2020 to March 2021, aiming to evaluate the inversion accuracy of

GOCI-II fog products. The findings revealed minimal root mean

square error (RMSE) values (0.01) and a high correlation coefficient

(0.988) between the GOCI and GOCI-II fog products. In a related

study, Lee et al. (2021) leveraged the overlapping observation

periods of the GOCI-II and GOCI in geostationary orbit to

construct an aerosol lookup table tailored for the East Asian

region. The constructed aerosol lookup table exhibited a
02
consistent spatial distribution with that of the GOCI data.

Additionally, the authors compared GOCI and GOCI-II aerosol

optical thickness products, revealing a high degree of consistency

between the two satellites, thus suggesting that the accuracy of the

GOCI-II data is comparable to that of the GOCI data. Park et al.

(2021) assessed the accuracy of corresponding GOCI-II products,

thereby utilizing GOCI chlorophyll a (Chl-a) concentration,

chromophoric dissolved organic matter (CDOM), and remote

sensing reflectance (Rrs) products as references. The findings

revealed a consistent distribution of the GOCI-II Chl-a data with

that of the GOCI data across the Yellow Sea, Korea Strait, and

Ulleung Basin. Notably, in summer in the Ulleung Basin, a small

RMSE value (0.07) between the GOCI and GOCI-II products

confirmed the reliability of the GOCI-II data. However, the

GOCI-II Chl-a data were overestimated in regions with high

values. This overestimation bias was also notable for the CDOM

product. The spectral curves exhibited no significant deviation or

error (RMSE~0) at 490 or 550 nm for Rrs. Nevertheless,

underestimation of Rrs at 443 nm resulted in overestimation

of Chl-a and CDOM in the GOCI-II data for the Yellow Sea and

Korea Strait. Furthermore, the authors revealed that the

overestimation of Rrs in the GOCI-II data at 660 nm compared

with the GOCI data might induce biases in total suspended matter

(TSM) concentrations.

Overall, the validation of GOCI-II remote sensing products has

been extensively researched. However, relatively few studies have

focused on the accuracy of GOCI-II remote sensing products in

eutrophic waters. With the increase in human activities, inland

lakes are exhibiting severe eutrophication (Zhang et al., 2018;

Dokulil and Teubner, 2011; Lu et al., 2019). The GOCI-II offers

high temporal and spatial resolutions, facilitating frequent

observations of the environmental characteristics of inland lakes.

Therefore, ensuring the accuracy of its products for eutrophic

waters is important. Lake Taihu, with an area of approximately

2,338 km² and a shoreline length of approximately 393 km (Qiao

et al., 2012; Huang et al., 2016; Zhang et al., 2022; Xu et al., 2018),

exhibits a maximum depth of 3 m and an average depth of only 1.89

m, rendering it a typical turbid water body (Zhao et al., 2022; Han

et al., 2023; Lian et al., 2018). During the summer and autumn

seasons, widespread blooms of blue–green algae occur, and Lake

Taihu demonstrates low water mobility (Zhai et al., 2010; Li J. et al.,
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2020; Song et al., 2010), with some areas showing high

eutrophication levels (Liang et al., 2017; Fu, 2016; Guo et al.,

2019). In this study, using in situ observations from various water

types within Lake Taihu in China, including water remote sensing

reflectance, Chl-a concentration, TSM concentration, and

phytoplankton absorption coefficient (aph) data, we conducted

accuracy verification for GOCI-II remote sensing products. By

validating GOCI-II data in Lake Taihu, we aim to ensure that the

results are applicable to a wide range of water conditions, including

other turbid and eutrophic inland waters.
2 Data and methods

2.1 In situ data

To assess the accuracy of GOCI-II remote sensing products in

eutrophic waters, in situ measurements were conducted in Lake

Taihu. Lake Taihu was segmented into 10 subareas, with the lake

center area exhibiting a better water quality and less disruption from

human activities, whereas the southwestern area is more significantly

influenced by human activities, causing rapid changes in Chl-a (Xu

et al., 2019; Zhang et al., 2019; Duan et al., 2009). Consequently, time-

series measurements within a day were conducted in both the lake

center and southwestern areas, along with cruise-based sampling

throughout the entire Lake Taihu region. The distribution of the

voyage stations is shown in Figure 1A, where the red dots denote the

two time-series stations operating on August 29 and September 1,

2022 (in a total of 20 measurements). The black dots denote the

cruise-based sampling stations operating on September 6, 2022 (in a

total of 16 measurements). Specific measurement times were aligned

with GOCI-II observation times, which included 10 satellite

measurements per day from 7:15 AM to 4:15 PM local time,

encompassing parameters such as Rrs, TSM concentration, Chl-a

concentration, and aph.
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Rrs was measured via a portable spectrometer manufactured by

the American ASD company (spectral range: 350–2,500 nm;

spectral resolution: 3 nm). The implementation of the

spectrometer measurement method followed the specifications

outlined in the Ocean Optics Protocol established by the National

Aeronautics and Space Administration (NASA) (Mueller and

Fargion, 2023). Each day, the upward radiance at the water

surface and the downward sky radiance, along with the upward

radiance from a reference gray panel, were simultaneously

measured. During these measurements, the viewing azimuth angle

of the ASD probe was adjusted to form a 135-degree angle with the

direction of direct sunlight, while the zenith angle was set at 45

degrees to minimize the influence of sun glint. The Rrs can be

calculated as follows:

 Rrs =
r(Lt − Ls*r)

pLr
(1)

where Lt denotes the upward radiance above the water surface,

Ls denotes the downwelling sky radiance, r denotes the diffuse

reflectance factor, Lr denotes the upward radiance from the

reference gray panel, and r denotes the water surface reflectance,

which was set to 0.028 as the wind speed during the spectral

measurements was below 4 m/s (He et al., 2013). Figure 1B

displays the spectral curves of the Rrs values obtained during the

Lake Taihu cruise, while Table 1 lists the measurement times.

During the cruise, the Chl-a concentration in water was

measured via a Turner fluorometer manufactured by Turner

Biosystems. Chl-a samples were obtained by filter membrane

samples, thereby employing Whatman GF/F glass fiber filter

membranes, with a diameter of 25 mm and a pore size of 0.7 μm.

Each sample was measured three times, and the average value was

determined (Holm-Hansen et al., 1965). Moreover, aph was

measured via glass fiber filter membranes following the same

filtration method as that used for Chl-a determination. The filter

membranes were subsequently collected and stored in a freezer at
FIGURE 1

Distribution of the stations during the 2022 cruise in Lake Taihu (A) and spectral curves of the remote sensing reflectance obtained during the cruise
(B) (In Figure 1A, the red dots denote the two continuous stations operating on August 29 and September 1, 2022, and the black dots denote the
cruise-based sampling stations operating on September 6, 2022).
frontiersin.org

https://doi.org/10.3389/fmars.2024.1488219
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Zhao et al. 10.3389/fmars.2024.1488219
-17°C, and measurements were conducted in the laboratory via an

Ultraviolet-visible spectrophotometer (Lambda750S). The TSM

concentration was measured via filter membrane samples. Before

sampling, the sample acetate fiber membranes (diameter: 47 mm;

pore size: 0.7 mm) were weighed in the laboratory. Then, they were

transported to the experimental site for onsite filtration of water

samples at each station. The filter membranes were then collected

and stored in a freezer at -17°C, and measurements were conducted

in the laboratory. Via repeated drying in a muffle furnace until a

stable weight was reached, the weight of the total suspended matter

membrane was subtracted from the weight of the corresponding

blank membrane to obtain the weight and concentration of

suspended particulate matter. In total, 128 sets of data were

obtained, including TSM, Chl-a, and aph data and Rrs data.
2.2 Satellite data

Hourly GOCI-II Level-1B data for August 29, September 1, and

September 6, 2022, were obtained from the Korea National Ocean

Satellite Center (https://www.nosc.go.kr/eng/main.do). The data

comprised 10 observations per day. Two types of atmospheric

correction algorithms were subsequently applied to derive the Rrs

in various GOCI-II bands, including an ultraviolet (UV)-based

atmospheric correction algorithm and the official NIR-based

atmospheric correction algorithm used by the GOCI-II.

The Moderate Resolution Imaging Spectroradiometer

(MODIS)-Aqua data used in this study were acquired from

NASA’s Ocean Color Web. The MODIS-Aqua Level-1 data were

downloaded from https://oceancolor.gsfc.nasa.gov/data/aqua/. The

MODIS-Aqua satellite passes at approximately 1:30 PM, and it

provides data with a spatial resolution of 1 km in the visible light

spectrum. The visible band Rrs products used in this study were

derived from Level-1 data via a NIR atmospheric correction model,

with reference bands of 748 and 869 nm for atmospheric correction.

2.2.1 Near-infrared algorithm
The standard atmospheric correction method of the GOCI-II is

based on the algorithm developed by Ahn et al. (2016; Ahn and
Frontiers in Marine Science 04
Park, 2020). This algorithm relies on the spectral relationships of

aerosol multiple scattering reflectances between different

wavelengths (referred to as SRAMS). It aims to directly calculate

the contribution of aerosol multiple scattering reflectance to the

NIR bands for the selected aerosol model without residual errors.

Subsequently, the SRAMS was used to extrapolate the reflectance

contribution from the NIR spectrum to the visible spectrum. The

reflectance fractions (wMH and wML) can be calculated as follows:

A(wMH )2 + B(wMH ) + C = 0 (2)

wML = 1 − wMH (3)

where A, B, and C are polynomials. We used aerosol models

(ML and MH) and their reflectance fractions (wML and wMH,

respectively) to obtain ram(VIS).

ram(l2) =oD
n=1cn(MH , l, qs, qv ,∅sv )½wMHrMod

am (MH,l1)�n

+oD
n=1cn(ML, l, qs, qv ,∅sv )½(1 − wMH )rMod

am (ML,l1)�n
(4)

where D is the degree of the polynomial, and rMod
am (MH,l1) and

rMod
am (ML,l1) denote the theoretical calculated values of ram(l2),

considering the aerosol models (ML and MH), geometry, and

wavelength. Moreover, cn denotes the constants of the polynomial

equation stored in the lookup table for each model (Mi, qs, qv , and
∅sv). qs, qv , and ∅sv are the solar zenith angle, sensor zenith angle,

and relative azimuth angle, respectively.

To address the potential inaccuracy of the near-infrared

atmospheric correction algorithm in highly turbid waters, Ahn

and Park (2020) replaced the traditional 660 nm band with 709

nm, along with 745 nm and 865 nm for visible light extrapolation.

The 709 nm band is minimally affected by chlorophyll absorption,

and the optical saturation issue occurs at longer wavelengths as

turbidity increases. By employing an iterative optimization process

for aerosol correction, the accurate estimation of rwn(709 nm) is

achieved, thereby enhancing the atmospheric correction accuracy in

turbid waters.

2.2.2 Ultraviolet algorithm
In addition to accuracy assessment for the official atmospheric

correction algorithm products of the GOCI-II, the UV band (380

nm) of the GOCI-II was utilized. The UV atmospheric correction

algorithm was used to process the GOCI-II L1B level data to obtain

Rrs products. Through extensive in situ spectroscopy studies of

turbid river mouth waters such as the Yangtze, Mississippi, and

Orinoco rivers, He et al. (2012) reported that, owing to the high

concentration of suspended matter in water, the water-leaving

radiance significantly increases in the NIR bands. In contrast, the

water-leaving radiance in the UV bands remains low and relatively

stable. Therefore, atmospheric correction can be performed via UV

bands, referred to as the UV algorithm. For the GOCI-II, the 412

nm and 380 nm bands were used to estimate aerosol scattering.

The specifics are as follows:

1) It is assumed that r(UV)
a = r(UV)

rc , where r(UV)
a is the aerosol

reflectance at 412 nm and 380 nm, and r(UV)
rc is the Rayleigh-

corrected reflectance at 412 nm and 380 nm;
TABLE 1 Measurement times at the sites.

Cruise-based
sampling
stations

Local
time

Cruise-based
sampling
stations

Local
time

T-01 6:58 T-09 12:13

T-02 7:04 T-10 12:54

T-03 7:59 T-11 13:24

T-04 8:36 T-12 13:54

T-05 9:29 T-13 14:29

T-06 10:15 T-14 15:27

T-07 11:01 T-15 16:21

T-08 11:31 T-16 17:09
frontiersin.org

https://www.nosc.go.kr/eng/main.do
https://oceancolor.gsfc.nasa.gov/data/aqua/
https://doi.org/10.3389/fmars.2024.1488219
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Zhao et al. 10.3389/fmars.2024.1488219
2) r(865)
a = r(UV)

a � ½ee(745,865)�
865−UV
866−745 is used to calculate the aerosol

scattering reflectance r(865)a at 865 nm, where ee(745,865) is the

estimated aerosol reflectance ratio in the NIR band;

3) By assuming white aerosol (e=1), the aerosol scattering

reflectance for each band can be calculated.
2.3 Chlorophyll a and total suspended
matter concentration retrieval models

The inversion algorithm used for Chl-a is the OCx algorithm

(O’reilly et al., 1998), which is derived from the ratio of the fourth-

order polynomial to the maximum Rrs value of the green band at

555 nm and the blue band. The expression is as follows:

log10(Chloc4) = a0

+o4
i=1ai½log10 (

max (Rrs(lblue : 443,490,510))
Rrs(555)

)�i (5)

where Chloc4 is the Chl-a concentration, and a0 to a4 are fitting

coefficients specific to GOCI-II, with values of 0.3272, -2.9940,

2.7218, -1.2259, and -0.5683.

TSM can be estimated via the YOC (Yellow Sea Large Marine

Ecosystem Ocean Color Project.) algorithm of Siswanto et al. (2011) as

follows:

TSM = 10(c0+c1*(Rrs(555)+Rrs(660))−c2*(
Rrs(490)
Rrs (555)

)) (6)

where c0 to c2 are fitting coefficients specific to GOCI-II, with

values of 0.649, 25.623, and 0.646.

In this work, the absorption coefficient of phytoplankton pigments

was calculated via a semianalytical method based on a bio-optical

model, namely, the quasi-analytical algorithm (QAA), which was

proposed by Lee et al. (2002). The QAA can be expressed as:

aph(l) = a(l) − adg(l) − aw(l) (7)

where a(l) is the total absorption coefficient, adg(l) is the

absorption coefficient of gelbstoff and detritus, and aw(l) is the

absorption coefficient of pure seawater. Where adg can be calculated

as follows:

adg(l) = ag(443)e
−S(l−443) (8)

Notably, ag(443), z, x, and the spectral slope S can be obtained

as follows:

ag(443) =
a(412) − za(443)

x − z
−
aw(412) − zaw(443)

x − z
(9)

z = 0:74 +
0:2

0:8 + Rrs(443)=Rrs(555)
(10)

x = eS(442:5−412:5) (11)

S = 0:015 +
0:002

0:6 + Rrs(443)=Rrs(555)
(12)
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And a(l)  can be calculated as follows:

rrs(l) = Rrs(l)=(0:52 + 1:7*Rrs(l)) (13)

u(l) = −g0 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(g0)

2 + 4*g1*rrs(l)
q

=2*g1 (14)

a(670) = aw(670) + 0:39*(Rrs(670)=(Rrs(443) + Rrs(490))) (15)

bbp(670) = u(670)*
a(670)

1 − u(670)
− bbw(670) (16)

bbp(l) = bbp(670)*(
670
l

)(2*(1−1:2*exp(−0:9*rrs(443)=(rrs(555)))) (17)

a(l) = (1 − u(l))(bbw(l) + bbp(l))=u(l) (18)
2.4 Match-up procedure

The in situ and satellite data were matched spatiotemporally by

averaging the valid pixels within a 3×3 pixels box centered on the in

situ point, with a time window of available data of ±1 hour (Bailey

and Werdell, 2006). Additionally, the following conditions must

be met:
1. Spatial Averaging: A 3×3 pixel box centered on the in situ

point was selected. This size was chosen to balance the need

for spatial averaging to account for potential misalignments

between satellite and in situ points, while still maintaining a

reasonable local representation of water properties.

2. Temporal Window: The data were matched within a ±1

hour time window around the in situ observation. This time

window was selected based on the trade-off between

minimizing temporal differences and ensuring the

availability of satellite data. Considering that both water

properties and atmospheric conditions can change rapidly,

a narrower window (e.g., 30 minutes) could risk excluding

too many matches, whereas a larger window could

introduce temporal discrepancies.

3. Data Selection Criteria:

• Valid Pixel Percentage: At least 50% of the pixels within the

3×3 box had to be valid (i.e., free from land contamination,

cloud cover, and sensor anomalies). This threshold ensures

that the calculated mean and standard deviation are based

on a representative sample of pixels, reducing noise in the

match-up data.

• Outlier Detection: The mean and standard deviation of the

valid Rrs values within the 3×3 box were calculated. Pixels

with Rrs values that deviated by more than ±1.5 times the

standard deviation were excluded to mitigate the influence

of anomalous or erroneous readings that could distort the

accuracy assessment.
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Fron
• Spatial Homogeneity: The coefficient of variation (CV) was

computed for the remaining valid pixels, with a threshold of

CV < 0.15. This ensures that the selected box represents a

relatively homogeneous area, as significant spatial

heterogeneity could lead to inaccurate comparisons with

point-based in situ measurements.
By employing these selection criteria, we aimed to ensure that the

matched satellite data were both spatially representative and temporally

close to the in situ measurements, minimizing the impact of spatial

heterogeneity and temporal mismatch on the accuracy assessment.
2.5 Accuracy assessment

The accuracy of remote sensing products was assessed via

various statistical parameters, namely, the root mean square

deviation (RMSD), absolute percentage deviation (APD), and

relative percentage deviation (RPD), which can be calculated as:

RMSD =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
oN

i=1(Yi − Xi)
2

N

s
(19)

APD = 100% *
1
N *oN

i=1
Yi − Xij j
Xi

(20)

RPD = 100%*
1
N *oN

i=1
Yi − Xi

Xi
(21)

where Yi, Xi, and N are the algorithm inversion value, the

measured value, and the sample size, respectively. RPD is a

predictive indicator of the systematic error or average relative

deviation, and APD reflects the absolute accuracy of the inversion

product relative to the measured data.
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3 Results

3.1 Validation of the GOCI-II Rrs products
based on the NIR atmospheric algorithm

Figure 2 shows the distribution of Rrs(443 nm) in Lake Taihu

on September 6, 2022, obtained via the NIR atmospheric correction

algorithm with the GOCI-II data. Owing to the clear weather

conditions on that day, a large amount of valid data was

obtained. As shown in the figure, the value of Rrs(443 nm) varied

significantly during the observation period, showing characteristics

of higher Rrs(443 nm) values around noon and abnormally lower

values close to dawn and dusk.

Table 2 provides the statistical results for the comparison of Rrs

values across various bands between the NIR algorithm-retrieved

and in situ data. The APD across the 6 bands ranged from 20.96% to

31.52%, with the smallest APD value occurring at 555 nm and the

largest APD value occurring at 680 nm. This finding is similar to the

results obtained by Kim et al. (2016), who validated inversion values

against measured data for low-turbidity waters via voyage data from

2010 to 2011, with APD values ranging from 18% to 35%.

Figure 3 shows a comparison between the Rrs values for various

bands derived from the GOCI-II data via the NIR algorithm and the

in situ data. The scatter plot is relatively dispersed and the inverted

values are slightly lower than the measured values, especially at higher

Rrs values, suggesting underestimation by the NIR algorithm.
3.2 Assessment of the GOCI-II Rrs
products via UV atmospheric
correction algorithm

In the Rrs results inverted via the NIR-correct atmospheric

correction algorithm, the APD values for the 555 nm band Rrs data
FIGURE 2

Distribution of effective Rrs (443 nm) data for Lake Taihu obtained from GOCI-II data using the NIR-correct atmospheric correction algorithm on
September 6, 2022. Figures (A–J) represent the results from local time 07:15 to 16:15.
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were relatively small, indicating high accuracy. However, for the Rrs

results of the 412 nm and 443 nm bands, the APD values were

relatively large. This difference may be attributed to the use of the

NIR-correct atmospheric correction method for extrapolating

aerosol scattering from the NIR spectrum to the visible light

spectrum, yielding larger inversion errors in the blue light

spectrum, which is farther from the NIR spectrum (Abbott et al.,

1999). In addition, Lake Taihu is a moderately turbid water body,

thus, the water-leaving radiance in the NIR spectrum cannot be

neglected, and the assumption of dark pixels in the NIR used by the

NIR atmospheric correction algorithm is not appropriate for the

turbid waters. Considering the high absorption capacity for UV

wavelengths of eutrophic water bodies, it can assume that the water-

leaving radiance signal at UV wavelengths could be neglected.

Leveraging the advantage of the GOCI-II sensor with a 380 nm

UV band, UV atmospheric correction algorithms were employed to

improve the inversion performance.

Figures 4, 5 show the distributions of the retrieved Rrs (443 nm)

data for Lake Taihu on September 6, 2022, obtained via the use of
Frontiers in Marine Science 07
the UV380nm-correct (taking 380 nm band as reference band) and

UV412nm-correct (taking 412nm band as reference band)

atmospheric correction algorithms, respectively. Compared with

the Rrs (443 nm) results inverted via the NIR-correct atmospheric

correction algorithm (as shown in Figure 2), the Rrs (443 nm)

values inverted via the UV atmospheric correction algorithms were

generally greater. The temporal variation in Rrs across the ten

images captured throughout the day was minimal, but there was

clear algorithm failure in the last two images of the day.

In this study, Rrs data were obtained from 33 in situmeasurement

stations matched with Rrs data inverted via UV atmospheric

correction algorithms. Figure 6 shows scatter plots that provide a

comparison of the Rrs values across various wavelengths obtained via

the UV380nm-correct and UV412nm-correct atmospheric correction

algorithms with in situ data. Figure 7 shows the comparison of remote

sensing reflectance products derived from various inversion

algorithms with measured values at certain stations. It is evident

that the results from the UV412nm-correct atmospheric correction

algorithm align closely with the trend of the measured spectral curves.

Table 3 provides statistical results for the comparison of the inverted

Rrs values across the different wavelengths with the Rrs values

inverted via the two UV atmospheric correction algorithms.

Compared with those of the NIR-correct atmospheric correction

algorithm, the Rrs results inverted via the two UV atmospheric

correction algorithms for shorter wavelengths of 412 nm, 443 nm,

and 490 nm were closer to the 1:1 line, indicating better performance.

As indicated in Table 3, the APD values for the Rrs results for the NIR

wavelengths inverted via both UV atmospheric correction algorithms

were higher, exceeding 30%. The APDs for the Rrs results at the 660

nm and 680 nm wavelengths inverted via the UV380nm-correct

atmospheric correction algorithm were 42.47% and 51.56%,

respectively. For the UV412nm-correct atmospheric correction

algorithm, the APDs for the 660 nm and 680 nm wavelengths were

36.83% and 33.00%, respectively, indicating greater inversion
FIGURE 3

Comparison of the Rrs values for each wavelength band obtained via inversion with the NIR-correct atmospheric correction algorithm and the
measured Rrs values for each wavelength band.
TABLE 2 Statistical results of the comparison between the Rrs values for
each wavelength band obtained through the GOCI-II data via the NIR-
correct atmospheric correction algorithm and the measured Rrs values
for each wavelength band.

Wavelength/
nm

Number
RMSD/
sr-1

APD/% RPD/%

412 33 0.007821 30.03 -12.49

443 35 0.007911 29.96 2.53

490 35 0.009425 27.62 5.48

555 35 0.008710 20.96 8.43

660 35 0.008003 29.00 2.89

680 35 0.007692 31.52 5.49
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performance in the NIR wavelengths. The statistical parameters

revealed that the UV412nm-correct atmospheric correction algorithm

performed better in correcting data for Lake Taihu waters, with the

accuracy in the shorter wavelength bands surpassing that of the NIR-

correct atmospheric correction algorithm. Both the UV380nm-correct

and UV412nm-correct atmospheric correction algorithms could

reproduce the spectral distribution of the measured Rrs data.

Compared with the UV380nm-correct atmospheric correction

algorithm, the UV412nm-correct algorithm slightly overestimated the

aerosol scattering reflectance at NIR wavelengths because of the

significant contribution of the water-radiance of water at 412 nm,

but the overestimation of the aerosol scattering reflectance at 865 nm

could compensate for the minor overestimation by the UV

atmospheric correction algorithms due to the white aerosol

assumption at short visible wavelengths. The lower accuracy of the

UV380nm-correct algorithm may result from lower signal-to-noise

ratios or calibration inaccuracies in the data obtained at the 380 nm
Frontiers in Marine Science 08
wavelength by the GOCI-II. Lake Taihu is characterized by high

aerosol optical depth (AOD) and varying water vapor content, which

can influence the accuracy of the NIR algorithm. While the NIR-

based atmospheric correction method is widely used, its performance

is limited in turbid waters like Lake Taihu, where the high

concentration of suspended matter can interfere with the near-

infrared signal. In contrast, the UV algorithm may perform better

under such conditions, as it is less affected by the water’s

optical complexity.

Table 4 provides the statistical results for the comparison of the

Rrs values inverted via the three algorithms with the measured Rrs

values. Overall, the results inverted via the UV412nm-correct

atmospheric correction algorithm were the best. This occurred

because UV atmospheric correction algorithms are designed

primarily for highly turbid or eutrophic waters. Therefore, in

Lake Taihu, UV atmospheric correction algorithms have better

performance than the NIR atmospheric correction algorithm.
FIGURE 5

Distribution of the effective Rrs(443 nm) data for Lake Taihu on September 6, 2022, inverted via the UV412nm-correct atmospheric correction
algorithm. Figures (A–J) represent the results from local time 07:15 to 16:15.
FIGURE 4

Distribution of the effective Rrs(443 nm) data for Lake Taihu on September 6, 2022, inverted via the UV380nm-correct atmospheric correction
algorithm. Figures (A-J) represent the results from local time 07:15 to 16:15.
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3.3 Assessment of the Rrs-derived
products using two atmospheric
correction algorithms

Figure 8 shows a comparison between the Chl-a, TSM, and aph
values inverted via the NIR-correct atmospheric correction

algorithm for the GOCI-II data and in situ values, with the

corresponding statistical parameters also shown in Figure 8.

There were 30 corresponding measured station data points
Frontiers in Marine Science 09
matching the inverted Chl-a data, as shown in Figure 8A. At

lower measured Chl-a values, the inverted GOCI-II results were

greater than the measured values, whereas at higher measured Chl-a

values, the inverted GOCI-II results were lower than the measured

values. The overall RMSD was 16.301 mg/m³, with the APD of

45.76% and the RPD of 16.79%, indicating a significantly lower

accuracy than that of the results for general open ocean waters. TSM

inversion exhibited 25 corresponding measured station data

matches, as shown in Figure 8B. When the TSM was greater than
FIGURE 7

Comparison between the Rrs results of various bands inverted via the UV380nm-correct and UV412nm-correct atmospheric correction algorithms
and the measured Rrs data. (A. Station T9; B. Station T10; C. Station T11; D. Station T12)
FIGURE 6

Comparison between the Rrs results of various bands inverted via the UV380nm-correct (A) and UV412nm-correct (B) atmospheric correction
algorithms and the measured Rrs data.
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55 mg/L, the inverted TSM values from the GOCI-II data were

generally lower than the in situ values, and the scatter points were

more dispersed. Owing to the Lake Taihu cruise being conducted

only at two time-series stations (T-A and T-B) for sampling aph,

there were fewer station data that could match the satellite

observations, ultimately yielding 18 matching samples for the aph
products. As shown in Figure 8C, similar to the scatter plot

evaluation for the Chl-a product, when the measured value of aph
was low (<0.7 m-¹), the scatter points occurred near the 1:1 line,

whereas at higher measured values, the aph product inverted from

the GOCI-II sensor data was significantly underestimated.

The Rrs products inverted via the UV412nm-correct atmospheric

correction algorithm were used to estimate the Chl-a and TSM

concentrations and aph. Figure 9 provide scatter plots and statistical

parameters used to compare the inversion results of these three

parameters with the in situ values. Compared with the inverted Chl-a

values by the NIR-correct atmospheric correction algorithm, the

inverted Chl-a values with the UV412nm-correct algorithm were

more accurate (Figure 9A), with an APD of 28.84%. However, the

underestimation issue at high Chl-a concentrations was not mitigated

when this algorithm was used, primarily because of spectral band

saturation attributed to high Chl-a concentrations, rendering the Chl-

a inversion algorithm unsuitable. The accuracy of the TSM

concentration calculated from the Rrs data inverted with the

UV412nm-correct atmospheric correction algorithm also improved

(Figure 9B), with results closer to the 1:1 line and a smaller APD value
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of 9.94%, which is lower than the value of 13.26% achieved with the

NIR-correct atmospheric correction algorithm. Similar to Chl-a, the

underestimation issue of aph at high values was not addressed. For

eutrophic waters, there is a need to develop more suitable models for

Chl-a and aph inversion algorithms.
3.4 Stability of the GOCI-II retrieved hourly
Rrs products

The GOCI-II obtains one observation per hour from 7:15 to

16:15 local time, providing a total of 10 observation images per day.

Owing to the relatively high solar zenith angles during the first and

second observations, as well as the ninth and tenth observations of

the GOCI-II satellite, which can exceed 70° during the autumn and

winter seasons, the stability of remote sensing products at different

observation times must be examined. The comparison of the two

observation periods depicted in Figure 10 reveals that the Rrs values

inverted by the GOCI-II are closer to the measured Rrs values from

9:15 to 14:15, when the solar zenith angle is relatively low. The results

for this period are clustered around the 1:1 line, whereas the results

for other periods are more dispersed. The agreement between the Rrs

values observed from 9:15 to 14:15 and inverted via the UV412nm-

correct atmospheric correction algorithm was the best (Figure 10C).

However, there was underestimation in the high-value areas for the

inversion results of the 660 nm and 680 nm bands, whereas the

results for the other bands were better. The Rrs results for the various

bands from 9:15 to 14:15, as inverted via the UV380nm-correct

atmospheric correction algorithm, were slightly worse than those

inverted via the UV412nm-correct atmospheric correction algorithm.

Among these bands, the results for the 660 nm and 680 nm bands

were more scattered than those for the other bands were, but the

results for the other bands were more accurate (Figure 10B).

Similarly, the Rrs results for the various bands inverted via the

NIR-correct algorithm between 9:15 and 14:15 showed that the
TABLE 4 Statistical results of the comparison of the Rrs values across all
bands inverted via the three atmospheric correction algorithms with the
measured Rrs data.

Algorithm RMSD/sr-1 APD/% RPD/%

NIR-correct 0.008290 28.13 2.23

UV380nm-correct 0.011059 34.21 15.96

UV412nm-correct 0.008225 27.72 5.22
TABLE 3 Statistical results of the comparison between the Rrs values of various bands inverted via the two ultraviolet atmospheric correction
algorithms and the measured Rrs values.

Algorithm Wavelength/nm Number RMSD/sr-1 APD/% RPD/%

UV380nm-correct

412 33 0.011296 37.54 17.83

443 33 0.007756 24.15 -1.42

490 33 0.010422 25.22 -3.29

555 33 0.011487 24.35 13.25

660 33 0.012558 42.47 27.39

680 33 0.012156 51.56 41.98

UV412nm-correct

412 33 0.007034 25.17 7.63

443 33 0.007899 29.69 12.25

490 33 0.007085 22.27 3.30

555 33 0.009673 19.38 3.60

660 33 0.009093 36.83 6.69

680 33 0.008217 33.00 -2.14
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FIGURE 9

Results of (A) the Chl-a concentration, (B) TSM concentration, and (C) aph inverted via the UV412nm-correct algorithm from the GOCI-II data
compared with the actual measured results for these three parameters.
FIGURE 8

Comparison between the results of (A) the Chl-a concentration, (B) TSM concentration, and (C) aph inverted via the NIR-correct atmospheric
correction algorithm and the measured data.
FIGURE 10

Comparison of the GOCI-II Rrs retrievals with in situ measurements for the two observation periods. (A–C) 9:15-14:15; (D–F) other time periods.
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results for the 660 nm and 680 nm bands were more scattered than

those for the other bands were, and underestimation occurred when

the Rrs value was high (Figure 10). Outside the period from 9:15 to

14:15, the inversion accuracies of the three atmospheric correction

algorithms were poor, with very scattered data points.

Tables 5, 6 provide the error statistics of the GOCI-II derived Rrs

results for each band obtained via the different atmospheric

correction algorithms across the two observation periods. The

resutls indicate that for the NIR-correct atmospheric correction

algorithm, the APD ranges from 20.80% to 31.37% at midday and

from 20.68% to 41.63% at other times. The UV380nm-correct
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atmospheric correction algorithm yielded APD ranging from

11.12% to 25.08% at midday and from 32.66% to 56.73% at other

times. Similarly, the UV412nm-correct atmospheric correction

algorithm yielded APD ranging from 14.95% to 19.56% at midday

and from 26.19% to 45.27% at other times. Overall, the APD range of

the three algorithms at midday was much smaller than that at other

times, indicating significantly better retrieval results at midday than

during the dawn and dusk periods. This finding agrees with the

validation results of ocean color remote sensing products from

geostationary satellites reported by Lamquin et al. (2012) and Li

et al. (2020).
TABLE 5 Error statistics of the GOCI-II satellite Rrs results for each band obtained via the different atmospheric correction algorithms during the
midday period from 9:15 to 14:15.

9:15 to 14:15

Algorithm Wavelength/nm Number RMSD/sr-1 APD/% RPD/%

NIR-correct

412 21 0.006907 23.40 -2.30

443 21 0.007356 31.37 18.68

490 21 0.007094 25.67 14.12

555 21 0.007632 20.80 19.24

UV380nm-correct

412 20 0.006778 25.08 14.11

443 20 0.005747 18.62 -4.31

490 20 0.002884 11.12 0.62

555 20 0.007855 18.82 10.28

UV412nm-correct

412 20 0.004061 15.41 0.96

443 20 0.003869 19.56 10.14

490 20 0.004484 16.13 6.11

555 20 0.005939 14.95 7.09
TABLE 6 Error statistics of the GOCI-II satellite Rrs results for each band obtained via the different atmospheric correction algorithms outside the
period from 9:15 to 14:15.

Other time

Algorithm Wavelength/nm Number RMSD/sr-1 APD/% RPD/%

NIR-correct

412 12 0.009206 41.63 -30.31

443 14 0.008678 27.85 -21.69

490 14 0.012107 30.53 -7.48

555 14 0.010131 20.68 -5.15

UV380nm-correct

412 13 0.015913 56.73 23.54

443 13 0.010094 32.66 3.03

490 13 0.016215 46.91 -9.29

555 13 0.015493 32.85 17.80

UV412nm-correct

412 13 0.010012 40.17 17.88

443 13 0.011635 45.27 15.49

490 13 0.009823 31.71 -1.02

555 13 0.013538 26.19 -1.77
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3.5 Comparisons of the Rrs products
between GOCI-II and MODIS

In addition to evaluating the accuracy of GOCI-II products

using in situ data from Lake Taihu, we also conducted a cross-

comparison with MODIS-Aqua products. The primary reason for

this is that MODIS-Aqua products are widely recognized as a

standard for ocean color remote sensing accuracy. This

comparison highlights potential discrepancies between satellite

products in eutrophic waters. The time window for matching

MODIS and GOCI-II data is consistent with the matchup

protocol, and spatially, we projected the data from both satellites
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onto a 0.04-degree resolution grid for comparison. Figure 11 shows

the comparison of the Rrs products from the GOCI-II and MODIS

satellite data in Lake Taihu on September 6, 2022. The figure reveals

a notable difference in the Rrs products between the two satellites,

despite a generally similar overall distribution. This observed

difference could be attributed to variations in the spatial

resolution, spectral bands, and atmospheric correction

methodologies employed by the respective satellites. Previous

research (Xiao et al., 2016) has emphasized a high level of

agreement between the MODIS and GOCI products in oceanic

environments, as well as between the GOCI and GOCI-II products.

However, as shown in Figure 11, there was a significant lack of
FIGURE 11

Comparison of the atmospheric correction results for Rrs of different bands of the GOCI-II and MODIS satellites over Lake Taihu on September 6, 2022.
(A) Distribution of Rrs(443 nm) data from the GOCI-II satellite; (B) Same as (A), but for MODIS data; (C-F) Comparison of the atmospheric correction
results for Rrs between the GOCI-II and MODIS satellite data. The color scales in (C–F) represent the number of overlapping pixels after matching.
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consistency between the satellite products in eutrophic waters,

indicating a certain bias in the NIR atmospheric correction

models when applied to such aquatic environments.
4 Discussion

The evaluation of the GOCI-II atmospheric correction algorithm

highlights key performance indicators in dynamic and eutrophic

environments, such as Lake Taihu. The iterative optimization of the

NIR algorithm falls short in effectively addressing atmospheric

correction in extremely turbid waters. In contrast, the UV algorithm,

which assumes a zero water-leaving radiance signal in the ultraviolet

wavelength range, proves more suitable for these challenging
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conditions. Although theoretical considerations suggest that shorter

wavelengths should exhibit stronger CDOM absorption, thereby

making the zero water-leaving radiance assumption more justifiable,

the findings of this study indicate that atmospheric correction utilizing

the 412 nm band yields superior results. This enhancement may be

attributed to the lower signal-to-noise ratio observed at the 380 nm

band. Furthermore, atmospheric correction based on the 412 nm band

can partially offset the overestimation of aerosol scattering in the near-

infrared range, which arises from assuming white aerosols at shorter

visible wavelengths. Consequently, the UV412 nm-corrected

atmospheric correction algorithm produced the best results,

particularly in the 490 nm and 555 nm bands. The NIR algorithm is

well-suited for open ocean waters, while the UV algorithm is more

effective for turbid coastal waters. Employing different atmospheric
FIGURE 12

Rrs443 results processed with the NIR algorithm (A) and the combined UV-NIR algorithm (B) for GOCI-II slot 10 at 13:15 on September 6, 2022.
FIGURE 13

Rrs443 results for Lake Taihu on September 6, 2022, at 15:15, processed using the neural network atmospheric correction algorithm with GOCI-
II data.
frontiersin.org

https://doi.org/10.3389/fmars.2024.1488219
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Zhao et al. 10.3389/fmars.2024.1488219
correction algorithms tailored to specific water types can significantly

enhance the accuracy and efficiency of satellite data. Figure 12B

illustrates the Rrs product at 443 nm from GOCI-II’s slot 10 on

September 6, 2022, processed using a combined UV-NIR algorithm.

This combined approach utilizes logistic regression to fit the

proportions of turbid and clear waters, effectively avoiding

stratification in the retrieved products. Compared to the results from

the NIR algorithm shown in Figure 12A, the combined algorithm

demonstrates a significant improvement in data efficiency.

The inversion accuracy of near-infrared (NIR) and ultraviolet

(UV) algorithms varies significantly over time. In particular, the UV

algorithm is notably affected by observational conditions during

sunrise and sunset, when the solar zenith angle is elevated. High

solar zenith angles reduce illumination, increasing the optical path for

Rayleigh and aerosol scattering, which in turn amplifies bidirectional

reflectance effects. Furthermore, the influence of Earth’s curvature

becomes more pronounced at high zenith angles, diminishing the

effectiveness of traditional atmospheric correction models. Looking

forward, enhancing the accuracy of satellite products will require

leveraging the strengths of multiple atmospheric correction

algorithms and tailoring specific correction methods for different

water body types. Additionally, dedicated algorithms are needed for

satellite data collected during dawn and dusk to effectively mitigate

the impact of varying solar zenith angles on observational accuracy.

Li et al. (2022) developed a neural network atmospheric correction

algorithm for GOCI, which utilizes midday remote sensing

reflectance products paired with Rayleigh-corrected radiance from

dawn and dusk observations to construct a training dataset. The

neural network model trained on this dataset can effectively handle

satellite data from dawn and dusk. Figure 13 demonstrates this

model’s results for Taihu Lake data on September 6, 2022, at 15:15,

showing improvements compared to the anomalously high values in

Figure 5 for this time interval.
5 Conclusion

In this study, the accuracy of GOCI-II retrieval results was evaluated

via in situ data obtained during cruises in Lake Taihu, and the Rrs

products retrieved via three types of atmospheric correction algorithms,

namely, UV380nm-correct, UV412nm-correct, and NIR-correct

atmospheric correction algorithms, were investigated. The results

revealed that the UV412nm-correct atmospheric correction algorithm

performed better for the Lake Taihu, whereas the NIR atmospheric

correction algorithm exhibited significant underestimation. Compared

with the UV412nm-correct atmospheric correction algorithm, the

UV380nm-correct atmospheric correction algorithm also performed

better but yielded more scattered results. Overall, the UV412nm-correct

atmospheric correction algorithm achieved the highest retrieval

accuracy for Lake Taihu, with APDs of 25.17% (412 nm), 29.69%

(443 nm), 22.27% (490 nm), 19.38% (555 nm), 36.83% (660 nm), and

33.00% (680 nm). Additionally, the Chl-a, TSM, and aph data obtained

from the GOCI-II were comparatively analyzed via the NIR-correct and

UV412nm-correct atmospheric correction algorithms. Notably, the 412

nm band outperformed the 380 nm band when using UV correction,

likely due to the lower signal-to-noise ratio of the 380 nm band and
Frontiers in Marine Science 15
smaller extrapolation errors when assuming a zero signal for the 412 nm

band. A combined UV-NIR atmospheric correction algorithm may be

more suitable for addressing various types of water environments.

Additionally, more suitable retrieval algorithms are needed to

improve the accuracy of chlorophyll concentration and

phytoplankton absorption in eutrophic waters. The hourly stability of

the Rrs retrieval results at different observation times of the GOCI-II was

also analyzed. The results revealed that with the UV412nm-correct

atmospheric correction algorithm, the TSM concentration data

exhibited an APD value of 9.94%, and an RPD value of 1.46%; the

Chl-a concentration data exhibited an APD value of 28.84%, and an

RPD value of -7.04%; and the aph data exhibited an APD value of

29.22%, and an RPD value of -2.30%. The stability and quality of the

GOCI-II satellite products during the six periods around noontime were

significantly better than those during the other four periods close to

dawn or dusk, indicating that more accurate atmospheric correction

algorithm should be developed for the GOCI-II observations at dawn

and dusk in Lake Taihu.
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